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1 Introduction 

As a contribution to the topic "Biomimetic and Bioorganic Chemistry" this review 
deals mainly with colloidal systems consisting of biomolecules forming association 
colloids or existing as macromolecular colloids (biopolymers). The associated mono- 
molecular units are in a more or less ordered state in micelles, vesicles or in the mem- 
brane itself. However the molecular order of solubilized molecules is also strongly in- 
fluenced. Biopolymers are able to attain highly ordered, periodic structures depending 
on various parameters e.g. temperature, pH, electrolyte concentration etc. Usually the 
solvation effects or changes in the solvation of these molecules are involved in the 
formation of ordered structures. 

Because biomolecules normally exist in liquid water, this article will be largely 
concerned with their ordered structures in aqueous media and therefore with hydration 
effects. In order to understand better the influence of solute-solvent interactions on 
molecular order, also solvation in organic liquids will be considered to some extent. 

"Solvation" and especially "hydration" are rather complex phenomena and 
little is known about them. Depending on the kind of molecular groups, atoms or 
ions interacting with the solvent, one can differ between lyo- or hydrophilic and lyo- 
or hydrophobic solvation or hydration. Due to these interactions the so-called 
"liquid structure" is changed. Therefore it seems to be unavoidable to consider, at 
least very briefly, the intermolecular interactions and the main features of liquids, 
especially "water structure" before dealing with solvation/hydration and their effects 
on the formation of ordered structures in the colloidal systems mentioned above. 

2 Intermolecular Forces and Structures in Liquids 

2.1 Apolar Liquids 

This type of liquid is characterized by direction independent, relatively weak dispersion 
forces decreasing with r -6, when r is the distance between neighbouring molecules. 
A simple model for this type of liquid, which accounts for many properties, was given 
by Luck ~' 2~: it is represented by a slightly blurred lattice-like structure, containing 
hole defects which increase with temperature and a concentration equal to the vapor 
concentration.Solute molecules are trapped within the holes of the liquid thus 
reducing their vapor pressure when the latter is negligible. 

2.2 In terac t ions  in Polar Liquids 

In this case the interaction between neighbouring molecules is not only stronger 
but also orientation dependent. The mean statistical energy of dipole-dipole inter- 
actions Oaa also decreases with r-6, but depends on g2 (g: dipole moment) according 
to  3) 

(1) 
Oda -- 3r6kT 
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As a consequence of such interaction there are some preferential mutual orientation 
disturbed by the thermic motion of the molecules. 

Ion-dipole interactions interact over longer distances. Their mean interaction 
energy 1lid decreases with r -4 3). 

eo2la 2 
CJid- 3r4k T (2) 

Ion-ion interactions are long-range interactions decreasing only with r -~ and their 
mean interaction energy Oii is given by 3) 

0i  i 1 zizje 2 
- ( 3 )  

g r 

Hydrogen bonds play a very important role in the formation of structures in liquids. 
Their interaction energy is relatively high (3-10 kcal/mole) and is strongly dependent 
on the direction between donor and acceptor 1,3-7). The maximum of hydrogen 
bond energy is attained if proton donor and acceptor are arranged linearly and the 
angle 13 between both is zero. Deviations from the linear arrangement up to 13 = 30 ° 
have only a negligible influence on the bonding energy 1,4-7) and in fact discrete 
values of t3 characteristic for ring shaped associates have been observed 1). Therefore, 
in order to enable dipole molecules to participate in hydrogen bonding, the maximum 
ofintermolecular interaction must occur in the O- -H ... O-direction and not in that of 
the dipole moment which lies in the direction of the H - - O - - H  angle bisector, ~ts in the 
case of water. 

The typical properties of water arise from the ability of the water molecule to 
participate in four hydrogen bonds due to its two protons and its two lone electron 
pairs (2s) 2 (2pz) 2 which act as proton acceptors. In the condensed state, the angle 
between the 2px and the 2py orbital of oxygen is enlarged by hydridisation to a mixture 
of s- and p-state to 109 °. Because both of the free electron pairs are situated in a plane 
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Fig. 1. Fraction of non-hydrogenbonded ("free") OH-groups in water, methanol and ethanol deter- 
mined by IR-spectroscopy. x r is the fraction of hole defects for water 7) 
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perpendicular to that of the H - - O - - H ,  each water molecule in the ice modifica- 
tion ice I is surrounded tetrahedrically by four others, so forming a hexagonal 
lattice similar to the SiO2-tridymite containing large holes. When the ice melts, it is 
only the long-range order which is lost, wheras a remarkable degree of short-range 
order is maintained over a wide temperature range. This was shown by X-ray 
analysis s,9), IR-, Raman-, NMR-spectroscopy 11-13), dielectric measurements 14), 
thermodynamical considerations 1,6,15) etc. reviewed by several authors. 

For this reason the number of "free", non-hydrogen bonded molecules is on the 
average of time at near room temperature rather small, not only in water but also 
in alcohols. This is shown in Fig. 1, in which the fraction of "free" OH-groups is 
plotted against temperature 7). There are many theories on the structure of liquid 
water 5, 6.16), but no one is able to offer an interpretation of all the properties of 
liquid water. One of the most advanced theories on liquid water is offered by Nemethy 
and Scheraga 17) and allows for the evaluation of many of its thermodynamic proper- 
ties. The authors assume "flickering clusters" with life-times of ~ 10-11 sec and a size 
of ~60 water molecules at 20 °C in equilibrium with "monomeric" water. Un- 
satisfactorily the number of broken hydrogen bonds in this model is too high in 
comparison with experimental results. According to a model developed recently 
by Luck v) and valid up to 180 °C, there are structures of"liquidified ice" and hydrogen 
bond defects which have the tendency to attain a packing as in apolar liquids by means 
of a cooperative mechanism. 

It should be mentioned that in the last few years super-cooled water has attracted 
the interest of many scientists because of  its exceeding properties and life at tem- 
peratures below 0 °C 18,19). Speedy recently published a model which allows for 
the interpretation of  the thermodynamic anomalies of  supercooled water zo) According 
to this model there are hydrogen bonded pentagonal rings of water molecules which 
have the quality of self-replication and association with cavities. 

Pentagonal rings and other cyclic structures have been suggested not only for liquid 
water 22a-c) but also for clathrate hydrates 21) 

2.3 Water Structure in Aqueous Solutions 

More complicated and less known than the structure of pure water is the structure 
of  aqueous solutions. In all cases, the structure of  water is changed, more or less, 
by dissolved substances. A quantitative measure for the influence of solutes on the 
structure of water was given in 1933 by Bernal and Fowler 23), introducing the terminus 
"structure temperature, Tff'. This is the temperature at which any property of pure 
water has the same value as the solution at 20 °C. If a solute increases Tst, the number 
of hydrogen bonded water molecules is decreased and therefore it is called a "water 
structure breaker". Vice versa, a Tst decreasing solute is called a "water structure 
maker". Concomitantly the mobility of water molecules becomes higher or lower, 
respectively. 

2.3.1 Hydrophilic Hydration 

Hydrophilic hydration signifies that a strong energetically favored direct interaction 
exists between dissolved polar or ionic particle and the surrounding water molecules 
by ion-dipole-, dipole-dipole-interactions and/or hydrogen bonds. 
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It is possible to indicate by thermodynamic considerations 24,25,27), by spectros- 
copic methods (IR 28), Raman 29), N M R  30,31)), by dielectric 3-2) and viscosimetric 
measurements 26), that the mobility of  water molecules in the hydration shell differs 
from the mobility in pure water, so justifying the classification o f  solutes in the 
water structure breaker and maker, as mentioned above. 

The order o f  cations and anions regarding these structure breaking and making 
properties is related to their position in the lyotropic or Hofmeister series, such as 

and 

A13+ > Mg ~+ > C a  2÷ > Sr z+ > Ba 2+ > Li ÷ > Na  + > K + 

N H ~  > Rb + > Cs + 

PO ] -  > SOaZ- > C O ] -  > F -  > C1- > Br-  > I -  > S C N -  > CIO~- 

On the left-hand side there are strong hydrated multivalent ions with a high charge 
density on the ion surface responsible for the strong ion-dipole interaction. On the 
right hand side one finds large monovalent ions with a lower charge density. This is 
shown in Table 1 for the cations 33) 

Table 1. Ionic radii and charge densities of alkali and 
alkali earth cations (Hilgenfeld, R., Saenger, W. a3)) 

Ion r [A] Charge/density x 10 z° 
[Coulomb/A z] 

Li ÷ 0,68 12,1 
Na ÷ 0,95 4,46 
K ÷ 1,33 1,62 
Rb ÷ 1,48 1,18 
Cs ÷ 1,69 0,79 
Be 2 + 0,35 178 
Mg 2 + 0,66 26,8 
Ca 2 ÷ 0,99 7,90 
Sr z÷ 1,12 5,46 
Ba 2+ 1,34 3,17 

It should be emphasized that the position of  some ions in the series mentioned 
above depends somewhat on the method used for its determination 5,34). Recently 
it was shown by Lang that in supercooled water and under low pressure all kinds of  
ions, e.g. Mg  z ÷ and Li ÷ act as water structure breaker 35,36) Besides ions, non-ionic 
but polar solutes also influence the mobility o f  H20  molecules by mutual interactions 
which change the water structure 24,31). Solutes containing proton acceptors or 
proton donators are especially able to form hydrogen bonds with water molecules 
and act as water structure makers or breakers 37-40). 

2.3.2 Hydrophobic and Lyophobic Solvation 

As shown by Frank and Evans 41), solutions of  apolar substances in water are charac- 
terized by a large entropy of  mixing, leading to a high positive free energy of  dissolving. 
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Table 2. Partial excess quantities for mixing pure solvent and pure solute to infinitely diluted solution 
according to Chan et al. 42) 

Quantity Hydrophobic Normal 

Ap~ (cal-mo1-1) >5000 ,~ +600 
AH~ (cal • mol -I) ~ _ 1000 ~ + 1000 
AS~ TIAS~I ~> IAHzl TIAS~I < tAHzl 
AC~ (cal. mol- l deg- 1) > 50 + 3 
AV~ ( c m  3 • tool- t) < 15 + 1 

This effect is explained by a structuring of the solvent surrounding the apolar solute. 
Table 2 shows a comparison of the thermodynamical excess quantities for mixing 
the pure solvent with the pure solute to an infinitely diluted solution for hydrophobic 
and non-hydrophobic solutes, according to Chan et al. 42) 

Besides the large partial excess free energy Ala ~ due to the highly negative excess 
entropy AS~, the large excess heat capacity ACpEz indicates that there is a remarkable 
energy necessary for "melting" the ordered solvent structure by raising the tem- 
perature. Therefore, a clustering of apotar solutes is favored by gaining entropy due 
to a decrease in the number of ordered water molecules. Theoretical treatment of  
the hydrophobic effects have been given by several authors 20,24,42-46) 

The question is raised as to whether lyophobic effects also occur in nonaqueous, 
high polar solvents, As a result of energy and interfacial energy measurements on 
mixtures of polar, aprotic solvents and n-decane, Greco 4~) comes to the conclusion 
that at a colloidal level hydrogen bonds are unnecessary for entropy losses as in the 
case of hydrophobic effect. Indeed there seems to be a higher degree of order in the 
solvation shell of polar molecules surrounding an apolar one because, for energetical 
reasons,' the self-interaction of these solvent molecules is favored compared with 
the polar-apolar interaction. For this reason the extent of the freedom of orientation 
in the solvation shell may be decreased according to a loss in entropy. 

3 Solvation of Amphiphilic Molecules and Ordered Structures 

3.1 Solvation and Ordered Structures in Reversed Micelles 

Molecules consisting of  polar and apotar moieties behave as amphiphiles: they are 
simultaneously hydro- and lipophilic or hydrophilic and hydrophobic. Due to this 
fact, such molecules are able to associate equally well in both aqueous and hydro- 
carbon solutions above a certain concentration - -  the critical micelle concentration 
(c.m.c.) ...... forming thermodynamic stable micelles in water or reversed micelles in 
hydrocarbons. Detailed reviews of these phenomena were published a few years 
ago in this series 48,49). 

Micelles and reversed miceiles are able to solubilize substances which are insoluble 
in the bulk phase of the system considered. This solubilization is due to a solvation 
by the amphiphile and concomitantly a change in the order of the solubilized molecules 
may occur as a consequence of its modified solvation shell, In this sense reversed 
micelles of  detergents in hydrophobic solvents with solubilized water in the core are 



Solvation and Ordered Structure in Colloidal Systems 

of special interest. A detailed molecular model of reversed micelles has been published 
by Kitahara and Kon-No 50( 

Inside the small water pool there are strong interactions of the water molecules 
with the ionic head groups of the surfactant and between the water molecules them- 
selves. Eicke and coworkers 51,52) have studied the role of water for the formation 
of reversed micelles experimentally and theoretically in detail. They have shown for 
AOT (bis-(2-ethyl-hexyl)-2-sulfonatosueeinate)/isooctane/water-systems, that hydro- 
gen bonding is very important for micellisation of  surfactants in hydrocarbons 51) 
From photon correlation spectroscopy measurements between --85 and +95 °C, 
an unexpected high thermal stability of AOT reversed micelles was found 52). This is 
probably due to the reinforced formation of extended networks by hydrogen-bonded 
water molecules in the water pool. 

Sen6 et al. 53-56) have studied the properties of water solubilized in the core of 
reversed micelles of various surfactants such as docecylammoniumpropionate (DAP), 
hexadecyltrimethylammoniumbromide (HTAB) and sodium bis-(2-ethylhexyl)-2- 
sulfonatosuccinate (AOT or SBSS) in different organic solvents (CHzClz, CHC13, 
C6H6, n-C6H14) by IR and NMR-spectroscopy. It was found that there are two kinds 
of water molecules within the water-pool: one of them (type A) interacts quite strongly 
with the ionic head groups of the surfactant, the other kind (type B) is less bound and 
interacts with the Type A water molecules of the primary hydration layer. According 
to Sen6 et al. 54,52) the properties of these solubilized water molecules are closely 
related to the enzyme-like behaviour of DAP/hexane/water systems. This becomes 
obvious by the hydrolysis of adenosine-5'-triphosphate (ATP) greatly enhanced by 
Mg 2+ in reversed micelles 23). FT-IR studies 26~ have shown that the maximum of 
the bands of water associated with Na-sulfonate and tetrabutylammoniumbromide 
(TBAB) are close to that of AOT and HTAB. This seems to indicate that the inter- 
actions of water with the ionic head groups in reversed micelles are very similar to 
those in the hydration shell of ions in aqueous solution. From difference-spectra ob- 
tained by subtracting'the spectra of  the NaBr solution from that of  the TBAB-solution 
it is possible to estimate the approximate frequencies of water associated with Na ÷ 
and TBA ions. A band at ,~ 3400 cm-1 is most likely caused by water molecules 
interacting with ammoniumgroups. Probably due to the structure-making effect 
of quaternary alkylammonium ions the O- -H stretching band of the solubilized 
water is shifted to lower frequencies. 

The strong interactions between the water molecules also become obvious from 
NMR measurements by Tsujii et al.. 57~ laC.NM R experiments were used for deter- 
mining the microviscosity of water in reversed micelles of dodecylammonium- 
propionate with 13C glycine cosolubilized. It was found that the apparent viscosity 
of the water-pool corresponds to the viscosity of a 78 ~ aqueous glycerol solution, ob- 
viously as a consequence of the extended network formation by strong hydrogen 
bonding. 

Similar conclusions were obtained from 1H and 31p NMR and also from IR 
studies of egg phospholecithin reversed micelles in benzene by Boicelli et al. 58-61) 
According to the results of these experiments the water structure within the reversed 
phospholecithin micelles alters considerably compared with water in bulk. This 
becomes evident from the shortening of the relaxation time T1 of the water protons 
split into two relaxation times T1A and T~B, indicating that there are at least two 
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populations, A and B, of water molecules 6o) This is in agreement with Sen6 et al. ~, 
55~. If amino acids or small peptides are cosolubilized, the relative amounts of A 
and B are changed. One can assume that due to the hydration of the solute the number 
of water molecules available for one polar head group will be decreased. As can be 
easily understood, the solute molecules prefer to interact with water molecules 
belonging to population B, rather than with those of population A firmly bound to 
the phospholipid polar head-groups. 

With increasing water content the reversed micelles change via "swollen micelles" 62) 
into a lamellar crystalline phase, because only a limited number of water molecules 
may be entrapped in a reversed micelle at a distinct surfactant concentration. Tama- 
mushi and Watanabe 62) have studied the formation of reversed micelles and the 
transition into liquid crystalline structures under thermodynamic and kinetic aspects 
for AOT/isooctane/water at 25 °C. According to the phase-diagram, liquid crystalline 
phases occur above 50--60% H20. The temperature dependence of these phase 
transitions have been studied by Kunieda and Shinoda 63}. 

Sodium octanoate (NaO) forms reversed micelles not only in hydrocarbons but 
also in 1-hexanol/water. The hydration of the ionogenic NaO headgroups plays an 
important role in this case too. For this reason Fujii et al. 64) studied the dynamic 
behaviour of these headgroups and the influence of hydration'water with ~3C and 
23Na NMR measurements. Below w0 = [H20]/[NaO] ~, 6 the 23Na line-width 

"7 
o 
E 

~'0' C3 
r~ 

tJ 

D 

t0 

x 

CD 

20 

30 

30. 

-~ 20. 
t 

O 

! 

0 10 20 30 
w0 

wo 
o] 5.56 

' b) 11.11 
.f: 

d ~'~//i~/ c) 22.22 
~v:,. d) 33.33 t\C!~: 
' 'J  '" e) t~t~.t~ 

\a /  

i i i i ' i  i ~ ~ i 

210 250 290 
Wovenlengfh into) 

Fig. 2. CD-spectra of (L-Lys- HBr), in reversed 
mieellar systems of AOT/octane/HzO at different 
Wo-Values 6~. T: 20 °C 



Solvation and Ordered Structure in Colloidal Systems 

increases very steeply due to a restricted mobility of  the Na ÷ in the water pool. 
Furthermore it was found that the OH-group of 1-hexanol is probably in contact 
with water molecules entered among the polar NaO headgroups and that the mobility 
of  methylen carbons 5 and 6 of  NaO is affected by these water molecules. 

As mentioned above, water structure in reversed micelles deviates considerably 
from the structure in the bulk-phase. Therefore, the hydration shell ofmacromolecules 
entrapped in reversed micellar systems should be changed and thus also their confor- 
mation. According to the results of several authors this is indeed the case. 

SenG et al. 6s) have used basic poly-a-aminoacids (BPAA) and copolymers of basic 
aminoacids with L-leucin as model substances cosolubilized in a reversed micellar 
system AOT/octane/water. As a result the basic homopolyaminoacids (Orn)., 
(Lys), and (Arg), form 113 conformation in reversed AOT micelles (Fig. 2) whereas 
in AOT solutions at low concentrations ~ 10 -4 to ~ 10 -3 tool/1 CD spectra similar 
to a superposition of II13 and a-helix are observed (Fig. 3). With increasing Wo value 
([H20]/[AOT] ratio), i.e. increasing water content of  the reversed micelles, the specific 
ellipticity [01218 decreases. This may be explained by a weakening of the interactions 
between the --SO~- and the basic side group of the BPAA reponsible for 13-structure 
formation by electrostatic shielding. A copolymer (L-Lys HBr °'5°, L-Leu°,S°)~ shows 
CD spectra similar to that of 0c-helix in 5 x 10 -5 - -  9,4 × 10 -4 m AOT solutions, 
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however, only a shallow minimum near 225 nm similar to a III3-structure 
increasing with Wo (Fig. 4) in reversed micelles. Especially L-leucine rich copolymer 
(L-Lys" HBr°'aT-L-Leu°'6a)n with a very stable a-helical conformation in water up 
to at least 90 °C and also in concentrated electrolyte solutions 66) shows a dramatic 
change ot the CD spectra as is shown in Fig. 5 and is most pronounced at low Wo- 
values (5,56). It seems that in this case all water molecules present are located within 
the ionic groups whereas the apolar isobutyl side-chains of the L-leucyt residues are 
not exposed to water but to the apolar medium. As a consequence, hydrophobic 
interactions stabilizing the a-helix in aqueous phases would be lacking and a confor- 
mation change would take place. As one can see from Fig. 6, this copolymer attains 
an a-helical conformati9n at low AOT-concentrations in aqueous solution. 

The conformation of bovine myelin basic protein (MBP) in AOT/isooctane/water 
reversed micellar systems was studied by Waks et  al. 67) This MBP is an extrinsic 
water soluble protein which attains an extended conformation in aqueous solution 6s~ 
but is more densily packed at the membrane surface. The solubilization of MBP in 
the AOT reversed micelles depends on the water/AOT-ratio Wo 68). The maximum of 
solubilization was observed at a Wo-value as low as 5.56. The same value was 
obtained for another major protein component of myelin, the Fotch-Pi proteolipid 69). 
According to fluorescence emission spectra of  MBP, accessibility of the single trypto- 
phane residue seems to be decreased in AOT reversed micelles. From CD-spectra one 
can conclude that there is a higher conformational rigidity in reversed micelles and a 
more ordered aqueous environment. 

10 
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The behaviour of enzymes in reversed micelles was recently studied by the Luisi 
group and clear solutions of enzymes in AOT/hydrocarbon-systems with a water 
content of only 1% were obtained. The enzymes studied are ribonuctease, ~t-chymo- 
trypsin, trypsin, horse liver aldehyde dehydrogenase, lipoxygenase,, peroxidase, 
lysozyme, alkaline phosphatase 70, via-~1. Steinmann et al. reported on the behaviour 
of lysozyme in these systems by means of various spectroscopic methods, by activity 
measurements and by sedimentation behaviour in an analytical ultracentrifuge 72) 
Denaturation of lysozyme was observed in the reversed micelles as became obvious 
from the CD and fluorescence spectra. By the addition of saccharide to the native 
enzyme a stabilization against denaturation in the reversed micetles is observed. 
The lower the water content and the larger the saccharkle, the higher the stabilization 
effect will be. According to the results of activity measurements with a distinct sub- 
strate, the activity of the enzyme at a low water content is higher than in bulk water. 

3.2 Formation of Liposomes and Solvation 

Phospholipids e.g. form spontaneously multilamellar concentric bilayer vesicles 73~ 
if they are suspended e.g. by a mixer in an excess of aqueous solution. In the multi- 
lamellar vesicles lipid bilayers are separated by layers of the aqueous medium 74.-78) 
which are involved in stabilizing the liposomes. By sonification they are dispersed 
to unilamellar liposomes with an outer diameter of 250-300 ,~ and an internal one 
of 150-200 A. Therefore the aqueous phase within the liposome is separated by a 
bimolecular lipid layer with a thickness of 50 .~. Liposomes are used as models for 
biological membranes and as drug carriers. 

The stability of these vesicles is changed by the addition of salts depending on 
their position in the lyotropic series. This was recently investigated by Nakagaki 
et al. 77~. In the case of positively charged liposomes the destabilization effect decreased 
in the order SCN- > I -  > Br- > C | - ,  whereas for negatively charged, liposomes 
Li + > Na + > K ÷ > Cs + was found. If the net charge is zero, the destabilizing 
effect of anions is interestingly inversed according to C1- > Br- > SCN- > I - ,  
indicating the strength of dehydration from hydrophilic colloid. In the case of 
D,L-~-Dipalmitoylphosphatidylcholine (DPPC) at pH 6 the stability of the liposomes 

is lowered in the order 

C1- > Br- ,,~ NO~- > SO~- > I -  > SCN- . 

It is surprising that in contrast to the usual order sulfate is situated between Br-/NO,- 

and I - .  
Cationic quaternary ammonium compounds such as distearyldimethylammonium- 

chloride (DSDMAC) used as a softener and as an antistatic, form hydrated particles 
in a dispersed phase having a similar structure to that of the multilayered liposomes 
or vesicles of phospholipids 77,79). This liposome-like structure could be made 
visible by electron microscopy using the freeze-fracture replica technique as shown 
by Okumura et al. 79). The concentric circles observed should be bimolecular lamellar 
layers with the sandwiched parts being th e entrapped water. In addition, the longest 
spacings of the small angle X-ray diffraction pattern can be attributed to the inter- 
lamellar distances. These liposome structures are formed by the hydrated detergent 
not only in the gel state but also at relatively low concentrations. 
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A new class of compounds able to form lamellar structures consisting of bilayers 
separated by water-layers are dialkylammonium-salts of 2-[((trifluormethyl)-phenyl)- 
amino]-benzoic acid (Flufenamic acid) as was found by Eckert and Fischer 80) 

COOH .CF3 

Flufenamic acid 

Flufenamic acid 

The ability of flufenamic acid --  especially of the diethylammonium salt (DEAF) --  
to form lyotropic mesophases is mainly due to the presence of the trifluoromethyl- 
group and to the organic cation. Cations favoring the formation o f  mesophases form 
ion pairs with the flufenamic-anion decreasing the solubility in water. As a result 
of 19F-NMR studies the authors suggest an interaction of  the CF3-groups with an 
interlamellar water layer responsible for the stabilization of the lamella 8o,al). At 
high DEAF concentrations (>  54 ~)  reversed micelles are formed s0). 

4 Stabilization of Ordered Structures of Biopolymers 
by Solvation Effects 

4.1 Conformation and Solvation of Polypeptides 

The biological function of biopolymers such as polypeptides, proteins, nucleic acids 
etc. depends strongly on their ordered structure which is determined by the pattern 
of inter- and intramolecular interactions given by the primary structure. 

The factors accounting for the stabilization of protein conformation are shown in 

intermoleculor interactions 

stabilizing polypeptide 

and protein conformation 

hydrogen bonds j intrachain : e.g. a-hel ix,  cross-13 

of the back-bone ~ inferchain/[3-structure 
collagen helix 

(by water bridges) 

hydrogen bonds 

- hydrogen bonds 

between side-chains 

between side-chains and water 

- ionic interactions : e.g. -CO0 H3N- 

- dispersion forces 

- hydrophobic interactions (entropic favored) 

Fig. 7. Scheme of the intermolecular forces stabilizing ordered structures in polypeptides and proteins s2~ 
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Fig. 7. Besides direct interactions between functional groups of the biopolymer 
molecule itself there are also various kinds of interactions with water molecules. 
These hydrophilic and hydrophobic interactions are essential for stabilizing the 
native conformation of biopolymers. In the last few years some progress was made 
in elucidating the hydration of these molecules. 

Furthermore it can be shown that besides the direct influence of hydrophilic and 
hydrophobic hydration on the conformation, the interaction of charged groups 
with ions is also strongly influenced by the hydration of the groups involved. Such 
studies were made largely by using relatively simple poly-~-aminoacids with ionogenic 
side chains as model substances. 

The interaction of ions with ionic side groups of aminoacids depends on various 
parameters, e.g. on the hydration of these charged particles which was studied 
using several kinds of acidic and basic poly-~-aminoacids (BPAA). The latter are 
especially useful for studies regarding the influence of ion hydration on the cation- 
anion interaction and the conformation of  BPAA. This is because there are various 
cationic groups such as ammonium, guanidinium, trialkylammonium etc. different 
in size, basicity and ability to form hydrogen bonds with solvents and solutes etc. 
Poly-~-aminoacids with charged side chains exist in a more or less extended conforma- 
tion due to the electrostatic repulsion of the ionic groups s3. ~). The role of hydration 
in this case was discussed by Barteri and Pispisa 85t. 

Several years ago Makino et al. 861 studied the influence of anions on the conforma- 
tion of poly-[L-methionine-S-methylsulfonium] salts in solution. They found that 
especially perchlorate will induce o~-helix formation whereas C1- and Br- do not. 
Since then several authors 87-92) have found a similar a-helix inducing effect in the 
case of poly-L-iysine (Lys), and other BPAA at low pH-values where the polymer 
molecules usually attain an extended conformation due to the electrostatic repulsion 
of the ammonium groups. Therefore, the a-helix inducing effect is obviously an 

Fig. 8. Space filling model of a poty-L-lysine ~-helix 
with CtO~ anions inserted between the NH~-side 
groups forming a left-handed superhelix 91~ 
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electrostatic shielding phenomenon cancelling the electrostatic repulsion of the cationic 
side groups due to a specific interaction with the perchlorate anions. It was suggested 
that by an insertion of the CIO~ anions a left-handed superhelix around the right- 
handed a-helix is formed, as shown in Fig. 8 91,93) Such a specific interaction occurs 
when the ions involved have a water structure breaking character. This assumption 
gained further credibility through the studies of  Sugai and coworkers on the anion- 
induced conformational transitions of  poly[L-homo-arginine] 92~ (Har)n. According to 
Murai et al. 92~ perchlorate and thiocyanate which are strong water structure breakers 
are bound more easily by the guanidinium side-groups of (Har), compared with 
(Lys), because this side-group is a stronger water structure breaker than the NH~'- 
group. This was confirmed by Miyazaki et al. 94) who also studied this effect in the case 
of poly-[L-arginine] (Arg). and poly-[L~-amino-T-guanidinobutyric acid] (Agb), at 
neutral pH caused by I - ,  CIO~- and SCN-.  

The authors determined the enthalpy of transferring the BPAA from water into 
the aqueous NaCI04 solution (AHz) calorimetrically as a function of the electrolyte 
concentration. The curves obtained by plotting AHz against NaCl04 concentration 
obviously reflect the conformation change. Because the dilution enthalpy was experi- 
mentally compensated, the AHz values contain the transition enthalpy change AHo 
from the charged extended conformation to the uncharged helix as well as the enthalpy 
of binding the anion to the BPAA-side chain AI-I~: 

AH~ = fe AHo + y AH~ (4) 

(fx is the helix fraction and ? the degree of association of the anion with the BPAA). 
For the apparent binding constant Kapp, it yields 95), 

7 - Ko b exp 2w(1 --  7) (5) Kapp - -  ( I  - -  "/) Csf+ 

when K~ is the intrinsic binding constant, Cs the salt concentration added, f_+ the 
average activity coefficient of the salt and w is the electrostatic interaction parameter 
for coil or helical conformation. Conio et al. 95) assumed proportionality of w to 
In Cs. Miyazaki et al. 94) used separate values of w for coil (we) and helix (Wh), an 
improvement, when taking into consideration that the ion-ion-interaction is different 
in the coil- and helical state. In the case of  low salt concentrations and fH = 0 the 
relation 

1 1 1 
AH--~ = K~ AH~ exp (2we) Cff± AH~ (6) 

was obtained as an approximation from equation (4) and (5). 
From plotting 1/AHt against l/[exp (2we)Csf±] for (Har) n and (Agb), in con- 

centration ranges of NaC104 from 0,001--0,005 and 0,01--0,04 mol/1 respectively, 
AH~ = --850 +_ 150 cal/mol and Ko b = 1,2 __+ 0,2 M -1 were obtained. For the 
binding of SCN- to (Har)n Ko b is also foun~l as 1,2 M - l ,  however with a higher 
degree of uncertainty. These values of K0 b are four times as large as those obtained 
for the binding of SCN- with (Orn), and (Lys), (Ko b = 0,23 • M -1) 9t). This clearly 
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indicates that, as mentioned above, the guanidinium groups bind the two anions 
ClOg and SCN- in a much stronger way than the ammonium group. It was concluded 
that this stronger binding of the anions is due to the higher water structure-breaking 
effect of the guanidinium group, studied by Miyajima et al. 96,97) and Ebert 98). 
This assumption also gains some evidence from the fact that the strong water structure 
making SO~4- does not usually induce g-helix formation 9t. 93,99-101) of  BPAA. These 
findings are of  some interest because ClOg and SCN- denaturate natural occuring 
proteins by "salting-in" accompanied by a helix-coil transition, whereas sulfate and 
other water structure makers increase the denaturation temperature lo2, lO3} ("salting- 
out" effect) as a consequences of stabilizing the native conformation of proteins. 

Paudjojo was able to show by ultracentrifuge measurements that there is a strong 
specific interaction between (Lys)n and ClOg, however no measurable one between 
(Lys). and SO 2- 99--101). According to her results, the sedimentation coefficient 
shows a concentration and temperature dependence similar to the example shown 
in Fig. 9. The results of the ultracentrifuge measurements obtained by Friehmelt 1~. 
lO5) for (Arg). and (Har). in CIOg, SCN-,  H2POg and C1- containing solutions 
have given further evidence toward proving that the topology of the arrangement 
of anions along the polycation is important for a-helix-inducing effect. No a-helix- 
inducing effect of SO~- could be detected for (Arg)n in contrast to Ichimura et 
al. lo2). Methylsulfate induces at very high concentrations (>3.5 tool/l) an a-helix 
formation 93,107,108). However, in this concentration range the primary hydration 
shell of CH3SOg is incomplete, obviously favoring the interaction with the (Lys). 
side chains. It is interesting to note that this effect could not be observed for Poly- 
[N,e-trimethyl-I.-lysine] lO7,1o8) which on the other hand interacts strongly with 
SCN- and ClOg as was found by Y. H. Kim lO7,108). In Fig. 10 the bo parameters of  

2 
0 15 20 35 4b 

T (*C) ,- 

Fig. 9. Sedimentation coefficient of 
(Lys)n in different electrolyte solutions 
as a function of temperature a) 1,5 m 
LiC104 solution 1oo, lol); b) 1,0 m 
LiCIO4 solution; c) 0,5 m LiCIO4 
solution; d) 0,2 m LiCIO4 solution; 
e) 0,1 m LiC104 solution; f) 0,| and 
1,5 m Li~SO4 solution 
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Fig. 10. bo-valucs of poly-[N,~-trimethyl-L-lysine] in various electrolyte solutions as a function of 
concentra t ion  toT. tos) 

~" x . . . . . . . . .  • . . . .  _e - .~ .~_  (Lys)n-NaClO~ 
._~ 0 " ~  -~. 

I Me3Lys)~Nc£1C~I ', 

-20 '~ 

- -30 .  

log [ NoCIOt ] 

Fig. 11, Specific etlipticity [0]z2t of(Lys), and (Me3Lys)n as a function ofNaC104-concentration 1o7,1oa~ 

the Moffit-Yang equation in CI - ,  Br- ,  I - ,  SCN--solutions are plotted against ion 
concentration, bo is assumed to be --630 for 100% g-helix content. Fig. 11 shows a 
comparison of  [01221 for (Lys)n and (MeaLys)n in NaCIO4 solution. In spite of  the 
fact that the quaternary ammonium group behaves as a water structure maker due 
to its hydrophobic substituents, an s-helix-inducing effect by a strong specific inter- 
action is observed. This se~ms to be a contradiction to the observation of Sugais 
group 92,94) However, one has to consider that in contrast to the hydrophilic hydrated 
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Fig. 12. Schematic representation of the a-helix-inducing effect of specific bound anions like C10,~ 
or SCN- in the ease of N-~trialkylated BPAA: the extended helical conformation contracts by the 
insertion of the anions. The water molecules of the hydration shells are omitted Io9~ 

structure makers such as SO42- the hydrophobic hydration of  the quaternary ammo- 
nium group supports the entrapping of the anions as was recently pointed out  and 
shown schematically in Fig. 12 1o9). The electrostatic shielding effect o f  the inserted 
naked anions and the hydrophobic interactions of  the methyl groups outside are clearly 
moving in the same direction. These considerations are supported by the results of  
Zembala and Czarniecki 11°) obtained on films of dodecyltriethyl-ammonium 
(DTEA)-films at mercury surfaces. Investigating the influence of anions on the stability 
of absorbed layers of DTEA, these authors found that C10£ increases the life-time 
of the films remarkably compared with C1- and they similarly proposed an insertion 
of the C104- between the - - N  + = as was suggested for the BPAA. 

Nakagaki ~H~ has given a theoretical treatment of  the electrostatic interactions 
by using the Gouy-Chapman equation for the relation between the surface charge 
density o c and surface potential ~. The experimental data for (Lys)n agrees very welt 
with the theoretical curve obtained. 

Kuroyanagi has studied the influence of apolar L-leucine residues on the confor- 
mation of random and alternating copolymers with basic amino acids for eluciditation 
of ionic and solvation effects H2-HS). In the case of random copolymers with high 
L-teucine content e.g. (L-Lys °'37, L-Leu°'63)-a-helix formation occurs in pure aqueous 
solution at pH 7 probably due to the strong hydrophobic solvation of the leucyl 
side-groups. At lower Leu contents such as (L-Lys °'s, L-Leu°'S)n at pH 7 CD-spectra 
characteristics for extended conformation are observed. However, at much lower 
C10~--concentrations ( > 3 - 1 0  -a tool/l) than in the case of  (Lys). (2 .10  -1 tool/l) 
et-helix formation occurs. In contrast to (Lys). sulfat anions act as et-helix inducing 
anions at rather low concentration > 5 - 10-3 mol/! 112,11 a). These results give further 
evidence for the 0~-helix inducing effect of SO 2- by enhancing hydrophobic inter- 
actions of the apolar Leu side-groups. 
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Fig. 13. CD-spectra of random 
and alternating (L-Leu, L-Lys). 112, 
H~ a) in water; b) in trifluoro- 
ethanol 

Alternating copo!ymers of L-leucine and basic amino adds, in contrast to random 
copolymers of the same molar ratio, attain a 13-conformation in perchlorate solutions. 
Also at pH > 8,5 in the absence of other conformation influencing anion, an 13- 
structure formation is observed 112,114-118,120) (Fig. 13b). It may be of great 
importance for the conformation of native proteins and polypeptides that the 13- 
conformation of these alternating copolymers is also induced by sulfate concentrations 
as low as 2 .  l0 -3 mol/l. The question: "why is the conformation dependent on the 
sequence of two aminoacids" can be easily answered by considering the fact that in an 
all-trans conformation of the polypeptide-chain all apolar side-groups are arranged 
on one side of the molecule and all ionogenic groups on the other. Therefore, by aggre- 
gation of two neighboured molecules the maximum number of hydrophobic inter- 
actions can be formed, whereas all hydrophilic groups are exposed to the aqueous 
medium. In this way the minimum of free energy of the conformation will be realised. 
If these alternating copolymers are dissolved in 2,2,2-trifluoroethanol, however, 
they adopt an s-helical conformation (Fig. 13a). In water-alcohol mixtures with 
increasing alcohol content depending on pH, a coil-~-helix or a 13-structure-~-helix 
transition was reported 112,119~ (Fig. 14). Because s-helix formation also occurs at 
pH 7,0 of the starting solution, i.e. when the basic side groups are fully protonated, 
these results seem to indicate that the s-helix formation at a higher alcohol content 
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Fig• 14. CD-spectra of alternating (L-Leu-L-Lys), in water-methanol mixtures at different pH of the 
starting solution 112,119) 

is due to a change in the hydrophilic hydration of the ionic groups. Concomitantly 
their dissociation may be lowered so far that the electrostatic repulsion of these 
groups is cancelled. In this way, by modifying the salvation of the polycation a confor- 
mation change is obtained. 

According to Epand and Scheraga the homopolymeric (Lys). shows a-helix forma- 
tion at > 9 0 ~  methanol content 1~0), whereas the (L-Leu °'48, L-Lys°'52)-copolymer 
becomes 50 % or-helical at 30 % methanol and completely m-helical at 50 % methanol 
content (Fig. 15). Similar results were obtained for [L-Leu, L-Lys] copolymers with 
low leucine content by Arfmann et al. 121>. This may be interpreted by an enrichment 
of the alcohol in the salvation shell of the polymer molecule due to the interaction 
with the apolar leucyl side groups, increasing the influence of the alcohol on salvation 
and dissociation of the ionogenic group as mentioned above. This assumption is 
supported by the increasing m-helix inducing effect with the chain length of the 
alcohol 112,119) or - -  when also considering fluorinated alcohols --  with the hydro- 
phobicity of the apolar part: 

CH3OH < C2HsOH < i-C3HTOH < 2,2,2-trifluoroethanol 

For an m-helical fraction fn = 0, 5• 3 0 ~  methanol, 20~o ethanol, 15~  i-propanol 
or 10 ~ trifluoroethanol are necessary. Trifluoroethanol like perfluorinated alcohols, 
e.g. hexafluoroisopropanol is characterised on the hand by a strong acidic proton 
at the OG-group due to the --1-effect of the fluor atoms. On the other hand fluoro- 
carbons are more hydrophobic than the hydrocarbons which is mainly due to the 
larger surface of the F compared with H. For this reason the critical micelle concen- 
tration of  perfluorinated detergents is much lower than that of the corresponding 
hydrocarbon compounds. It was found that C4FT-derivatives act as detergents 
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Fig. 15. CD-spectra of random (L-Leu °'48, 
L-Lys°'52)n in water-methanol mixtures as 
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20 °C and pH 7,0. The insert shows --[0]zos 
and --[0]220 dependent on the methanol con- 
tent 112,113) 

whereas in the hydrocarbon-series a chain length of Cs is required for behaving in 
this manner: An interaction of the OH-group with the carbonamide groups of the 
polymer molecule by hydrogen-bonds may hardly be responsible for the a-helix 
inducing effect of the fluorinated alcohol because such a solvation usually prevents 
the formation of ordered structures. Probably an interaction of the fluoratoms with 
the apolar groups lowering the water content of the solvation shell may cause the 
m-helix formation. 

In this sense it should be mentioned that (Ala). is dissolved by hexafluorisopropanol 
(HFIP) without conformation change and that stretched fibers of (Leu)n shrink 
in HFIP (20 °C) at about 60 ~ only by disorientation of (Leu), molecules, because 
no conformation change occurs according to X-ray measurements 122. lz3) An inter- 
action of the OH-group of the alcohol v)ith the back-bone-CO-NH-groups is not 
very likely because, in this case, conformation changes should be observed. 

As was reported by Ebina et al. 139) TFE has a greater effect on the hydrophobic 
interactions of proteins than isopropanol, which is described below. Timasheff et al. 
have investigated the relation between solvation and conformation of some bio- 
polymers, especially in alcohols, by means of their preferential binding to 
proteins 12s-13o). Very interesting studies on the solvation of poly-[L-lysine hydro- 
bromide] (Lys.HBr),  and poly-[sodium-L-glutamate] (Glu. Na), by high polar 
organic solvents like dimethylsulfoxide (DMSO), N-methylformamide (NMF), 
N,N-dimethylformamide (DMF), 1-methyt-2-pyrrolidone (NMP) 1,2-ethanediol 
(EG), 1- and 2-propanole (1-, 2-PrOH), t-butanole (t-BuOH) have been made by 
Iijima and coworkers 125-127) 
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Komiyama et al. 1251 reported on measurements regarding the preferential binding 
of these compounds to (Lys • HBr)n from polar solvent mixtures using the relation 129) 

(M2/M3) 
(Om31Om2)°1''2 - 1 -- c3r¢3 {(On/OC2)ul"3 - (~nl~C2)m3}/(~n'f'dC3)'~2 (7) 

The subscripts 1,2,3 refer to the main solvent, the polymer, and the solvent added, 
respectively. The meanings of the other symbols are; n: refractive index; m: molarity 
of respective component in solvent 1 ; C: the concentration in g cm -3 of the solution; 
v¢: the partial specific volume; g: the chemical potential; M: molecular weight (for 
the polymer: per residue). The surscript ° indicates infinite dilution of the polymer. 

As Fig. 16 shows, the preferential binding of DMSO, D M F  and NMF from aqueous 
solution to (Lys • HBr), at low contents of the organic solvent x increases with its 
concentration. However, at approximately x3 = 0,2 a maximum is reached and then 
preferential hydration between x3 = 0,3 and 0,5 occurs. No preferential b ind ing  
was observed for NMP, EG or 2 PrOH, however increasing hydration occured 
with x3. Only in 2 PrOH at x3 > 0,3 a-helix formation occured. Furthermore binding 
parameters for the systems NMP + DMSO, EG + DMSO and DMF + DMSO 
have been determined. An initial preferential binding of DMSO by (Lys • HBr)n, a 
maximum and a subsequently inversion of the binding parameter was also observed 
in these mixtures. The order of  relative affinity is DMSO > DMF > EG > NMP. 
In DMF/DMSO-mixtures (Lys.  HBr)n attains an m-helical conformation above 
20 vol.- ~ D M F  and in 2-PrOH/water above 70 vol.- ~ 2 Pr-OH. 

In order to determine the solvation numbers and the exchange constants it is 
assumed that one (Lys.  HBr)n residue consists of two parts, namely, the ionic group 
(numbered 2) and the less polar remainder of the molecule (numbered 1). Plotting 
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Fig. 16. Preferential binding of organic 
solvent to (Lys ' HBr). dependent on solvent 
composition 125~, (O) in HzO + DMSO; 
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the preferential binding parameter against x3/x 1 for water + 2-PrOH systems a linear 
curve is obtained in the concentration range where no 0t-helix formation is observed. 
This indicates that the exchange constants between the solvation shell and the bulk 
is zero and that from the slope the total solvation number can be calculated 126) 
In this case a hydration number 27 was obtained as the sum of  12 for the less polar 
part I and 15 for the ionic moiety of  one residue. It should be mentioned that according 
to NMR-studies of  Kuntz 131) the hydration number of  L-lysine in the protonated 
as well as in the deprotonated state amounts to four and seven for (Glu), in the 
dissociated, but only two in the tmdissociated one. However, these results may 
not be unambigous for primarily technical reasons 132). Furthermore it may 
be that by these measurements the second loosely bound hydration shell can not 
be detected. Ifft and coworkers ~34) have found 6,5 for (GluCs). and 16,5 for 
(Lys • HBr), in aqueous CsC1 solutions from buoyant density measurements. From 
water sorption hydration numbers of  3 and 4 were calculated 132). 

The formation of s-helix is clearly accompanied by a decreasing affinity of  the 
polymer molecule to the solvent and the release of some solvent molecules from the 
less polar part of the Lys-residue as became evident for the DMF + DMSO system. 
Mori et al. reported 127) that the hydration number 27 was also found in aqueous 
t-BuOH. Above x 3 = 0,3 an increase of the binding parameter was observed together 
with s-helix formation. This may be attributed to the decreasing dielectric constant e 
of the solvent with increasing alcohol concentration favoring a stronger cation-anion 
interaction below e ~ 40, Indeed, the preferential hydration of the two polymers 
studied decreased at a higher alcohol content. This tendency is most pronounced for 
(Glu • Na),  in 2 PrOH/water compared with the other alcohols (Fig. 17) and for 
(Lys • HBr), in t-BuOH compared with 2-PrOH-water mixtures. As it is shown in 
Fig. 18 and 19 the s-helix formation starts at considerably higher xa-values than at 
values where dehydration occurs. From conductivity measurements the authors came 
to the conclusion that for maximum helix content the hydration number is 3 instead 
of 20 in the case of (Glu • Na),  and that helix formation starts at a hydration number 
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Fig. 17. Preferential binding of organic solvents to (Glu. Na). depending on solvent composition in 
mixtures of water with 1-PrOH (<~>), 2-PrOH (A), t-BuOH(C)), EG (Q), DMSO (V) 126) 
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Fig. 18. Hydration number and 
a-helix content of (Glu • Na)n as 
a function of solvent composition 
in mixtures of water with I-PrOH 
(~), 2-PrOH (ZX) and t-BuOH 
(0)  ~ 

eight. From the model used it follows that in the random state 12 water molecules 
are bound to the ionic part and 8 to the less polar part of one residue from which 
5 H20 are released during helix formation. For (Lys • HBr). it was found that a-helix 
formation is accompanied by the loss of  20 water molecules: 15 of them are released 
from the ionic group by counter-ion binding and 5 from the less polar part. Compared 
with (Glu • Na),  the a-helix formation of (Lys - HBr). starts in a given alcohol-water- 
system at a higher charge density than the former. This result seems quite reasonable 
considering the fact that there are stronger hydrophobic interactions between the 
four CH2-groups in the lysine side chain than in the case of (Glu). with two side chain 

CH2-groups. 
These results again confirm that a shielding of the electrostatic repulsing charged 

side-groups is responsible for the or-helix-formation, as postulated by several authors, 
and that the dehydration is necessary for a binding strong enough for this effect. 
The hydration of the charged groups is of course a consequence of the electrostatic 
ion-dipole interactions with water or alcohol molecules and decreases the electrostatic 
repulsion between neighboured charged groups proportional to 1/e (e is the microscopic 
dielectric constant in the solvation shell). There are probably changes in the hydration 
shell of the polar side-group accompanying the ct-helix ---, coil transition, but ~hey 
are scarcely responsible for this phenomenen, like it was postulated si). On the other 
hand, the desolvation of the ionic side groups may be a prerequisite for the binding 
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Fig. 19. Hydration number and a-helix 
content of (L-Lys ' HBr), as a function 
of solvent composition in mixtures of 
water with 2-PrOH (A) and t-BuOH 
(O) ,2+~ 

of counter ions close enough for an electrostatic shielding allowing a-helix formation. 
It is known that the native conformation of  proteins is affected more or less by 

water miscible cosolvents. The effect of  alcohols in particular was studied by several 
authors. At a very early stage Zahn ~36~ pointed out that hydrophobic interactions 
in keratin fibers are lowered by alcohols. As a consequence, the ordered colloid 
structure of  the fibers breaks down at lower temperatures than in pure water. There- 
after Scheraga and coworkers 137> have shown that the denaturation temperature Tm 
of ribonuclease decreases remarkably with alkylchain length of the alcohol. This 
is obviously due to the increasing hydrophobicity .of the alcohols responsible for a 
lowering of the hydrophobic interactions stabilizing the native conformation of the 
protein. The decrease ofT= could be determined by means of the theory of hydrophobic 
interactions calculating a binding constant for the alcohol from the free enthalpy 
AFH+. Because the denaturation in alcoholic solutions is caused by an exposition of 
the hydrophobic side groups - -  due to an almost unfolding - -  to the medium, the 
beginning of denaturation can be described in terms of changes in activity coefficients 
of  the hydrophobic side groups, and the peptide unit. For this reason Ebina et al. ta8~ 
used ethyl esters of N-acetyl-amino acids with hydrophobic side groups (L-Pe, L-Tyr 
and L-Trp) as model substances for determining the activity coefficients in water 
and in mixtures of water with 2-halogenoethanols, 1-propanol and ethanol. I f  the 
activity coefficients obtained are plotted semilogarithmically against the alcohol 
concentration a similar behaviour was observed for all derivatives and alcohols 
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studied. For determining an interaction which influences the activity coefficients, 
Setchenow constants and molar free energies of transfer from water to the alcoholic 
solutions were determined at low alcohol concentrations. A negative sign for all 
systems was investigated and according to their absolute values the following order 
was found: 

--H2Br (bromoethanol) > --H2CH 3 (propanol) > H2CI (chloroethanol) 
> F3 (tri-fluoroethan01) > --H2F (fluoroethanol) > --H3 (ethanol) 

The authors concluded that the alcohols interact with any of the derivatives primarily 
via hydrophobic interactions, according to this order, and it was accepted as an 
order of ability to penetrate hydrophobic clusters in the protein interior. At higher 
alcohol concentrations however, some complications occur. The same authors 
studied the effect of 2-halogen-ethanols and l-propanol as denaturants of proteins 
in the case of the unfolding reactions of chymotrypsinogen ~39). They used u.v. 
difference spectra of chymotrypsinogen, the viscosity of chymotrypsinogen solutions 
and the charge-transfer spectrum derived from nitro-acetophenyl-chymotrypsin for 
studying the distortion of the hydrophobic pocket-structure, which was found to be 
structurally changed. Also in this case there exists a similar order of effectiveness to 
that found for the model substances 139) mentioned above: 

--H2Br > H2C1 > - -F  3 > --H2CH3 > --HzF > --Ha 

However, as one can see, there is an inversed order of propanol and trifluoroethanol. 

4.2 Solvation and Conformation of Proteins 

The role of solvation in regard to conformation and properties of proteins was studied 
by Cordone et al. ~4o-144.146) by changing the structure of the solvent due to the 
addition of organic cosolvents especially in the case of hemoglobin. This protein was 
chosen because it changes its conformation concomitantly with the uptake or release 
of oxygen. After binding oxygen, the so-called R conformation has a larger hydro- 
phobic surface exposed to the solvent than the deoxygenated T conformation stabilized 
mainly by electrostatic interactions at the protein surface. Therefore it is possible 
to investigate the influence of the dielectric constant of the medium on the conforma- 
tion and functional properties of the protein in different states. On the other hand, 
it allows to study the relation between the hydrophobicity of the solvent and the protein 
conformation. 

The results obtained by measuring the affinity to oxygen in the presence of various 
monohydric alcohols (methanol, ethanol, 2-propanol, 1-propanol) 1,0-t,~) were 
interpreted in terms of the Monod-Wyman-Changeux model ~,s), by which the change 
of the standard free-energy difference between R and T state in the absence of oxygen, 
due to the addition of alcohol, can be determined, i.e. 

AAG°(C) = AG°(C) --  AG°(O) (8) 
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C is the alcohol concentration. The AAG°(C) plots against the inverse dielectric 
constant of  the solvent showed that at low alcohol concentration all points measured 
are on a single straight line for all the alcohols used. At higher alcohol concentrations, 
however, the AAG ° values are situated on different curves ~4s~. One can conclude 
that 

1) at low alcohol concentrations contribution to AAG°(C) linearly depending on 
the inverse dielectric constant of the solvent (bulk electrostatic contributions) are 
predominant: 

1 
AAG°(C) = A - -  (9) 

e(C) 

(A is a parameter accounting for the effective number and positions of  surface charge 
changed by the T ~ R transition.) 

2) With increasing alcohol concentration non-bulk electrostatic contributions 
become relevant. Because these non-bulk electrostatic contributions depend on the 
concentration of the cosolvent as well on the size of the alkyl-group, one can conclude 
that there is a relation to the smaller free energy necessary for exposing hydrophobic 
surfaces to the medium. It yields: 

AAG°es(C) = AAG°(C) - -  AAG~s(C) (t0) 

A thermodynamic analysis regarding the relation between enthalpy and entropy 
values on the one hand and non-bulk electrostatic contributions on the other leads 
to the same result 144> 

Investigations on the oxygen affinity of hemoglobin after the addition of some 
amides increasing the dielectric constant of the medium, have given further evidence 
for the importance of electrostatic and non-bulk electrostatic interactions for the 
T ~ R transition of hemoglobin 1~). As might be expected, the bulk electrostatic 
contributions had an inversed sign in comparison to the alcoholic solutions, whereas 
the non-bulk electrostatic ones kept not only the same sign but also the same depend- 
ence on cosolvent concentration and size of  the apolar parts of  cosolvent molecules. 
It was found 147> that the oxygen dissociation constants KR and K T for the R and T 
state respectively, are not changed by the alcohols. 

In an analogous way the influence of alcohol on the kinetics of  thermal denaturation 
of met-hemoglobin was studied successfully 144~ 

Further, for studying the role of pH and salt concentrations on bulk-electrostatic 
and non-bulk electrostatic contributions the same approach was made to experiments 
on the influence of the alcohols mentioned above on the oxygen affinity at various 
KC1 concentrations and pH-values la.,146). The results obtained indicate that at a 
low alcohol concentration the bulk-electrostatic contributions are dominant and 
that with increasing size of  the alkyl group, alcohol and KC1 concentration, the non- 
bulk electrostatic, hydrophobic contributions increase. Recent results of  kinetic 
measurements of  02 release show that cosolvents such as alcohols and formamide 
influence mainly the allosteric parameter L, i.e..the equilibrium between T and R 
conformation and that the separation of the alcohol effects into bulk-electrostatic 
and hydrophobic (non-bulk electrostatic) contributions is justified. 
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Interestingly, at 10 °C the protein-alcohol hydrophobic interactions are higher 
for 2-propanol than for 1-propanol in contrast to the results obtained at 21,8 147) 
and 25 °C J40) and also to Schrier et al. 137). However, according to Roux et al. 14s) 
in aqueous solutions of 2-propanol and other branched alcohols microheterogenities 
occur with decreasing temperature in the concentration range used. This effect is 
ascribed to the formation of  aggregates as a consequence of the reinforcement of 
the hydrophobic hydration due to the hydrogen bonding interaction of the hydroxy- 
group with water molecules 146,1~) 

4.3 Hydration of Protein Crystals 

Protein crystals contain between 25 and 65 vol ~ water, which is essential for the 
crystallisation of these biopolymers. A typical value for the water content of protein 
crystals is 45 ~ according to Matthews et al. ,49, is0). For this reason it is possible 
to study the arrangement of  water molecules in the hydration-shell by protein-water 
and water-water interactions near the protein surface, if one can solve the structure 
of the crystal by X-ray or neutron diffraction to a sufficiently high resolution 151 -153~ 

A review on this topic was given by Finney in 1979 154). As was pointed out by the 
author, at this time it was likely that at least some deviations of the hydration shell 
from that in solution would occur because there would probably be some remarkable 
perturbations of the hydration shell due to the interactions with neighboured molecules. 
Furthermore, the pH values and the salt concentrations necessary for preparing protein 
crystals are not identical with those under the usual conditions for native proteins 
in solution which could give rise to deviations in the hydration shell for crystallized 
and dissolved proteins. 

The information obtained from X-ray measurements on the arrangement of the 
water molecules naturally depends very much on the resolution and state of refinement 
of the crystal structure investigated. For detailed information on the organization 
of water molecules in the protein hydration shell at the surface and on the bulk water 
in the crystals a 1,2 to 1,8 A resolution range is necessary 153) 

Recently Blake et al. 153~ made such studies in the case of human (HL) and tortoise 
egg-white (TEWL) lysozyme based on crystallographic refinements at 1,5 and 1,6 A 
resolution, respectively. By these investigations they attempted to obtain information 
on the perturbations of water structure in the hydration shell by neighboured protein 
molecules and by high salt concentrations as well as on the degree of order of the 
bound water. The authors came to the conclusion that the number of ordered water 
molecules are 128 in TEWL and 140 in HL, whereas the overall content is made up 
of 650 and 350 water molecules per lysozyme molecule. 

The results suggest further that the observated water structure is not atlected signi- 
ficantly, neither by neighbour-effects nor by high salt concentrations. All the ordered 
water molecules in HL and TEWL are arranged in a single layer within 4.5 A of the 
protein surface. They are situated at hydrogen bonding distances from polar protein 
groups or from other water molecules and almost all polar groups of the protein ex- 
posed are involved in hydrogen bond interaction. 
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4.4 Hydration and Conformation of Nucleic Acids 

One of  the most  thoroughly investigated examples of  polymeric biomolecules in 
regard to the stabil ization of  ordered structures by hydra t ion  are the DNAs .  Only 
short ly after establishing the double-helix model  by Watson and Crick 1953 it became 
clear, that  the hydrat ion shell of  D N A  plays an impor tant  role in stabilizing the native 
conformation.  The da ta  obtained by the authors  working in this field up until 1977 
are reviewed by Hopfinger  155> 

In discussing more recent results it must  be mentioned,  that  there are three kinds 
of  water molecules around the D N A :  

The first one consists of  11-12 water molecules per  nucleotide unit, which are 
coordinated  directly to sites o f  the D N A  double  helix. Two o f  these water molecules 
are bound  very tightly to the ionic phosphate  residue and cannot  be removed without  
completely destroying the structure of  D N A .  There are four other water molecules 
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Fig. 20. Schematic representation of the unrolled major groove of the MPD 7 helix showing the first 
hydration shell, consisting of all solvent molecules that are directly associated with base edge N 
and O atoms+ Base atoms are labeled N4, 04, N6, 06 and N7; solvent peaks are numbered. Interatomic 
distances are given in/~: up to 3,5 A represented by unbroken lines, between 3,5-4,1 A by dotted lines. 
The eight circles connected by double-lines represent the image of a spermine molecule bound to 
phosphate groups t)2 and 1)22. There are 20 solvent molecules in a first hydration layer associated 
with N- and O-atoms 15s) 
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bound at the pentose O-atoms and the phosphodiester linkages, whereas five H 2 0  

are found in the grooves of the double helix near the base sites. 
Above these water molecules are six to seven water molecules bound to what is 

usually known as the primary hydration water. In 1981 Drew and Dickerson investi- 
gated the crystal structure of a B-DNA dodecamer with the sequence C - - G - - C - - G - -  
A - - A - - T - - T - - C - - G - - C - - G  by X-ray measurements, however, the water molecules 
which should be located at the phosphate groups could not be detected ls6) It was 
assumed that this invisibility of the H20 molecules was due to a blurring of images 
of these water peaks in the electron density' map as an effect of the high crystallo- 
graphic B values of atoms in the phosphate back bone. This indicates some overlapping 
of thermal vibration and statistic disorder from one molecule to the next in the crystal. 
These crystallographic B-values can be lowered by cooling the native DNA crystals 
to 16 °K. This was also found by investigating the 9-bromoderivate of the dodecamer 
mentioned above in 60 % (v/v) 2-methyl-2,4-pentanediol at 7 °C (abbreviated MPD 7) 
according to Fratini et al. (1982) 157). As was recently shown by Kopka et al. ~ss), the 
water molecules bound to the phosphate backbone are visible under these conditions. 
There are sixty-five solvent peaks associated with the phosphate groups. This corres- 
ponds to an average of three H20 per phosphate residue. 

Moreover there are nineteen water molecules forming the socalled primary hydration 

1of  

Q 
® 

Fig. 21. Schematic representation of the second hydration shell in the major groove of MPD7 including 
all the water molecules interacting with those of the first shell (broken circles). Interacting phosphate 
groups are marked by numbered dots lSS) 
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shell bound to base edge N and O-atoms within the major groove. Upper-hydration 

layers are formed by more than 36 I-I20 molecules which are arranged in strings or 
clusters spanning the major groove from one phosphate to another. In addition 
a single spermine molecule spans the major groove. 
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Fig. 22. Schematic representation of the unrolled minor groove of the MPD 7 helix showing the 
interaction with the spine of hydration. The sugar-phosphate back-bones of the two strands are 
depicted accurately in projection onto an 8 A radius cylinder. Phosphorus atoms along the backbone 
are shown by small spheres, sugar O-1' atoms by tiny letters O, and other atoms by intersections 
between bond lines. The C-Y--C-4' bonds, closer to the viewer, are given heavy emphasis. Positions 
of N-3 atoms of adenine. 0-2 of cytosine and thymine, and N-2 and N-3 of guanine residues are shown 
accurately in cylindrical projection, but base planes are represemcd only by thick lines connecting 
these atoms to the sugar C-I'. Solvent peaks are numbered circles whose diameters indicate relative 
distances from the viewer looking down into the groove from outside the helix. Thin unbroken lines 
mark hydrogen bonds of distances 3.5 A or less, and broken lines indicate more tenuous interactions 
out to 4.1 it,. Note the frequent interaction between sugar O-1' atoms and water molecules in the 
bottom of the groove (e.g. 45, 42, 37, 65 and 67), and the interactions between phosphate 0-3' or O-5' 
atoms and water peaks in the second hydration shell (e.g. 139, 35, 118, 66 and 113) zsa) 

In Fig. 20 the hydration pattern of N and O-atoms is shown schematically ~ss) 
Some of the solvent molecules underly interaction only with one base atom whereas 
others will bridge two atoms of the nucleotide (bidentate bridging). 
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Three types of bidentate bridging exist: 

X - ' H \ o / H - - - X  (1) 

X... H -  ? . . .  H - Y  (2) 

H 

Y - H - - - O . . - H - Y  (3) / \  
H H  

X is a proton acceptor (e.g. carbonyl-O, ring-N), 
YH is a proton donor (e.g. - -OH, --NH2) 

The three bidendate hydration mentioned above are all involved in hydration of 
the major groove, but only type 1 is encountered in the first shell hydration of the 
minor groove. 

Figure 21 shows the arrangement of the water molecules in the second hydration 
shell in the major groove of MPD 7. It contains all the water molecules associated 
with those of the primary layer indicated by broken circles, and those interacting 
with one another in a network. 

As one can see from the Figure, clusters of water molecules across the groove are 
formed. 

By these studies half of the ten water molecules predicted by Wolf and Hanlon ls9~ 
for the primary shell could be found probably because these correspond to the number 
of water molecules at fixed positions under the experimental conditions used. In the 
second layer of water molecules only two water molecules on average were found 
whereas eight are predicted by Wolf and Hanlon 159~. Experimental reasons are 
probably responsible for these deviations. 

Of course the interaction between water molecules and the hydration sites depends 
on their chemical nature. According to the results of IRzmeasurements the following 
order of decreasing affinity was given by Falk et al. 16o) and was accepted as being 
quite reasonable 16t). 

free phosphate O-atoms > esterified 0-3'  and 0-5'  phosphate O-atoms 
> sugar O- 1' atoms > base edge N and C = O > base edge NH2 

On the other hand, according to Kopka et al. ~ss), a zig-zag spine of hydration in 
the minor groove of the B-DNA 156) is assumed to be mainly responsible for stabilizing 
its conformation and a 100% occupancy of the hydration sites in the A + T region 
has been found. Each first water molecule of this hydration-spine is close to two O-1' 
atoms of  desoxyribose-rings (Fig. 22). 

From the results of their X-ray studies of the B-DNA dodecamer the following 
order of decreasing interaction has been obtained by the authors. 

Minor groove spine (A + T rich region) > free phosphate O-atoms 
> pentose O-1' atoms > major groove base edge N and O-atoms 
> esterified 0-3'  and 0-5 '  phosphate O-atoms. 
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1 Introduction 

Certain natural antibiotics selectively complex with specific cations, which are con- 
sidered to participate in the maintenance of organisms in vivo, and transfer them 
across lipophilic membranes against the concentration gradient. This selective trans- 
port is an important biological phenomenon. The modification of structures is expected 
for the understanding of the interaction between ionophores and cations, but it is 
very difficult because the number of such natural ionophores so far known is limited 
and the structures are very complicated ~' 2). Thus, many efforts have been devoted 
to the design of synthetic host molecules which are able to complex with specific 
cations. Synthetic multidentate ligands such as crown ethers, cryptands, or the corres- 
ponding open-chain analogues, which have simple structures compared with anti- 
biotics, can selectively complex with specific cations based on ion-dipole interaction 
between cations and their coordination sites and are considered to be promising 
models for such natural ionophores 3-7). In the case of active transport systems, in 
addition to the selective complexation property, it is necessary to change the properties 
between two interfaces by adding a certain secondary function. This review surveys 
the characteristics of synthetic ionophores, which are potentially useful for active 
transport systems. 

2 Proton-driven Transport Systems 

2.1 Carboxylic lonophores 

Monensin, which is one of the natural antibiotics, selectively transports Na + across 
an artificial liquid membrane (organic solvent) from the basic aqueous phase (IN) 
to the acidic aqueous phase (OUT), driven by the proton gradient s) (Fig. 1, 2) 
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Fig. I. The relative selectivity of  two 
mobile carriers. In both parts of the 
figure, the circles and squares represent 
the sodium and potassium ions trans- 
ported, respectively. (Cited from Ref. s~) 
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Monensin complex 

~ 0 0  e M e 

Cholanic acid complex 

Fig. 2. Chemical structures of monensin (a) and cholanic acid (b). (Cited from Ref. s)) 

Cholanic acid also possesses the ability of transporting cations across a lipophilic 
membrane but the selectivity is not observed because it contains no recognition sites 
for specific cations. In the basic region, monensin forms a lipophilic complex with 
Na ÷, which is the counter ion of the carboxylate, by taking a pseudo-cyclic structure 
based on the effective coordination of the polyether moiety. The lipophilic complex 
taken up in the liquid membrane is transferred to the active region by diffusion. 
In the acidic region, the sodium cation is released by the neutralization reaction. 
The cycle is completed by the reverse transport of the free carboxylic ionophore. 

In mimicking this type of  function, noncyclic artificial carboxylic ionophores 
having two terminal groups of hydroxyl and carboxylic acid moieties were synthesized 
and the selective transport of alkali metal cations were examined by Yamazaki 
et al. 9, lo). Noncyclic polyethers take on a pseudo-cyclic structure when coordinating 
cations and so it is possible to achieve the desired selectivity for specific cations by 
adjusting the length of the polyether chain z) However, they were not able to observe 
any relationship between the selectivity and the structure of  the host molecules in 
an active transport system using ionophores 1-3 lo) (Table 1) 

Table 1. Active and selective transport of sodium, potassium 
and cesium ions with synthetic ionophores" 

Synthetic Transported ion (%) 
ionophore 

Na + K + Cs + Total 

Control 12 11 9 32 
1 26 42 21 89 
2 29 42 17 88 
3 25 42 22 89 

" Temperature, 35 __+ 2 °C; time, 5 days. 
0.1 N NaCI Synthetic ionophore 
0.1 N KCI 10 -4 mole/20 ml 1-hexanol 
0.1 N CsC1 
0A N HCI 
(Cited from Ref. to~) 

0.1 N NaCI 
0.I NKCI 
0.1NCsOH 
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Table 2. Active transport of Na ÷ and K ÷ with ionophores 
1,4-6 

Ionophore Transported cation (~)  Total (~)  

Na + K + 

1 13 60 73 
4 0 0 0 
5 0 0 0 
6 28 41 69 
control 0 0 0 

Active transport was carried out at 35 + I °C for 5 days. 
A 10 ml donor aqueous phase I (0.1 N NaOH, 0.1 N KCI) 
is separated from the 10 ml acceptor phase II (0.1 N HCI, 
0.1 N NaC1, 0.1 N KC1) by dichroloethane liquid membrane 
(20 mt) containing the ionophore (10 -4 mol). Each phase was 
stirred at 200 Hz. The amount of the transported cation was 
determined by flame analysis. 
(Cited from Ref. 11)) 

Ionophore  1 selectively t ransports  K ÷ but  ionophores  4 and 5 do  not. This finding 
strongly suggests that  the relative posi t ion of  carboxylic  acid group and other  binding 
sites, or  the ease o f  taking a pseudo-cyclic structure is impor tant  for at taining effective 
t ranspor t  11). (Table 2) Ionophore  6, the methyl  ether o f  1, also shows active t ranspor t  
abili ty,  though the selectivity is slightly decreased. 

/--k 

OH 

HOOC 
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2 HOOC'~ 

/---k 
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o o 

5 HOOC 6 

The modification of the terminal groups of the polyether chain enables a subtle 
adjustment of the complexation property toward cations. Above all, derivatives 
having a quinoline moiety as a terminal group show larger stability constants 
and higher selectivities in comparison with other analogues 12). From this p6int of 
view, Hiratani et al. prepared new artificial ionophores having two terminal groups 
consisting of  quinoline and carboxylic acid in mimicking the structure of A 23187 
ionophore ,3) and systematically examined the selective and active transport ability 
toward alkali metal cations i4). In accordance with the length of oxyethylene chain, 
7, 8 and 9 display interesting selectivities toward Li +, Na ÷, and K ÷, respectively. 
The effect of the concentrations of the cations or anions on the transport properties 
is examined using ionophore 11, which has an efficient selectivity toward K ÷ 15,16) 

8 
COOH t"J L../O 0 

A 23187 7) n=1 
8~ n=2 I0~ R"H 

9~ n=3 l l j  R- t-Bu 

When changing the kind of acids with relatively higher lipophilicity, the efficiency 
of transport is lowered by the leak reaction based on their ease of transfer across the 
liquid membrane ,6). (Table 3) It is noteworthy that 12, which has trimethylene 
chains, shows selectivity for Li ÷ much better than 13, which has ethylene chains 17) 
(Table 4) 

The result is explained by considering the stacking structure between the quinoline 
moiety and the benzene ring linked to the carboxylic acid, which gives the cavity 
size adequate for Li ÷. (Fig. 3) Several selective host" molecules for Li ÷ such 
as [13]crown-4 18), [14]crown-4 19), [16]crown-4 20), o r  noncyclic polyether amide 
derivatives 21) also possess trimethylene moiety, and this is an interesting finding 
from the point of view of molecular design of new host molecules for Li +. 
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Table 3. Effect of acid in receiving phase on the K + transport 

Initial conditions 

Source phase Chloroform membrane Receiving phase 

Run No. 1-9 
15 ml of aq. solution 
containing 0.1 M KOH 
Run No. 10 
0.02 MKOH,  t5 ml 

1.5 x 10 -4 mol of ionophore 
in 30 ml of chloroform 

0.3 x 10 -4 mol of (II) 
in 30 ml of chloroform 

15 ml of aq. solution containing 
0.1 M KOH + n M acid 

0.02 M KOH + 0.028 M 
picric acid, 15 ml 

Run No. Ionophore Acid in Initial rate" K + transported a 
receiving phase of transport after 2 days 

(~tmol/hr) 
mmol 

1 11 0.2 M HCI 20 50 0.75 
2 11 0.2 M HNO3 19 50 0.75 
3 11 0.1 M H2SO4 24 61 0.92 
4 11 0.15 M H2SO 4 25 62 0.93 
5 10 O. 1 M H2SO4 26 59 0.89 
6 10 O. 1 M (COOH) 26 60 0.90 
7 11 0.2 M(1/x)(HPO3)~ 24 61 0.92 
8 11 1/15 M HaPO4 20 35 0.53 
9 11 2/15 M H3PO4 26 56 0.84 

10 11 0.028 M picric acid 0,75 9 0,027 
(55 0.21) b 

" Reproducibility: _+ 10% or better. 
b The amount of picric acid countertransported after 2 days. 
(Cited from Ref. 1~) 

Table 4, Amounts of cation transported by the synthetic ionophores through chloroform liquid 
membrane after 2 days 

Ionophore Amounts of ion transported, %" Selectivity 

Li Na K Total Li/Na Li/K 

12 41 t2 8 61 3.4 5.1 
13 20 16 9 45 1.3 2.2 
14 10 7 6 23 1.4 1.7 

a Reproducibility, -t- 10%. 
(Cited from Ref. 1~) 

0 0 

~ 1 1  X = co0 e 

Fig. 3. Pseudocyclic structure of 12-Li + salt on the basis of 
the CPK model. (Cited from Ref. t~) 
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Although the transport system is not active, rather complicated synthetic mono- 
carboxylic ionophores such as 15 successfully transport Ca 2 +, facilitated by protons 22). 
Selective transport of Ca 2÷ is achieved using noncyclic dicarboxylic ionophore 16; 
Ba 2 + is selectively transported using ionophores 17 and 18 23). Interestingly, ionophore 
16 shows an Mg 2 ÷-selectivity in the range of higher OH-  concentrations o f iN  aqueous 
phase (Fig. 4). A drastic increase in transport velocity of Mg 2 + is observed when 
Mg(OH)2 begins to precipitate. In addition, this peculiar phenomenon is specific 
for 16 and not observed for X537A,  17, or 18. 

.8 
12 13 

~ COOH 
> 

oU ..... 
o j ,  ~ o ~ COOH 

t5 

t 8 °  - R 
" cooH 16j (CHz> 3 

"~/P"O~,.R_~OH ]7; (CH2) 2 
I~.; (CH2)20-(CH2) 2 

Other types of carboxylic ionophores which have a crown ether moiety as a 
recognition site for specific cations are known, though they also mimick the function 
of monensin or nigericin. Generally speaking, crown ether shows a stronger complex- 
ing ability for a variety of cations and a higher selectivity compared with the corres- 
ponding open-chain analogs. As for transport systems, strong complexation between 
host and guest molecules is not necessarily desired for obtaining an optimum result, 
different from extraction experiments 2o,24,25}. In passive transport systems, Izatt 
et al. observe a good correlation between the stability constant in methanol (log KM~ov,) 
and the transport velocity for alkali metal and alkaline earth metal cations by using 
a veriety of carriers. For example, the ranges of stability constants (log KMeOH) for 
obtaining optimum transport velocity are 5.5-6.0 for K + or Rb + and 6.5-7.0 for 
Ba 2 + or Sr 2 + 26) 

By considering the stability constant and the lipophilicity of host molecules, 
Fyles et al. synthesized a series of carboxylic ionophores having a crown ether moiety 
and energetically developed the active transport of alkali metal cations 27-32). Iono- 
phores 19-21 possess appropriate stability constants for K + and show effective K +- 
selective transports (Fig. 5). Although all of the corresponding [15]crown-5 derivatives 
(22-24) selectively transport Na +, their transport rates are rather slow compared with 

43 



Mitsuo Okahara, Yohji Nakatsuji 

o 

E 
E 

o 0.30 
Q. 

U 

e~ 
o 

~ 0.15 

Mg 2e 

0.&5 -- 

Inital transport conditions {25°C): 
{Source phase) 

0.1 M MgC[ 2 
0.t M CaCt 2 
0.1 M BaC[ 2 
S#rensen's 
buffered a) 
solution 15 mt 

(CHCl3 I (Receiving 
membrane) I phase) 
Carrier 16 I 0.1M 
1"5"10-~ m°t 15 H3 POz~ rnt 

CHCL 3 30m 

I NaOH (" 10 3 mot ) 
turbid 

Fig. 4. Relationship between the amounts of cation transported after 1 d and the concentration of 
NaOH added into the source phase? (Cited from Ref. 2s)) 
" Serensen's buffered solutions were adjusted by the mixture of 0.1 M NaC1, 0.1 M glycine, and 
0.t M NaOH solutions. Amount of Na + transported was about zero in the all range 

monensin. In principle, the carrier of an ion and the carrier of a proton need not be in 
the same molecule. However, the result that the combination of stearic acid and 
dicyclohexano[18]crown-6 is less successful in this active transport system shows the 
disadvantage of the separated carriers. When there are lipophilic anions such as 
PF6 or C102 in the system, the transport efficiency is lowered because the leak 
reaction becomes larger. This is why ionophores 19-21 maintain higher stability 
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constants for K + based on the [18]crown-6 ring even in the acidic phase (OUT phase), 
and thus can passively transport K ÷ from the OUT phase to the IN phase as lipophilic 
complexes. 

Left 

K®\ 
Basic 

H®/ 

Membrane 

H02C 0 0 

\ j 
X 0 0 

e02c 0 0 
L o.J 

Right 

f K e 

Acidic 

Fig. 5. A schematic mechanism for the 
carrier mediated countertransport of 
a metal ion and a proton. (Cited from 
Ref. 29)) 

The same investigators recently synthesized [18]crown-6 derivatives having two 
carboxyl groups (25-30) and investigated their transport abilities for alkaline earth 
cations 31,32). Despite the complexing ability of the complexes formed, the rate of 
transport attained by these cations is comparable to that of cations with single charge. 
Some carriers show selectivity to Sr 2+ and Ba 2÷ (Table 5). 
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Table 5. Transport rates for various carriers 

Carrier Metal ion 
[Rate, lxmol/h (selectivity relative to Ca 2 +)] 

Ca 2 + Sr z + Ba 2 + K + 
2 5  a 3.02 (1.0) 2.57 (0.85) 2.22 (0.74) 0.31 (0.10) 
26  a 2.68 (1.0) 3.82 (1.42) 3.70 (1.38) <0.I (<0.03) 
2 7 '  4.29 (1.0) 5.15 (1.20) 4.55 (1.06) <0.1 (<0.02) 
2 8  b 0.61 (1.0) 1.07 (1.75) 0.27 (0.44) 0.21 (0.35) 
29  b 0.30 (1.0) 0.27 (0.90) 0.57 (1.90) 0.22 (0.73) 
30 b 0.70 (t.0) 0.75 (!.07) 1.04 (1.48) 0.77 (1.10) 

a carrier 10 -3 M, b carrier 5 x 10 -¢ M 
(Cited from Ref. 32~) 

On the other hand, Bartsch et al. have studied cation transports using crown ether 
carboxylic acids, which are ascertained to be effective and selective extractants for 
alkali metal and alkaline earth metal cations 33-42). In a proton-driven passive trans- 
port  system (HC1) using a chloroform liquid membrane, ionophore 31 selectively 
transports Li ÷, whereas 32-36 and 37 are effective for selective transport of  Na  ÷ 
and K ÷, respectively, corresponding to the compatible sizes o f  the ring cavity and 
the cation. By increasing the lipophilicity from 33 to 36, the transport rate is gradually 
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increased without  changing the cation selectivity. This shows that  the uptake process 
is rate-determining in this range of  l ipophilicity 3s). However,  a quantitative estimate 
of  the effect o f  the lipophilicity on the t ranspor t  proper ty  seems to be rather difficult 29). 
When  the chloroform membrane  is replaced by toluene, ionophore  38 loses the 

N a ÷ / K  + selectivity observed in the CHCI3 system 41~. This strongly demonstrates  
the importance o f  the selection of  the liquid membrane  10~. In addit ion,  Bartsch 
et al. compare  the results obtained in extraction experiments,  liquid membrane  trans- 
ports ,  and liquid surfactant membrane  t ranspor t  (w/o/w emulsion) using ionophores  
36 and 38 37,42) (Table 6, 7). The liquid surfactant  membrane  is very thin and has 
by far a larger contact  area with aqueous phases in compar ison with the liquid mem- 
brane. I t  is interesting that  the cation selectivity o f  both  systems is ra ther  similar. 

Recently, Shinkai and Manabe  achieved the active t ranspor t  o f  K ÷ using a new 
type o f  carrier  39 derived from diaza crown ether 43,~). The ionophore  forms the 
zwitter-ionic species 39b, which is most  l ipophilic among other  species (39a, 39c), 
at  about  neutral  p H  region, and it acts as effective ion carr ier  in the active t ranspor t  

Table 6. Maximum molar ratios of transported alkali metal ions to crown ether carrier for several 
separation techniques 

Separation technique Time Organic pH of Transported Figure 
phase vol: source metal ions: no. 
source phase 
aqueous crown ether carrier 
phase vol 

36 38 

Liquid-liquid extraction few min 1.0 8.9 0.76 0.56 2a, c 
10.5 0.12 a 0.56 2a, c 

Bulk liquid membrane 60-80 h 0.5 10.0 2.4 9.0 3a, b 
transport 

Liquid surfactant membrane 25 min 0,06 8.5 9.3 8.9 4a, b 
transport 

a Third phase has separated. 
(Cited from Ref. 37)) 

Table 7. Selectivity orders for transport of alkali metal ions into toluene by crown ether carboxylic 
acids for several separation techniques 

Technique 
Liquid-liquid extraction 
Bulk liquid membrane 

transport 
Liquid 

surfactant 
membrane 
transport 

Selectivity order for 

36 
Na + > K + ~ Li + > Rb + > Cs ÷ 
Na ÷ > K  + > R b  + >Cs  + >Li  + 

38 
Na + > K ÷ .~. Li + > Rb + > Cs + 
Na ÷ > K  ÷ > L i  ÷ > R b  + > C s  + 

Na + > K  + > R b  ÷ > L i  +a Na ÷ ~ K  + > R b  + > L i  +a 

a Transport of Cs + was not studied. 
(Cited from Ref. 37)) 
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system in a slightly acidic solution, since the release process is accelerated by the 
protonation to the ring nitrogen, However, the introduction of an amide group for 
the purpose of increasing the lipophilicity lowers the stability constant for alkali 
metal cations 4s) and may decrease the recognition ability for such guest ions compared 
with normal crown ether derivatives. 
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• ~CH 2- CHz-- CH--CH ~CH2--CH2 -- C H -- CH 

I I II l II 
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HO 0 0 
I 
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;E 
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=_ Cs e 

0 10 20 
Time Ch) 

Fig. 6. Proton-driven transport  o f  
alkali metal ions through a membrane 
formed from 12-crown-4 polymer 
(43; n = 1) (crown ether content of 
about 30%). [M+], and [M+]o refer 
to  metal ion concentrat ions  at  time 
= t and O, respectively. (Cited from 
Ref. ,7)) 
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In contrast to the cation transport system using the mobile carriers mentioned 
above, a new transport system using crown polymers with carboxyl group has been 
developed 46). In this system, cations are transported by hopping among binding 
sites immobilized on the polymer chain. The membrane, consisting of polyamide 
derivatives containing pendent [18]crown-6 carboxylic acid (40-42), works as an 
effective proton-driven pmn. p for alkali metal cations and selectively transports K+. 
Shono et al. also achieved the active transport of alkali metal cations using the mem- 
brane containing 43-45 and in producing the selectivity by retarding the transport 
velocity of the specified cation by means of complexation between the cation and th~ 
crown ring 4~) (Fig. 6) 

2.2 Crown Ether Derivatives Having Amino Functions 

Carboxylic ionophores selectively transport cations by using intramolecular com- 
plexation in the uptake process of cations (basic region). A new ion transport system 
has been developed which incorporates a structural device which assists in the release 
process by using intramolecular complexation of an [18]crown-6 ring and a primary 
ammonium ion 4s). The experimental conditions are shown in Fig. 7. All these com- 

0•0 0 \ 

/ • • 0  (CH2) n NH 2 ~ ' 0  ( CH2)2NEt2 0--) CO 
o) o o 

o_, C_o o_; / 
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L7; n=2 

0/•0 0"~ ( CH2} n / - - - ~  "0 (CH2) 2 NHC2H5 

$CN e ~ 0  0 - - ~  

(_ H' 02 (- o-) 
°k / \,, ,/ 

L6a  ; n :  5 /+9 
L7a ; n= 2 

pounds 46-48 shows similar stabihty constants (in methanol, 25 °C) for K + in the 
range of about 5.4 to 5.8 and for Na + in the range of about 3.6 to 4.1. Ionophores 
46 and 47, which both have a primary amino group, display an effective transport 
of K + different from ionophore 48 (Fig. 8). It is well known that [18]crown-6 derivatives 
can effectively complex with primary ammonium ions, but hardly complex at all 
with tertiary ones 49-51). Judging from the above facts, ionophores 46 and 47 may 
form intramolecular complexes such as 46a and 47a in the acidic region, and these 

49 



Mitsuo Okahara, Yohji Nakatsuji 

are soluble in the liquid membrane. Consequently, the marked difference in the 
transport ability among these ionophores seems to be reasonably explained by con- 
sidering intramolecular complexation between the [18]crown-6 ring and the primary 
ammonium ion. The transport of Na ÷ using synthetic ionophores which possess 
an [18]crown-6 ring is rather diffcult, as expected, since the characteristic complexa- 
tion property is based on the relative sizes of the ring and the cation. As a result, 
ionophores 46 and 47 display an efficient K÷/Na + selectivity. Ionophore 49 having 
a secondary amino group is found to possess transport ability similar to ionophore 48. 

Phase 1 
(H20, 10 ml) 

Transport  system 
I and II 

KSCN 0.1 M 
NaSCN 0.I M 
Me4NOH 0.1 M 

Liquid membrane 
(CH2C12, 20 ml) 

Ionophore:  
5 x 10 -5 tool 

Phase 2 
(H20, 10 ml) 

Transport  system I 
Me4NOH, 0.1 M 

Transport  system II 
KSCN 0.1M 
NaSCN 0.1 M 
HCI 0.1 M 

Fig. 7. Conditions for competitive transport of K + and Na +. (Cited from Ref. 48~) 

!r 
i ° 

i[g6. ,47] 
0 
0 12 2~ 36 /~8 

t (h) 

Figure 8. Competitive transport of K + and Na + 
in transport system II. Open symbols, K +; filled 
symbols, N + ; ©, O, 46; El, II, 47; A, A, 48, 
(Cited from Ref. ~s)) 

A simple active transport system using long-chain alkylsubstituted monoaza 
coronand derivatives has been reported s2). Those ligands show a relatively high 
complexing ability under basic conditions, but under acidic conditions, in which the 
nitrogen atom is protonated to form the ammonium ion, its complexing ability is 
remarkably reduced. This active transport system should be complete if the tertiary 
ammonium ion accompanying the thiocyanate anion formed in the acidic phase is 
transferred through the membrane. The large change in the complexing ability between 
two interfaces and the sufficient lipophilicity of the carrier are pointed out to be im- 
portant factors dominating this system. Monoaza coronands having an electron-donat- 
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C'H/c"s/ \s"CXc'm 
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ing sidearm (nitrogen lariat  ethers) (51-53 and 55-57) are known to possess a higher 
complexing abil i ty than the corresponding alkyl monoaza  coronand  having no 
electron-donat ing sidearm (50, 54). 53-s6) It  is notable  that  the log K~ values (in 
methanol ,  25 °C) o f  these compounds  for K ÷ are jus t  within the op t imum range 
f rom 5.5 to 6.0 26), giving the maximum t ranspor t  velocity observed in the passive 

Table 8. Stability constants" and competitive transport ability of iono- 
phores (50-57) for potassium and sodium cations 

Ionophore log K s Transported cation (~)  

Na + K + Na + K + 

50 3.08 2.82 4 6 
51 3.83 3.58 12 8 
52 4.26 4.57 13 18 
53 4.36 4.74 15 22 

54 3.59 4.87 5 26 
55 4.21 5.73 11 56 
56 4.27 5.74 12 57 
57 4.33 5.75 14 61 

in MeOH at 25 °C. 
(Cited from Ref. 5m) 
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transport system (Table 8). In a similar transport system, Na + selective transport is 
achieved by using methyl lariat ethers 5~) having a quinoline moiety (58), which show 
excellent Na+/K + selectivity (about 20 times) based on potentiometric titration 58) 
(Fig. 9). This transport system needs the presence of lipophilic anions in contrast to 
the system using carboxylic ionophores 16,29) For instance, in the presence of  an 
equimolar amount of picric acid, ionophore 58 is found to actively transport about 
80 ~ of K ÷ from the basic region (initial conditions: 0.1 N KOH) to the acidic region 
(initial conditions: 0.1 N HC1, 0.1 N KC1) s8). From this finding, we can regard the 
salt of the monoaza coronand and the picric acid as the carrier corresponding to 
carboxylic ionophores. 

50 

Z,O 

3o 

o.. 20 

0 

10 

~o~ 
58 _//.~ 

12 2~ ~8 (hi  

Fig. 9. Competitive transport of K ÷ and Na + using 
ionophore 58 (Active transport system). (Cited from 
Ref. 5s)) 

The carrier used in this transport system is only required to possess the nitrogen 
atom as a structural unit, which participates in the complexation. From the viewpoint 
of the simplicity in the structure, the development of new ionophores are expected. 

3 Electron-driven Transport Systems 

Grimaldi and Lehn succeeded in developing a new active transport system which 
performs selective transport of potassium cations coupled with the simultaneous 
flow of electrons in the same direction (symport) aeross a membrane containing an 
electron carrier and a cation carrier 59). As shown in Fig. 10, one of the aqueous 
phase, RED, contains a reducing agent (sodium dithionite) and the other, OX phase, 
an oxidizing agent (potassium ferricyanide). Dicyclohexyl-18-crown-6 and the nickel 
bisdithiolene complex 59, which is negative in the RED phase and neutral in the OX 
phase, are used as the cation and the electron carriers. The macrocyclic ligand com- 
plexes with K ÷ in the RED phase and transfer it with the counter anion (reduced 59) 
to the OX phase across the membrane. In the OX phase, 59 is oxidized to neutral 
molecule and then the potassium cation is released, and thus active transport of 
potassium cation occurs driven by the redox gradient and the electron flow. It goes 
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without saying that the presence of other lipophilic anions are not desirable in the 
OX phase for this active transport system. 

This system has characteristic in ingeneous combination of a redox pump and the 
selective complexation of cation by the macrocyclic ligand. It must be noted that this 
new system is very promising from the point of view of extending the scope of the 
selection of the cation carriers, since any carrier can be employed so long as it has 
selectivity for a special cation and has enough stability toward redox system. 

~ ~///~ 
;9-Ni' K®,I/2S2042 ~ ~ K~,Fe(CN)~ ® 
;[ ] 

( 2 4~oxid "D/ I~-~- " i9-Ni Fe(CN)~ 0 

Fig. I0. Representation of the mechanism of redox driven K + transport using an electron and a cation 
carrier. (59-Ni °) and (59-Ni-) are the oxidized and reduced form of the electron carrier, the nickel 
bis-dithiolene complex 59; [] and [K +] are dicyclohexyl- 18-crown-6 and its K + complex. (Cited from 
Ref. sg~) 

4 Light-driven Transport Systems 

Azobenzene derivatives are well known for their reversible interconversion of E 
and Z isomer s by light irradiation. Shinkai and Manabe et al. synthesized a series 
of photoresponsive bis(crown ether)s 6o) or cryptands 61), which have an azobenzene 
moiety. Detailed results on the transport system using them were reviewed recently 62). 
Since these compounds can change their complexation properties on the bases of 
reversible isomerization, it is possible to control the uptake or the release velocity 
when applied to the transport system 63-65). An acceleration of the transport rate of 
alkali metal 63,64) and alkaline earth metal cations 65) is observed in systems using 
ionophores 60, 61 and the anion-capped ionophores 62-64, respectively. Although 
the findings obtained are mainly restricted to passive transport systems, it is note- 
worthy that this system should be applied to the active transport system (Fig. I1). 
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Fig. 11. Schematic representation of ion-transport mediated by alternative irradiation of u.v. and 
visible light. (Cited from Ref. ~)) 
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5 Other Transport Systems 

Although much attention has been devoted to the transport of inorganic cations 
in the previous chapters, the membrane transport of a variety of organic ions, which 
play an important role in biological systems, is also another interesting problem. 
A lot of important findings have been accumulated concerning this problem, though 
they have not necessarily been obtained in active transport systems. For example, 
in the case of amine salts, primary ammonium ions are much more effectively trans- 
ported than secondary ones by using dicyclohexyl-18-crown-6 as the cation carriers 49). 
Azacrown ethers are better suited for the transport of ammonium ions, on account 
of the N-H hydrogen bonding, than normal crown ethers 66) Enantiomers of amine 
salts 67) or the anion of  mandelic acid 2s) can be successfully separated by using 
chiral crown ether derivatives. In addition, Tabushi et al. have achieved the selective 
transport of nucleotides by using a lipophilic diammonium cation containing a rigid 
structure (65) 6a.69) 

R--~H--COO e 

NH2 

Cl 

I ( N e  c l e  ) 

( R - -  C H - - C O O  e , N ® ) 
I 
NH2 

0.1 N KOH Toluene 

RICHICOOH C| e 

~ 2 H  ® 2C( e 

v 
0.1 N HCl. 

R--CH--COOH 

K e 

0.1 N HCI 

( R--CH - -  COOH, DNNS e) 

if 
Toluene 

~ R--~H--CO0 ® K e 

NH 2 

~ 2 K  ® 2OH e 

0.1 N KOH 

Fig. 12a and b. Transport of amino acids through a toluene barrier: a from basic to acid aqueous 
phases using a positively charged carrier (N +, tricaprylylmethylammonium chloride, Aliquat 336); 
b from acid to basic aqueous phases using a negatively charged carrier (DNNS. ,  dinony|naphthalene- 
sulfonate). (Cited from Ref. 70)) 
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Within active transport systems, Behr and Lehn report the active transport of 
amino acids by using surfactants as carriers. Quaternary ammonium salt, Aliquat 336, 
is useful for the transport of amino acids from the basic phase to the acidic phase 
across the toluene membrane, whereas anionic surfactant, DNNS (dinonyl naph- 
thalene sufonate) transfer it in the reverse direction 70) (Fig. 12). The amino acid 
behaves as a cation in the acidic region and as an anion in the basic region and this 
suggests that there are two ways of active transport of such compounds. Sugihara 
and Sinbo have achieved the active transport of picrate anion through the dichloro- 
ethane membrane against its concentration gradient 71). This method attains the 
active transport of anions using the concentration gradient of potassium cation, 
and dicyclohexyl-18-crown-6 (66) has been shown to be most effective among the 
carriers examined. Recently, Tsukube applied this method to the transport of N- 
benzyloxyamino acid and oligopeptides 72,73). Ionophore 66-69 are used as the K + 
carrier and the selectivity toward K + is known to be controlled by the lipophilicity 
of the anion and the complexation between K + and the selective carrier ~3). In addition, 

F'~ CoCo o o 

C1 o C1 e 

65 66 67 

0 0 C :3 N ¢ O"~O'~,N 

68 69 

PhCH2\ ~ ?"2 Ph ~.0 r~'~'O~ n= 1 
I1 N [CUC]2"70 ] N~"N"~ '% 

CN N~ [NiCl2.70 I M N 0 n=2 
PhCH[ ~-.-/\CH2Ph [C°C12"70 ] O_j~ " n=1; M=W(CO)~ n=2; M=W(CO)~ 

70 71 

the anion transport system using a variety of transition metal complexes as the carrier 
has been developed 74, 7s). The complex formed between tetracyclene and a transition 
metal salt 70 is especially noted because this type of complex can control the transport 
ability and the selectivity only by changing the central metal 7s) 
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A certain crown ether having additional coordination sites for a trasition metal 
cation (71) changes the transport property for alkali metal cations when it complexes 
with the transition metal cation 76) (Fig. 13). The fact that a carrier can be developed 
which has a reversible complexation property for a transition metal cation strongly 
suggests that this type of ionophore can be applied to the active transport system. 

W 
t N N~"~O '~- 

O/-"x 0..,~ 

o> 

Fig. 13. Binding-induced conformational 
charges. (Cited from Ref. 76)) 

6 Conclusion 

This review surveys the types of host molecules that are applicable to the active trans- 
port system. It need scarcely be said that these results, which are based on selective 
transport in passive transport systems (see the Chaps. 3 and 5), strongly supports 
this consideration. From this point of view, a systematic investigation into the passive 
transport system as that by Izatt et al. is noted as one of the best approaches for 
clarifying the question of membrane transport 77) 

Anyway, it is clear that the findings obtained in these artificial transport systems 
do contribute to the understanding of biological phenomena and point the way to 
possible practical applications, such as the separation of ions. Accordingly, the 
development of synthetic ionophores which possess high selectivity for specific 
cations is expected to gain importance in the future. 

7 Summary 

In the biological field, much attention has been directed toward the transport pheno- 
mena through membrane. Although the function of some natural ionophores has 
been known, the investigation of active and selective transport of ions using the 
artificial ionophores in the simple model systems may be important to simulate the 
biological systems and clarify the transport behaviour of natural membranes. 

To achieve the transport of ions against their concentration gradients, the reversible 
change in the nature of ionophores at the both interfaces of a membrane is necessary, 
and for this object, many ingenious devices in the structure of ionophores and the 
transport systems have recently been developed. 
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In  this review, recent deve lopment  of  active t ranspor t  o f  ions accross the l iquid 
m e m b r a n e s  us ing  the synthetic  ionophores  such as c rown ethers and  other  acyclic 
l igands,  which selectively complex with cat ions  based on  the ion-dipole  interact ion,  

was surveyed. 
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The applications of quantitative structure-reactivity analysis to cyclodextrin com- 
plexation and cyclodextrin catalysis, mostly from our laboratories, as well as the 
experimental and theoretical backgrounds of these approaches, are reviewed. These 
approaches enable us to separate several intermolecular interactions, acting simul- 
taneously, from one another in terms of physicochemical parameters, to evaluate 
the extent to which each interaction contributes, and to predict thermodynamic 
stabilities and/or kinetic rate constants experimentally undetermined. Conclusions 
obtained are mostly consistent with those deduced from experimental measurements. 

1 Introduction 

Quantitative structure-reactivity analysis involves the formulation of a multiple linear 
free-energy relationship existing between the structural parameters and the biological 
activities of organic compounds by means of the multivariate technique of 
statistics 1-5). This method has been widely and successfully utilized for elucidating 
the mechanisms of interactions between biologically active substances and biopolymers 
in vivo or in vitro. The correlations obtained have also served well as guides for drug 
design. This approach, however, mostly does not give information on the structures 
of action sites. Both the living organism and the biopolymer remain "black boxes": 
Only inputs to and outputs from the "black box" are dealt with in the correlation 
analysis. No one can observe what is really happening in vivo or at the action sites. 
Thus, discussions relating to actual interactions in vivo are admittedly quite specu- 
lative. 

Cyclodextrin is a cyclic oligomer composed of six (a-cyclodextrin), seven ([3-cyclo- 
dextrin), eight (y-cyclodextrin), or more ~-D-glucop2cTanose units linked 1 ~ 4 as in 
amylose (Fig. 1). The interior cavity of the doughnut-shaped molecule provides 
a space within which a variety of molecules can be included 6-12 L The rate and stereo- 
chemistry of an organic reaction are significantly changed by the inclusion complexa- 
tion of cyclodextrin with a substrate. These modes of action are very similar to those 
in enzymes or biological receptors, so that cyclodextrins have been regarded as a good 
model compound for such biopolymers. Since the structure of cyclodextrin is well 
defined, one can observe what is really happening at the action site more unequivocally 
than in the cases of biopolymers. 

G1 G2 

O--~o~C, H2OH 

AL'O OH HO~ CH2OH 
G,(~ IOH X~ G3 

~1\ HO10 
HOCH2V~OH HO n'-v 

o o .  
\"~N___~_OH HO._//ACH2OH 

G s O ~ ~ _ _  O' G4 
HOCH2 

Fig. 1. Chemical structure of et-cyclodextrin. Six 
glucopyranose units are numbered GI to G6. 
The numbers on the G1 glucopyranose refer to 
those of the carbon atoms 
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It is known that several intermolecular interactions are responsible for cyclodextrin 
complexation, acting simultaneously. These interactions are separable from one 
another by quantitative structure-reactivity analysis. Furthermore, correlations 
obtained by the analysis can be discussed in direct connection with actual interactions 
already elucidated experimentally for the action site of cyclodextrin. Thus, the results 
must serve to make the background of the correlation analysis more concrete. 

The present review is concerned with the applications of the quantitative structure- 
reactivity analysis to cyclodextrin complexation and cyclodextrin catalysis, mostly 
from our laboratories, as well as the experimental and theoretical backgrounds of 
these approaches. 

2 Binding Forces Contributing to the Formation 
of Cyclodextrin Inclusion Complexes 

Several intermolecular interactions have been proposed and discussed as being 
responsible for the formation of cyclodextrin inclusion complexes in an aqueous 
solution 6-1o~. They are 
1) hydrophobic interaction, 
2) van der Waals interaction, 
3) hydrogen bonding, 
4) the relief ofhigh energy water from the cyclodextrin cavity upon substrate inclusion, 

and 
5) the relief of conformational strain in a cyclodextrin-water adduct, together with 
the formation of a hydrogen bonding network around the O(2), 0(3) side of the cyclo- 
dextrin macrocycle, upon substrate inclusion. 

Water plays a crucial role in the inclusion process. Although cyclodextrin does form 
inclusion complexes in such nonaqueous solvents as dimethyl sulfoxide, the binding 
is very weak compared with that in water 13). Recently, it has been shown that the 
thermodynamic stabilities of some inclusion complexes in aqueous solutions decrease 
markedly with the addition of dimethyl sulfoxide to the solutions 14.15~. Kinetic 
parameters determined for inclusion reactions also revealed that the rate-determining 
step of the reactions is the breakdow~a of the water structure around a substrate 
molecule and/or within the cyclodextrin cavity ~6,17~ 

Hydrophobic interaction involves a process in which the structure of water around 
nonpolar molecules is broken upon association and the liberated water molecules are 
taken up by bulk water 18~. This process is accompanied by an increase in the degree 
of freedom of water molecules, so that hydrophobic interaction essentially involves 
a favorable positive entropy change (AS ° > 0), together with a slightly positive 
enthalpy change (AH ° > 0). However, thermodynamic parameters determined for 
the formation of cyclodextrin complexes showed that the inclusion process is mostly 
governed by a negative enthalpy change (AH ° < 0) rather than by a positive entropy 
change. Bender et al. 6.7~ explained the thermodynamic data in terms of the relief 
of high energy water from the cyclodextrin cavity. Water molecules enclosed within 
the uncomplexed cyclodextrin cavity cannot have a full complement of hydrogen 
bonds owing to interference from the glucopyranose ring of cyclodextrin, so that 
they are enthalpy-rich. The expulsion of these enthalpy-rich molecules into bulk 
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water upon substrate inclusion results in a negative enthalpy change, together with 
a negative entropy change. This explanation was supported by an X-ray crystal- 
lographic study of 13-cyclodextrin dodecahydrate 19), which showed that 6.5 water 
molecules within the cavity are disordered over 8 sites and display extensive thermal 
motion, 

However, the importance of this binding force is still controversial 14, 20-22). The 
uncomplexed 13-cyclodextrin includes a larger number of high energy water molecules 
than the uncomplexed ~-cyclodextrin 19, 2o). If the major part of the binding energy 
is derived from the relief of high energy water, 13-cyclodextrin should give more nega- 
tive enthalpy of complexation than a-cyclodextrin. In contradiction to this presump- 
tion, the values of AH ° and AS ° for the formation of I]-cyclodextrin complexes with 
p-nitropheno122~, p-nitrophenyl glycosides 22), and m- and p-disubstituted benzenes 23) 
are considerably less negative than those of the corresponding a-cyctodextrin com- 
plexes. 

Similar results have been presented for the association ofcyclodextrins with alcohols 
(Table 1) 24). Interestingly, both AH ° and AS ° for 13-cyclodextrin-l-alkanol systems 
are positive. This fact indicates that the complexation is governed by entropy rather 
than by enthalpy. It has rarely been reported that the inclusion process of cyclodextrin 
is accompanied by a positive entropy change. It had been reported that an ~-cyclo- 
dextrin-l-adamantanecarboxylate system falls under this category 25). However, the 
reinvestigation of this system using a different methodology 26) has shown that the 
value of AS ° is slightly negative [--5.4 J/(K • mol)]. Uekama et al. 27) have shown that 
the complexation of [3-cyclodextrin with sulfamonomethoxine is apparently entropy- 
driven. Among the binding forces responsible for cyclodextrin complexation, only 
hydrophobic interaction is attended by a positive entropy change. Thus, it is obvious 
that hydrophobic interaction plays a primary role in the association of 13-cyclodextrin 
with l-alkanols. In the cases of 13-cyclodextrin complexes with such bulky alcohols 
as 2,2-dimethyl-1-propanol and cyclohexanol, the AH ° term is negative and the contri- 
bution of AS ° to the binding is less significant than in the complexes with 1-alkanols. 
Binding force(s) other than hydrophobic interaction must be responsible for the 
complex formation. It is reasonable to consider that the bulky alcohols are in close 
'van der Waals' contact with the [3-cyclodextrin cavity. The 'van der Waals' interaction 
is accompanied by a negative enthalpy change as well as a negative entropy change. 

Table 1. Thermodynamic parameters for the association of  cyclodextrin with alcohol in an aqueous 

solution at 25 °C 

Alcohol et-Cyclodextrin 13-Cyclodextrin 

AG ° AH ° AS ° AG ° AH ° AS ° 

kJ/mol kJ/mol kJ /mol .  K kJ/mol kJ/mol kJ/mol • K 

1-Butanol 
l-Pentanol 
l-Hexanol 
2,2-Dimethyl- 
1-propanoi 
Cyclohexanol 

--11.1 --12 - -  2 - -  7.0 2.9 33 
--14.3 --16 - -  5 --10.3 4.6 50 
--16.8 --19 --  8 --13.3 0.4 46 

- -  8.4 --12 --12 --15.5 - -  8.8 21 
--10.3 --14 --14 --15.3 --10.0 17 
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On the other hand, the values of AH ° and AS ° for o~-cyclodextrin-l-alkanol systems 
are significantly more negative than those for the corresponding l~-cycl~dextrin 
systems. 1-Alkanols must fit closely into the cavity ofat-cyclodextrin, so that the com- 
plexation is governed by 'van der Waals' interaction rather than by hydrophobic 
interaction. 

The van der Waals interaction generally consists of dipole-dipole and dipole-induced 
dipole interactions and London dispersion force. The importance of these forces in 
the cyclodextrin complexation has been emphasized through thermodynamic 14, 21-23, 
2s,29) and theoretical 3o-32) investigations. A remarkable feature of cyclodextrin 
complexation is that the van der Waals interaction plays a decisive role in regulating 
the geometry of cyclodextrin-guest inclusion complexes, especially when the guest 
molecules are large in size. The fact that bulky guest molecules are in close van der 
Waals contact with the cavity of cyclodextrin has been shown by means of X-ray 
crystallography on ~-cyclodextrin complexes with p-iodoaniline 33'34), sodium 
benzenesulfonate a°), p-nitrophenol 3s), p-hydroxybenzoic acid 3s), m-nitropheno131), 
2 - p y r r o l i d o n e  36), N,N~imethylformamide 36), m-nitroaniline 37), benzaldehyde as), 
y-aminobutyric acid 39), and 1-phenylethano140) and on 13-cyclodextrin complexes 
with p-nitroacetanilide 4~), p-ethylaniline 42), and 1-adamantanecarboxylic acid ,~a) 

Matsui ~) has computed energies (Evdw) due to the van der Waals interaction 
between a-cyclodextrin and some guest molecules by the use of Hill's potential 
equation 4s). 

E,aw = a- E E  gij(rij/dij) 6 -1- b-  ~ gij .exp ( d j c -  rij ) 
I J I J 

O) 

In this equation, the subscripts i and j denote interacting atoms belonging to 0t-cyclo- 
dextrin and a guest molecule respectively, di~, the interatomic distance, and rij and 
eij, the sum of van der Waals radii (r) and a geometrical mean of energetic parameters 
(e) respectively. The first and second terms of the right-hand side of this equation 
correspond to attractive and repulsive van der Waals interactions, respectively. The 
relative position of a guest molecule at which the Evaw value becomes minimum was 
searched for by the steepest descent method for nonlinear optimization programming. 
The results of calculation showed that a geometric relationship at which the Evdw 
value becomes minimal is in good agreement with that observed by X-ray crystallo- 
graphy for such guest molecules as 1-propano146) and p-nitrophenol 3s) (Fig. 2 and 3). 
However, a significant large deviation was found between the observed and the 
calculated geometries of the inclusion complex with such polar and/or small guest 
molecules as methanol 47) and krypton 4s) 

The relief of conformational strain energy in the ~-cyclodextrin-water adduct 
upon substrate inclusion is regarded as the main binding force of complexation by 
Saenger et al. 8 ,9 ,47 ,49 -53)  They demonstrated by X-ray crystallography that the 
macrocycle of at-cyclodextrin bears an unstrained hexagonal conformation in most 
of 0t-cyclodextrin adducts except for the 0~-cyclodextrin-water adduct, in which the 
macrocycle of~-cyclodextrin is unsymmetrically distorted and energetically unstable. 
It is thought that this binding force can occur only with ~-cyclodextrin, since uncom- 
plexed 13- and y-cyclodextrins are not strained ~9,s4-sa). However, the contribution 
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Z 

G6 1 G3 

8l  q,P 

0.1 nm 

Fig. 2. Geometries calculated (solid lines) and observed (bold dashed lines) for l-propanol in its 
~-cyclodextrin adduct. G3 and G6 denote the numbers of glucopyranose units of ~-cyclodextrin. 
H3 and H5 refer to the hydrogen atoms located inside of the cyclodextrin cavity, The hydrogen atoms 
for the observed geometry of l-propanol are not shown, since their atomic coordinates have not been 
determined. The observed 1-propanol is twofold disordered, with site a occupied 80 %, site b 20 %. 
Interatomic distances are shown in bold italics on fine dashed lines (nm). Reproduced with permission 
from the Chemical Society of Japan 

Z 

G6 G3 

. . . . . .  i \ . . . . . . .  X 

0 .1  nm 

Fig. 3. Geometries calculated (solid lines) 
and observed (bold dashed lines) for p- 
nitrophenol in its ~-cyclodextrin adduct. 
G3 and G6 denote the numbers of gluco- 
pyranose units of ~-cyclodextrin. Inter- 
atomic distances are shown in bold italics 
on fine dashed lines (nm). Reproduced 
with permission from the Chemical So- 
ciety of Japan 

of  this binding force to the formation of  ~-cyclodextrin inclusion complexes is still 
controversial. Structural 59), thermodynamic 14,24), and theoretical 31,32) considera- 
tions have suggested that this binding force is of  minor importance. 

It has been thought that hydrogen bonding is also one of  the binding forces in cyclo- 
dextrin complexation 6o, 61>. Several X-ray crystallographic investigations have shown 
that the C-6 primary hydroxyl groups on cyclodextrin are hydrogen bonded to 
polar guest molecules, such as potassium acetate 62), methanol 47,5s), ethanol 63), 
1-propanol 46>, Methyl Orange 64), sodium 1-propanesulfonate 65), p-nitrophenot ss), 
and p-hydroxybenzoic acid 35). Connors et al. 66) have suggested that the p-substituted 
groups capable of  functioning as hydrogen-bond donors increase the stability of  e~- 
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cyclodextrin complexes with the benzoate anions. However, no decisive evidence 
which substantiates that the hydrogen bonding also acts as a major driving force in 
an aqueous solution, has been presented. Griffith and Bender 6) regarded the hydrogen 
bonding as a minor binding force in water. 

Finally, we can conclude that the various intermolecular interactions described 
above act simultaneously. The extent to which these interactions contribute 
may depend on the nature of host and guest molecules. Therefore it is reasonable 
to postulate that the total free energy change (AG~) upon complexation is the sum 
of free energy changes due to hydrophobic interaction (AG~p), van der Waals inter- 
action (AG~%w), hydrogen bonding (AGhb), the relief of high energy water (AG~w), 

o . and the relief of conformational strain (AG,~). 

AG; = AG;  + + AG ,, + ACk.  + AG;o, (2) 

In this equation, AGr~ is taken to be negligible for 13- and 7-cyclodextrin systems and 
to be constant, if there is any, for the a-cyclodextrin system. The AG~w term is virtually 
independent of the kind of guest molecules, though it is dependent on the size of the 
cyclodextrin cavity. The AG~%w term is divided into two terms, AG,]~ and AGs°ter, 
which correspond to polar (dipole-dipole or dipole-induced dipole) interactions and 
London dispersion forces, respectively. The former is mainly governed by the elec- 
tronic factor, the latter by the steric factor, of a guest molecule. Thus, Eq. 2 is con- 
verted to Eq. 3 for the complexation of a particular cyclodextrin with a homogeneous 
series of guest molecules: 

AG~ = AG~p + AG~¢c + AG~,er + AGhb -k- Const. (3) 

The AG ° terms on the right-hand side of Eq. 3 can be reasonably correlated to 
the physicochemical properties of guest molecules. Thus, the AG~, AGe]ec, and 
AGster terms are closely associated with the hydrophobicity, polarity, and bulkiness 
of guest molecules, respectively. The hydrophobicity of a molecule is generally repre- 
sented by an indication, log P 2, 67) where P is a partition coefficient between an 
organic solvent and water. A parameter, n 2,67) is also widely used as a measure 
of the hydrophobicity of a substituent group. The dipole moment and the Hammett 
constant are good parameters for representing polarities of a molecule and a sub- 
stituent, respectively. A number of parameters, such as the Taft Es constant, the Han- 
cock's steric E~ constant, STERIMOL parameters, van der Waals molecular volume, 
molecular refraction (MR), and parachor, have been thought to be effective as indica- 
tions of  the steric factor of a molecule or a substituent 68). The AG~b term can be 
rationalized with the polarity of a molecule, so that the contribution of hydrogen 
bonding to total binding energy is represented by such a parameter as cr 69), when the 
effect of variable substituents on a specified hydrogen bonding group is considered. 
In such cases, no independent variable is required for hydrogen bonding in regression 
analysis. When the site of hydrogen bonding is located at the variable substituent 
position, an indicator variable, I~b, is available for representing hydrogen bonding 
ability 69). When the substituent can act as a hydrogen bonding donor or acceptor, 
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[!ab = 1, whereas Ihb = 0 when it is inert to hydrogen bonding. Since --AGt ° is pro- 
portional to log 1/Kd, where Kd is the dissociation constant o fa  cyclodextrin complex 
with a guest molecule, we can derive a quantitative structure-reactivity relationship 
as shown, for example, in Eq. 4: 

log 1/K d = an + bcr + cEs + dlhb if" e (4) 

In this equation, a, b, c, d, and e are regression coefficients. The quantitative structure- 
reactivity analyses of cyclodextrin inclusion processes are essentially based on this 
or a similar equation. 

3 Quantitative Structure-Reactivity Analyses 
of the Inclusion Processes of Cyclodextrin Complexes 

The thermodynamic stability of a cyclodextrin inclusion complex is generally expressed 
in terms of log 1/I~. The Kd is the dissociation constant of the complex. The log 1/Kd 
values determined for a variety of cyclodextrin-guest systems have frequently been 
correlated to the physicochemical properties of guest molecules. Thus, the log 1/Kd 
values were correlated to Hammett ~ constants 70) for ~-cyclodextrin-substituted 
benzoic acid complexes, to parachors 71) of guest molecules for ~-cyclodextrin- 
substituted phenyl acetate complexes, and to log Pc 27, 7z) of various drug molecules 
(Pc: the partition coefficient of a molecule between an organic solvent and water) 
for their ~- and 13-cyclodextrin complexes. Rosanske and Connors 73) showed that 
the log 1/Kd values for ~-cyctodextrin complexes with cinnamic acid and its related 
compounds decrease linearly with an increase in the dipole moment of substrates. 
This finding was ascribed to the hydrophobic environment of the cyclodextrin cavity. 
Connors et al. 66) showed that virtually linear correlations exist between log 1/Kd 
and the Hammett c~ value for a-cyclodextrin complexes with para-substituted benzoic 
acids and their conjugate anions. The slopes (Q) of the relations were negative (--0.31) 
for the acids and positive (0.77) for the conjugate bases. This observation was explained 
in terms of the difference in geometry of inclusion complexes between the undissociated 
and dissociated forms of the substrates: The carboxyl group enters the cyclodextrin 
cavity in the acid form, whereas the substituent group enters the cavity in the base 
form. A linear correlation was found to exist between the thermodynamic parameters 
AH ° and AS ° and the volumes of the substitutents of guest molecules for the com- 
plexation of 13-cyclodextrin with 2-substituted naphthalenes 74). Furthermore, the 
AH ° values for ~-cyclodextrin complexes with organic acids and phenols were linearly 
correlated to the displacement upon substrate inclusion of 13C chemical shift for the 
anomeric C-I atom of the cyclodextrin 29~. All the above-mentioned correlations 
served to elucidate the main driving forces contributing to the formation of cyclo- 
dextrin complexes. However, as described in the previous section, actual inclusion 
processes are governed by several simultaneous intermolecular interactions. Therefore, 
it is a primary problem to evaluate quantitatively the extent to which each binding 
force contributes. The quantitative structure-reactivity analysis developed by Hansch 
and Fujita 1-5) is a promising method for this purpose. 
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3.1 Inclusion of Alcohols and Bicyclic Phosphates 

Matsui and Mochida 24) have determined the thermodynamic stabilities (log 1/Ka) 
for ~- and 13-cyclodextrin complexes with a variety of  alcohols (Table 2) and analyzed 
the results in connection with the physicochemical properties of the guest molecules 
by the multivariate technique. The log 1/Kd values were plotted against log Pc, 
where P, is the partition coefficient of alcohol in a diethyl ether-water system. The 
plots for the ~- and 13-cyclodextrin complexes with eight 1-alkanols gave approximately 
straight lines with slopes of around one. 

For the ~-cyclodextrin system, 

log 1/Kd = 0.91 log P~ + 1.25 

n = 8 ,  r = 0.994, s = 0.153 

(5) 

and for the ~-cyclodextrin system, 

log 1/Ka = 0.94 log Pe + 0.58 

n = 8,  r = 0.994, s = 0.099 

(6) 

Figures 4 and 5 show the plots of log 1/Ka vs. log Pe for branched or cyclic alcohol- 
cyclodextrin systems. Both of the plots showed considerable scatter in contrast to 
the plots for 1-alkanol systems (solid lines). However, a remarkable trend was found 
by comparing both plots. Most of the plots for an ~-cyclodextrin system (Fig. 4) 
are located below the straight line due to Eq. 5, whereas those for a 13-cyctodextrin 
system (Fig. 5) are located above the straight line given by Eq. 6. This shows that it 
is general for a bulky alcohol to associate with ~-cyclodextrin less strongly and with 
13-cyclodextrin more strongly than a rod-like 1-alkanol if the log Pe values are the 
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Fig. 4. Plots of log t/Kd vs. log P. for complexes 
of ct-cyclodextrin with branched alkanols (O) 
and cyeloalkanols (0). The solid line was given 
by the plots for an at-cyclodextrin-l-alkanol 
system. Numbers shown refer to the numbers 
in the first column of Table 2. Reproduced with 
permission from the Chemical Society of Japan 
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Table  2. The  values  o f  log 1/Ka and  tog Pe a t  25 °C, toge the r  wi th  E~ a n d  E~,i,, for 
sys tems 

cyc lodex t r in -a lcohol  

No.  A lcoho l  log 1/Ka log  Pe  E, - - E ~ i  . (kJ /mol )  

ct-CD [3-CD a - C D  13-CD 

1 M e t h a n o l  - -0 .03  - -0 .49  --- 1.15 0.00 29.2 23.1 
2 E t h a n o l  0.75 - -0 .03  - -0 .50  - -0 .07  41.7 31.4 
3 1-Propanol  1.37 0.57 - -0 .02  - -0 .36  57.4 38.7 
4 2 -P ropano l  0.69 0.58 - 0 . 1 8  - 0 . 4 7  39.4 40.7 
5 1-Butanol  1.95 1.22 0.61 - -0 .39  65.5 47.7 
6 2 - M e t h y l - l - p r o p a n o l  1.44 1.62 0.65 - 0 . 9 3  42.7 49.4 
7 2-Butanol  1.42 1.19 0.41 - -1 .13  49.0 46.1 
8 2 -Methy l -2 -p ropano l  0.64 1.68 0.09 - -1 .54  32.8 51.3 
9 1-Pentanol  2.51 1.80 1.20 o -0A0 72.8 53.8 

10 2 - M e t h y l - l - b u t a n o l  2.04 2.08 1.13 - -  45.0 53.4 
11 3 - M e t h y l - l - b u t a n o l  1.87 2.25 1.19 - -0 .35  61.2 60.9 
12 2 ,2-Dimethyl -  1 -propanol  1.47 2.76 1.21 - -1 .74  48.9 58.9 
t3 2 -Pen tano l  2.13 1,49 0.89 - -  47.9 53.7 
14 3-Pentanol  1.94 1.35 0.96 - -  - -  - -  
15 3 -Methy l -2 -bu tano l  1.27 1.92 0.94 - -  - -  59.9 
16 2 -Methy l -2 -bu tano l  1.53 1.91 0.64 - -  34.9 62.2 
17 1-Hexanol  2.95 2.34 1.80 - -  79.5 58.8 
18 2 -Hexano l  2.55 1.98 1.58 - -  - -  - -  
19 4 -Methy l -2 -pen tano l  1.72 2.04 1.47 - -  - -  - -  
20 3 ,3 -Dimethy l -2 -bu tano l  1.30 2.75 1.56 - -  - -  - -  
21 2 -Methy l -2 -pen tano l  - -  1.99 1.16 - -  - -  - -  
22 3 -Methy l -3 -pen tano l  - -  2.15 1.10 - -  - -  - -  
23 l - H e p t a n o l  3.36 2.85 2.40 - -  85.4 61.5 
24 2-Methy l -2-hexanol  - -  2.33 1.79 - -  - -  - -  
25 3-Ethyl -3-pentanol  - -  2.28 1.63 - -  - -  - -  
26 1-Octanol  3.80 3.17 2.91 - -0 .33 87.8 63.9 
27 2-Octano l  3.15 3.13 2.87 - -  - -  - -  
28 C y c l o b u t a n o l  1.59 1.18 0.18 - -0 .06  - -  - -  
29 Cyc lopen t ano l  t .66 2.08 0.74 --0.51 - -  - -  
30 Cyc lohexano l  1.81 2.70 0.95 - -0 .79  - -  59.5 
31 Cyc lohep t ano l  1.90 3.23 1.22 - -1 .10  - -  - -  
32 Cyc looc t ano l  2.25 3.30 1.70 - -  - -  - -  
33 Benzyl  a lcohol  t ,33 1.70 0,96 - -0 .38  - -  45.4 
34 2-Phenyle thanol  - -  2.15 1.18 - -0 .38  - -  - -  
35 1 ,2-Ethanediol  - -0 .10  - 0 . 1 9  - -2 .27  - -  46.4 33.2 
36 1 ,3-Propanedio l  0.53 0.67 - -2 .00  - -  55.4 42.3 
37 1 ,4-Butanediol  0.91 0.64 - -  1.72 - -  69.3 49.7 
38 1 ,5-Pentanediol  1.50 1.22 - -1 .26  - -  75.9 55.6 
39 1 ,6-Hexanediol  1.97 1.69 - -0 .92  - -  82.6 59.9 
40 2 - M e t h o x y e t h a n o l  0.33 0.22 - -1 .28  - -  57.7 41.5 
41 2 -E thoxye thano l  0.89 0.49 . - 0 .86  - -  67.1 50.4 
42 2 -P ropoxye thano l  1.57 - -  - 0 . 1 1  - -  74.7 - -  
43 2 -Ch lo roe thano l  1.18 - -  0.00 - -  60.6 - -  
44 2 - B r o m o e t h a n o l  1.73 - -  0.29 - -  66.4 - -  

s a m e .  T a f t ' s  s t e r i c  s u b s t i t u e n t  c o n s t a n t  (E~) w a s  u s e d  f o r  a c o m p a r a t i v e  i n d e x  o f  

m o l e c u l a r  b u l k i n e s s  i n  t h e  q u a n t i t a t i v e  s t u d y  o f  s t r u c t u r e - a c t i v i t y  r e l a t i o n s h i p .  T h e  

c o r r e l a t i o n  a n a l y s i s  w i t h  t h e  k n o w n  v a l u e s  o f  E~ g a v e  E q s .  7 a n d  8. 
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Fig. 5. Plots of log 1/Kd vs. log P~ for complexes 
of I~-cyclodextrin with branched alkanols (©) 
and cycloalkanols (0). The solid line was given 
by the plots for a ~-cyclodextrin-l-alkanol 
system. Numbers shown refer to the numbers 
in the first column of Table 2. Reproduced 
with permission from the Chemical Society of 
Japan 

For  the ct-cyclodextrin system, 

log 1/Ka = 0.92 log Pc + 0.42Es + 1.24 

n = 17, r = 0.953, s = 0.271 

and for the 13-cyclodextrin system, 

(7) 

log 1/Kd = 0.97 log Pc - -  0.65Es + 0.60 

n = 18, r = 0.938, s = 0.383 

(8) 

These equations show that hydrophobic and steric (van der Waals) interactions are 
o f  prime importance in the inclusion processes o f  cyclodextrin-alcohol systems. The 
coefficient of  Es was positive in sign for an at-cyclodextrin system and negative for a 
13-cyclodextrin system. These clear-cut differences in sign reflect the fact that a bulky 
alcohol is subject to van der Waals repulsion by the ct-cyclodextrin cavity and to van 
der Waals attraction by the 13-cyclodextrin cavity. 

Matsui 7s) has computed energies (Emin) which correspond to the minimal values 
of  Evdw in Eq. 1 for cyclodextrin-alcohol systems (Table 2). Besides normal and 
branched alkanols, some diols, cellosolves, and haloalkanols were involved in the 
calculations. The Emln values obtained were adopted as a parameter representing 
the London dispersion force in place of  Es. Regression analysis gave Eqs. 9 and 10 
for ct- and 13-cyclodextrin systems respectively. 

log 1/Kd ----- 0.53 log Pc - -  0.026Emin - -  0.10 

n = 27,  r = 0.967, s = 0.25 

(9) 

log I/Kd = 0.34 log Pc - -  0.056Emi. - -  1.47 

n = 27,  r = 0.963, s = 0.27 

(10) 
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Again, these equations show that both hydrophobic and steric interactions are of 
primary importance in the inclusion processes. 

Ozoe et al. 76~ have determined the Kd values for complexes of ~- and 13-cycto- 
dextrin with a variety of 4-substituted bicyclic phosphates (4-substituted 2,6,7-trioxa- 
1-phosphabicyclo[2.2.2]octane 1-oxides, 1), which are highly toxic convulsants. 

x -~Oo0/~  --'0 

1 

Regression analysis of the results gave Eqs. 11 and 12 for~- and 13-cyclodextrin systems 
respectively. 

log l/Kd = 0.167r~ + 0.319E] + 2.036 
(0.090) (0.207) 

n = 17, r = 0.762, s = 0.224, F = 9.68 

01) 

log 1/Kd = 0.068rc -- 0.189E~ + 2.415 
(0.068) (0.135) 

n =  17, r = 0 . 8 2 6 ,  S = 0.135, F = 15.04 

(12) 

In these equations, n is the hydrophobic parameter of a bridgehead substituent and 
El, Hancock's steric parameter. Although the correlations were not good in terms 
of r, both equations were statistically significant at the 95 % level of confidence. 
Interestingly, the regression coefficient of the E] term was positive for the Gt-cyclo- 
dextrin system and negative for the 13-cyclodextrin system. This is quite similar to 
the finding for the cyclodextrin-alcohol systems. Bulky substituents of I are favorable 
for 13-cyclodextrin complexation, but unfavorable for ~-cyclodextrin complexation. 
These steric effects were attributed to the attractive and repulsive van der Waals 
interactions respectively. 

3.2 Inclusion of Phenols, Phenyi Acetates, and Related Compounds 

Silipo and Hansch 77~ have developed correlation equations for the formation of a- 
cyclodextrin-substituted phenyl acetate complexes (Eq. 13), ~-cyclodextrin-RCOO- 
complexes (Eq. 14), and 13-cyclodextrin-substituted phenylcyanoacetic acid anion 
complexes (Eq. 15). 

log l/Kd = 0.41MR3,4 + 1.53 
(0.17) (0.19) 

n = 12, r = 0.858, s = 0.154 

03) 
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log 1/Ka = 0.92MR - -  1.79 log (13 • 10 MR -+- 1) - -  0.82 
(0.22) (0.60) (0.57) 

n = 12, r = 0.962, s = 0.225 
optimum MR = 3.96, log 13 = --3.90 

(14) 

log 1/Ka = 0.76MR4 + 1.30 
(0.36) (0.18) 

n = 8,  r = 0.905, s = 0.131 

(15) 

In these equations, MR3,4, MR, and MP~ are the molar refractivities of 3- and 4- 
substituents, of R-, and of 4-substituents, respectively. All the equations exhibited 
positive coefficients of the MR terms. This suggests that the dispersion forces of 
substituents are actually responsible for the binding of ligands to cyclodextrin. Eq. 14 
shows that the stability of 0~-cyclodextrin-RCOO- complexes increases linearly up 
to MR = 4.0 and then falls off linearly. 

Nishioka and Fujita 7s) have determined the Ka values for c~- and 13-cyclodextrin 
complexes with m- and p-substituted phenols at pH 7.0. Taking into account the 
directionality in inclusion of a guest molecule, they assumed three and two probable 
orientational isomers for the cyclodextrin complexes with m- and p-substituted phenols 
respectively (Fig. 6). Then the observed Ka values were divided into two or three 
terms corresponding to the dissociation of the orientational isomers involved (Eqs. 
16, 17): 

OH OH X 

Kd(X) Kd(OR) 

,0.f% x, c % 
 \YI+\YI+ 

x I L22J 

Kd(X) Kd(OH) Kd(H) 

Fig. 6. Probable orientational isomers for 
cyclodextrin complexes with m- and p- 
substituted phenols 

For m-substituted phenols, 

1/Kd = 1/Kd(X)+ 1/Kd(OH)+ I/Kd(H) (16) 

and for p-substituted phenols, 

1/Kd = 1/Kd(X)+ 1/Ka(OH) (17) 

The values of Ka(H) were determined by the extrapolation to n = 0 of the virtually 
linear plots of log 1/Ka vs. n obtained for cyclodextrin complexes with methyl-, 
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ethyl- ,  n -p ropy l - ,  and  n -bu ty lpheno l s  (Table  3). The  values  o f  Kd(OH)  in Eqs.  16 

a n d  17 were  ca lcu la ted  f r o m  Eq. 18: 

log 1 /Kd(OH/X)  = 0.959~ ° + log 1 /Kd(OH/H)  (18) 

where  K d ( O H / X )  a n d  K d ( O H / H )  are the values o f  Kd(OH)  for  X- subs t i t u t ed  and  

unsubs t i t u t ed  pheno l s  respectively.  This  equa t i on  was  i n t roduced  on  the  a s s u m p t i o n  

tha t  the  inc lus ion o f  the O H  moie ty  o f  pheno l s  wi th in  the cyc lodext r in  cavity is in- 

f luenced by the  cr ° values  o f  the i r  subs t i tuen ts  to  the  s ame  ex ten t  as the t r ans fe r  o f  

the  pheno l s  f r o m  wate r  to  1-octanol  is inf luenced.  F o r  the  lat ter  process ,  Eq.  19 

h a d  been  f o r m u l a t e d  on  the  basis o f  the  regress ion  analysis  o f  pa r t i t i on  coeff ic ients  

for  subs t i tu ted  p h e n o l s  79~. 

rc (X/PhOH) = 1.028rt + 0.959cr ° + 0.00 

n = 13 ,  r = 0 .993 ,  s = 0.06 

T a b l e  3, The log 1/Kd(X) values for cyclodextrin-substituted phenol systems at pH 7.0 and 25 °C 
and the parameters of substituents 

Substituent log 1/Kd(X) 

13-Cyclodextrin c~-Cyclodextrin 

p-X-PhOH m-X-PhOH p-X-PhOH m-X-PhOH para meta 

H 1.89 1.66 1.08 1.16 0.00 0.00 0.00 
Me 2.36 1.98 1.51 1.17 0.56 --0.12 --0.07 
Et 2.86 2.60 2.13 1.90 1.02 --0.13 --0.07 
u-Pr 3.55 3.28 2.75 2.51 1.55 --0.13 --0.07 
iso-Pr 3.58 3.44 --  - -  1.53 --0.16 --0.07 
n-Bu 3.97 3.76 3.26 2.90 2.13 --0.16 --0.07 

--  2.06 --  --0.07 iso-Bu --  4.21 --  
- -  2.04 --0.16 -0.07 sec-Bu 4.18 4.06 --  

tert-Bu 4.56 4.41 --  --  1.98 --0.17 --0.07 
n-Amyl 4.19 --  3.36 --  2.65 --0.17 --0.07 

--  2.51 --0.18 --0.07 neo-Pentyl - -  4.79 --  
tert-Amyl 4.70 --  - -  - -  2.51 --0.17 --  
OH -- 1.40 0.86 1.12 --0.67 --0.13 0.04 
OMe 2.21 2.11 1.59 1.03 --0.02 --0.16 0.06 
OEt 2.33 2.35 .1.87 1.69 0.38 --0.14 0.04 

- -  0.85 --  0,04 O-iso-Pr - -  2.86 --  
F 1.73 1.70 0.91 --  0.14 0,17 0.35 
Cl 2.45 2.28 2.45 2.17 0.71 0.27 0.37 
Br 2.65 2.51 2.88 2.46 0.86 0.26 0.38 
I 3.05 2.93 3.33 3.12 1.12 0.27 0.35 
CHO 1.75 1.34 1.75 --  --0.65 0.49 0.30 
COMe 2.16 2.06 --  --  --0.55 0.46 0.34 

- -  0.06 0.46 0.34 COEt 2.63 2.61 --  
--  1.86 1.75 --0.57 0.69 0.62 CN 

Nitro - -  1.61 2.27 1.88 --0.28 0.82 0.70 
3,5-Di-CI - -  2.07 --  2.53 0.71 --  0.74 
3,5-Di-Br --  2.56 --  3.12 0.86 --  0.76 

- -  1.20 0.56 - -  --0.14 3,5-Di-Me --  
3,5-Di-OMe --  2.34 --  1.19 --0.02 --  0.12 
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The values of  Kd(OH/H) in Eq. 18 were estimated from the K d and Kd(H) values for 
unsubstituted phenol and/or the Kd(OH/OH) values for hydroxyphenols by use of 
Eq. 16 or 17. 

The Ka(X) values thus obtained (Table 3) were analyzed by the multivariant 
technique using such parameters as ~, c °, BI, Ib~¢h, and Ihb, where B1 is a STERIMOL 
parameter showing the minimum width of substituents from an axis connecting the 
s-atom of the substituents and the rest of molecule, and Ib,,~, an indicator variable 
representing the number of  branches in a substituent. 

For 13-cyclodextrin-p-X-phenols, 

log 1/Kd(X) = 0.922rc + 0.343Ihb + 0.355Ib,,¢h + 1.88 

(0.116) (0.243) (0.126) (0.165) 

n = 19, r = 0.989, s = 0.153 

(20) 

for ft-cyclodextrin-m-X-phenols, 

log 1/Ko(X) = 0.839rc + 0.454Ib~ch + 1.85 

(0.108) (0.154) (0.125) 

n = 25, r = 0.976, s = 0.219 

(21) 

for ct-cyclodextrin-p-X-phenols, 

log 1/Kd(X) = 0.762n + 1.64B1 + 0.534Iub - -  1.05 
(0.213) (0.559) (0.411) (0.90) 

n = 16, r = 0.961, s = 0.259 

(22) 

and for 0~-cyclodextrin-m-X-phenols, 

log 1/Ka(X ) = 0.849~t + 1.52~ ° + 1.17 (23) 

(0.194) (0.45) (0.21) 

n = 17, r --- 0.945, s = 0.260 

Upon formulating these relationships, phenols with branched alkyl substituents 
were not included in the data of ct-cyclodextrin systems, though they were includeA 
in 13-cyclodextrin systems. In all the above equations, the n term was statistically 
significant at the 99.5 Vo level of  confidence, indicating that the hydrophobic interac- 
tion plays a decisive role in the complexation of cyclodextrin with phenols. The 
Ibr,,~ term was statistically significant at the 99.5 ~ level of  confidence for [3-cyclo- 
dextrin complexes with m- and p-substituted phenols. The stability of the complexes 
increases with an increasing number of  branches in substituents. This was ascribed 
to the attractive van der Waals interaction due to the close fitness of the branched 
substituents to the 13-cyclodextrin cavity. The steric effect of substituents was also 
observed for ~-cyclodextrin complexes with p-substituted phenols (Eq. 22). In this 
case, the BI parameter was used in place of IbmCh, since no phenol with a branched 

75 



Y. Matsui, T. Nishioka, T. Fujita 

alkyl substituent was involved in data for this regression analysis. On the other hand, 
the B~ term was negligible in an ~-cyclodextrin-m-substituted phenol system, where 
the cr ° term, as well as the rr term, was statistically significant at the 99.5 ~ level of 
confidence. This electronic effect of substituents was explained in terms of probable 
hydrogen bonding between the C-2 and C-3 hydroxyl groups of ~-cyclodextrin and 
the phenol OH group of m-substituted phenols. An investigation with molecular 
models showed that these OH groups are located close to each other upon complexa- 
tion. The contribution of hydrogen bonding to the stability of inclusion complexes 
was also recognized for ct- and t3-cyclodextrin complexes with p-substituted phenols 
(Eqs. 20 and 22) by the fact that the Ihb term is statistically significant. The 1,9 term 
corresponds to the hydrogen bonding between the C-6 hydroxyl groups ofcyclodextrin 
and the substituents of phenols. It seems that the p-substituents are able to penetrate 
into the cyclodextrin cavity deeply enough to form hydrogen bonding with the C-6 
hydroxyl groups. 

Nishioka and Fujita 7s) concluded that the stabilities of cyclodextrin complexes 
with phenols are mainly governed by hydrophobic interaction, London dispersion 
forces, and hydrogen bonding, which act simultaneously. Furthermore, they suggested 
that the dominant orientation of a guest molecule within the cyclodextrin cavity 
is predictable by comparing the log 1/Kd(X) values, calculated by Eqs. 20 to 24, for 
the possible orientational isomers. For example, the log 1/K~(X) value was always 
larger than the corresponding log 1/Kd(OH) value for each cyclodextrin-alkylphenol 
system, suggesting that the alkyl moiety of the phenol is included within the cyclo- 
dextrin cavity in preference to the OH moiety. On the other hand, the log 1/K~(X) 
values for the complexes with such guests as nitro- and cyanophenols were either 
similar to or even smaller than the corresponding log I/Kd(OH) values, suggesting 
that the inclusion of the OH moiety in place of the nitro or cyano moiety is possible. 
These predictions were substantiated by 13C-NMR studies on the structures of 
cyclodextrin inclusion complexes in solution 80,8~) 

Matsui et al. 82) have analyzed the same data of log 1/Kd(X) for cyclodextrin- 
phenol systems from a somewhat different standpoint. They computed the minimal 
van der Waals interaction energies (Emin) for the systems by using the same method 
as described in a previous section (Table 4). The calculated Emin values were applied, 
in place of such steric parameters as Ibr,ch and Ba, to the correlation analysis. The 
correlations obtained are given in Eqs. 24 to 27. 

For 13-cyclodextrin-p-X-phenols, 

log 1/Kd(X) = 0.515~ --  0.0381Em~, + 0.573 (24) 

n = 19, r = 0.982, s = 0.196 

for [3-cyclodextrin-m-X-phenols, 

log 1/Kd(X) = 0.686n --  0.0312E~i, + 0.528 (25) 

n = 25, r = 0.951, s = 0.311 

for ct-cyclodextrin-p-X-phenols, 

log 1/Kd(X) = 0.841o ° -  0 .0596E, , i , -  1.26 (26) 

n = 16, r = 0.975, s = 0,200 
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Table 4. Van der Waals energy for cyclodextrin-phenol systems (--Emi.: k J/tool) 

Substituent I?,-Cyclodextrin ct-Cyclodextrin 

p-X-PhOH m-X-PhOH p-X-PhOH m-X-PhOH 

H 34.77 34.77 35.35 35.35 
Me 38.66 44.64 48.24 51.25 
Et 43.68 50.88 55.94 55.69 
n-Pr 52.67 53.35 69.33 69.12 
iso-Pr 55.30 58.20 - -  --  
n-Bu 61.59 59.25 80.42 80.29 
iso-Bu --  59.66 --  - -  
sec-Bu 61.34 70.48 - -  - -  
tert-Bu 70.75 73.26 --  - -  
n-Amyl 62.43 --  78.37 --  
neo-Pentyl - -  72.38 --  - -  
tert-Amyl 79.58 --  - -  - -  
OH -- 4t.97 40.21 43.05 
OMe 45.31 44.14 53.18 53.01 
OEt 52.05 50.00 57.49 66.73 
O-iso-Pr - -  54.45 --  - -  
F 35.69 38.66 35.65 --  
C1 40.92 46.19 52.30 55.44 
Br 43.26 52.01 61.30 64.27 
I 53.85 58.62 72.63 75.60 
CHO 36.57 43.25 45.73 --  
COMe 41.63 48.17 --  - -  
COEt 52.43 43.93 --  - -  
CN --  - 40.88 43.97 
Nitro --  47.95 52.26 55.15 
3,5-Di-C1 --  53.69 --  64.48 
3,5-Di-Br - -  62.72 --  75.52 
3,5-Di-Me --  - -  --  58.16 
3,5-Di-OMe --  46.07 --  55.90 

and  for  c t -cyc lodext r in -m-X-phenols ,  

log 1/Kd(X ) = 0.844cr ° - -  0.0462Emi" - -  0.968 (27) 

n = 17,  r = 0 .889 ,  s = 0.364 

The  resul ts  were  s imple  a n d  c lear -cut :  Only  the  two  t e rms  o f o  ° a n d  Emi n w e r e  involved 

for  the  ~-cyclodext r in  systems,  and  the  two t e rms  o f  rc and  Emln, for  [3-cyclodextrin 

systems.  This  m e a n s  tha t  the stabil i t ies o f  the  inc lus ion complexes  are  ma in ly  gove rned  

by the e lec t ronic  a n d  steric in te rac t ions  in ~-cyc lodext r in  sys tems and  by the  h y d r o -  

p h o b i c  a n d  steric in te rac t ions  in 13-cyclodextrin sys tems,  regardless  o f  the  pos i t i on  

o f  the  subs t i tuen t s  in the  pheno ls .  These  obse rva t i ons  agree well wi th  those  by 

H a r a t a  2a~, w h o  showed  tha t  there  is no  apprec iab le  d i f ference  in t h e r m o d y n a m i c  

p a r a m e t e r s  be tween  cyc lodex t r in  complexes  o f  m-  and  p -d i subs t i t u t ed  benzenes  and  

tha t  the c o n t r i b u t i o n  o f  the  en tha lpy  t e r m  to the  c o m p l e x a t i o n  is m o r e  s ignif icant  

in ct-cyclodextr in sys tems t h a n  in l~-cyclodextrin sys tems,  where  the inh ib i to ry  effect  
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of  the entropy term is less significant. The electronic term observed for the 0~-cyclo- 
dextrin systems could be attributed to the hydrogen bonding between the C-2 and 
C-3 hydroxyl groups of the cyclodextrin and the OH groups of phenols. However, 
another explanation is possible and may be plausible: The electronic term corresponds 

t o  the dipole-dipole interactions between the host and guest molecules. The tight 
fitting of a guest molecule into the relatively small ~-cyclodextrin cavity makes the 
role of the dipole-dipole i .teractions more important than in the case of  [3-cyclodextrin, 
with a larger cavity. The relatively poor correlation (r = 0.889) in the 0c-cyclodextrin- 
m-X-phenol system was explained in connection with the disagreement in direction 
of molecular dipole between the host and guest molecules. It might be thought that 
the absence of the n term in Eqs. 26 and 27 for a-cyclodextrin complexation is somewhat 
strange, since t h e n  term is apparently taking part in the foregoing equations (Eqs. 
22 and 23). However, statistically significant correlations were found to exist between 
Emi n and 7t: 

For an 0~-cyclodextrin-p-X-phenol system. 

--Emin = 12.8n + 47.8 (28) 

n = 16, r = 0.868, s = 7.4 

and for an 0~-cyclodextrin-m-X-phenol system, 

--Eml, = 13.2r~ + 52.1 (29) 

n = 17, r = 0.795, s = 7.7 

Thus, it is reasonable to regard the n term as being partly involved in the Em~n term 
of Eqs. 23 and 24. 

Nishioka and Fujita 7s~ have also determined the Kd values for~- and 13-cyclodextrin 
complexes with p- and/or m-substituted phenyl acetates through kinetic investigations 
on the alkaline hydrolysis of  the complexes. The Kd values obtained were analyzed 
in the same manner as those for cyclodextrin-phenol complexes to give the Ka(X) 
values (Table 5). The quantitative structure-activity relationships were formulated 
as Eqs. 30 to 32: 

For a 15-cyclodextrin-p-X-phenyl acetate system at pH 10.6, 

log 1/Ka(X ) = 0.625~ + 0.192Ib~.¢h + 2.20 (30) 
(0.08) (0.12) (0.10) 

n = 16, r = 0.981, s = 0.123 

for a 13-cyclodextrin-m-X-phenyl acetate system at pH 9.7, 

log 1/Ka(X) = 0.740rt + 0.237Ib~,a~ + 2.03 
(0.10) (0.17) (0.11) 

n = 19, r = 0.973, s = 0.163 

(3t) 
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Table 5. The log 1/Ka(X) values for cyclodextrin-phenyt acetate systems 

Substituent 13-Cyclodextrin et-Cyclodextrin 

p-X-PhOAc m-X-PhOAc m-X-PhOAc 

H 2.10 1.94 1.23 
Me 2.49 2.21 1.47 
Et 2.83 2.68 1.91 
n-Pr 3.15 3.28 2.42 
iso-Pr 2.88 3.36 -- 
n-Bu 3.62 3.66 2.85 
iso-Bu -- 3.83 -- 
tert-Bu 3.85 -- -- 
n-Amyl 3.80 -- -- 
OMe 2.45 2.03 1.38 
OEt 2.54 2.49 1.73 
O-iso-Pr -- 2.78 -- 
F 2.11 1.91 1.15 
C1 2.50 2.44 2.26 
Br 2.68 2.67 2.80 
I 3.00 3.07 3.32 
CHO -- 1.84 1.11 
COMe 2.17 2.08 -- 
COEt 2.32 2.38 -- 
CN -- 1.49 1.74 
Nitro 2.13 1.87 1.72 
3,5-Di-CI -- -- 2.48 
3,5-Di-Me -- -- 1.54 
3,5-Di-OMe -- -- 1.28 

for an 0t-cyclodextrin-m-X-phenyl acetate system at pH 9.7, 

log I/Kd(X) = 0.533n + 1.461B1 - -  0.643 
(0.19) (0.53) (0.82) 

n = 17, r = 0.936, s = 0.253 

(32) 

Only the hydrophobic and steric terms were involved in these equations. There are 
a few differences between these equations and the corresponding equations for cyclo- 
dextrin-substituted phenol systems. However, it is not  necessarily required that the 
mechanism for complexation between cyclodextrin and phenyl acetates be the same 
as that for cyclodextrin-phenol systems. The kinetically determined Ka values are 
concerned only with productive forms of inclusion complexes. The productive forms 
may be similar in structure to the tetrahedral intermediates of the reactions. To attain 
such geometry, the penetration of substituents of  phenyl acetates into the cyclodextrin 
cavity must be shallow, compared with the cases of the corresponding phenol systems, 
so that the hydrogen bonding between the substituents of  phenyl acetates and the 
C-6 hydroxyl groups of cyclodextrin may be impossible. 
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4 Proximity Effect in Cyclodextrin Catalysis 

Cyclodextrin catalyzes a number of organic reactions which occur in aqueous solu- 
tions 6,7,~o-~z) The reaction which is most extensively investigated in connection 
with cyclodextrin catalysis is the hydrolytic cleavage of organic esters 6, v). The catalytic 
process generally involves the prior formation of a cyclodextrin-substrate inclusion 
complex, followed by the nucleophilic attack of the cyclodextrin alkoxide ion on the 
reaction site of the included substrate, although Komiyama et al. 83,84) have recently 
presented a few exceptional cases in which the ester cleavage is subject to general 
base catalysis, rather than nucleophilic catalysis, by cyclodextrin. 

The catalytic site of cyclodextrin is the secondary hydroxyl group aligned around 
one edge of the toroidal molecule. The hydroxyl group acts as a weak acid and disso- 
ciates into the corresponding alkoxide ion in a strongly alkaline solution. The pK, value 
was first estimated to be 12.1 at 25 °C by analyzing the pH dependence of the cleavage 
of m-tolyl acetate in the presence of ~-cyclodextrin as). Recently, Gelb et al. 86, 87) 
have precisely determined the pK, values for ~-, t3-, and 7-cyclodextrins to be 12.332, 
12.202, and 12.081, respectively, at 25 °C by means of pH potentiometry. They also 
found that the 13C-NMR peaks of both C-2 and C-3 carbons are substantially dis- 
placed upon acid dissociation, whereas the C-6 peak shows lesser displacement. 
This fact clearly indicates that the C-2 and C-3 secondary hydroxyl groups rather 
than the C-6 primary hydroxyl groups are involved in the ionization process. However, 
it is not yet known whether the C-2 or C-3 alkoxide ion is the one which attacks a 
substrate first in cyclodextrin-catalyzed cleavage of phenyl esters. Breslow et al. 88, 89) 
have shown that the reactions of ~-cyclodextrin with a few p-nitrophenyl esters give 
an acylated 13-cyclodextrin which is, by NMR, a mixture of the C-2 acylated and C-3 
acylated compounds. Since acyl migration in glycol esters is fast, it is not clear whether 
the acylation occurs randomly or it goes specifically to one of the carbons, followed 
by equilibration. Interestingly, the cleavage of 3-nitrophenyl tosylate in the presence 
of 13-cyctodextrin yields exclusively the C-2 tosylated cyclodextrin 90,91) The tosyl 
group does not migrate once attached to the C-2 hydroxyl. This suggests that the 
acylation of cyclodextrin also occurs initially on the C-2 hydroxyl. A recent 1H-NMR 
study 92) has also suggested that the C-3 hydroxy hydrogens are hydrogen bonded to 
the C-2 hydroxyl oxygen and, therefore, the C-2 hydroxyl is more liable to dissociate 
into the conjugate base than the C-3 hydroxyl. However, Bergeron and Burton 93) 
have presented 1H- and 13C-NMR data which cast some doubt upon the premise 
that the C-3 hydroxyls are inherently unreactive and therefore uninvolved in cyclo- 
dextrin-catalyzed ester cleavage. 

The catalytic effect of cyclodextrin on ester hydrolysis is dependent on the structures 
of substrate and cyclodextrin. The rate accelerations imposed by the cyclodextrin 
are always larger for the m-substituted phenyl acetates than for the corresponding 
p-substituted phenyl acetates 6.7.71). This was explained by invoking a specific, rate- 
accelerating interaction between the secondary hydroxyl groups of cyclodextrin 
and the carbonyl group of the included ester: The carbonyl group is fixed in close 
proximity to the secondary hydroxyl groups of cyclodextrin in an m-substituted 
phenyi acetate complex, whereas it extends into the bulk solution, away from the 
secondary hydroxyl groups, in a p-substituted phenyl acetate complex. In the latter 
case, a considerable change in conformation of the inclusion complex is required 
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for the access of the carbonyl group to the secondary hydroxyl groups to react with 
each other. The conformational change should accompany an increase in enthalpy. 
When the carbonyl group is located in close proximity to the secondary hydroxyl 
groups in an inclusion complex, the activation energy required is so small that the 
rate acceleration is large. 

The concept that a geometric relationship between the catalytic site of cyclodextrin 
and the reaction site of a substrate is of primary importance has been substantiated 
by kinetic investigations for a variety of cyclodextrin-organic ester systems. Among 
them, a series of investigations by Breslow et al. 88,89,94,95) are most noticeable. 
At first, they modified 13-cyclodextrin by building in an intrusive floor, so that the 
cavity was well defined and shallower as). The modified cyclodextrin improved the 
rate of the m-tert-butylphenyl acetate cleavage by an order of magnitude, compared 
with the unmodified cyclodextrin. Even more striking effects were obtained by modify- 
ing the substrate geometry itself. In the optimum case examined in their earliest 
study as), the p-nitrophenyl ester of ferroceneacrylic acid showed a rate acceleration 
(k2/k,,) of more than 105 in comparison with acyl transfer (k2) to 13-cyclodextrin 
with spontaneous hydrolysis (ku,) under the same conditions. Further improvement 
in the rate acceleration was realized by freezing out residual rotational degrees of 
freedom in the acylation transition state. Thus, (E)-3-(carboxymethylene)-l,2-ferro- 
cenocyclohexene p-nitrophenyl ester (2) 89) and its cyclopentenoferrocene congener 94) 
showed rate accelerations of 3.2 x 106 and 5.9 x 106 respectively for one of their 
enantiomers. These large rate accelerations are comparable to those by such pro- 

Hc~CO2PNP 

teolytic enzymes as chymotrypsin. Besides these investigations, the effect of substrate 
structure on the rate acceleration has recently been studied on phenyl salicylates 96), 
thiocarboxylic S-esters 97), nitrophenyl 1-adamantanecarboxylates 98), and p-nitro- 
phenyl 1-adamantaneacetate 99) Fujita et al. loo, zoo) have shown that the modifica- 
tion of the 13-cyclodextrin C-6 hydroxyl group(s) results in a change in meta/para 
selectivity for the cyclodextrin catalyzed cleavage of substituted phenyl acetates. 
Similar effects of cyclodextrin modificatioti have recently been reported for such 
modified cyclodextrins as Qt-cyclodextrin-N-(N,N'-dimethylaminoethyl)acetohydrox- 
amic acid lo2), 0c-cyclodextrin-N-(4-imidazolemethyl)acetohydroxamic acid lo2), 0-[2- 
(hydroxyimino)ethyl]-~-cyclodextrin lo3), mono.(6_trimethylammonio.6~eoxy)_13" 
cyclodextrin l~), and l~-cyclodextrin having a hydroxamate group at the C-6 posi- 
tion x05). 

The importance of the proximity effect in cyclodextrin catalysis has been discussed 
on the basis of the structural data. Harata et al. 3:, 35) have determined the crystal 
structures of ct-cyclodextrin complexes with m- and p-nitrophenols by the X-ray 
method. Upon the assumption that m- and p-nitrophenyl acetates form inclusion 
complexes in the same manner as the corresponding nitrophenols, they estimated the 
distances between the carbonyl carbon atoms of the acetates and the adjacent second- 
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ary hydroxyl group of~-cyclodextrin to be 3.78 A in the m-nitrophenyl acetate complex 
and more than 5 A_ in the p-nitrophenyt acetate complex. Evidently, the carbonyl 
carbon atom of  m-nitrophenyl acetate can approach the secondary hydroxyl group 
more easily than that of the p-isomer. Komiyama and Hirai ao, lore have evaluated 
time-averaged distances (Dc-o) between the carbonyl carbon atoms of phenyl 
acetates and the C-2 hydroxyl oxygen atoms of cyclodextrin in the inclusion complexes 
by 1 H-NMR spectroscopy. They found that the magnitude (k2/kun) of the rate accelera- 
tion for the cleavage of the substrates by cyclodextrin increases with a decrease in 
the Dc-o  value. A similar relationship has been demonstrated by the theoretical 
analysis of the structures of the cyclodextrin complexes with substituted phenyl 
acetates lo7). The geometries of the inclusion complexes were determined by the calcu- 
lation of van der Waals energies, as have been described in previous sections. Con- 
sequently, the Dc-o  values were computed. The D c - o  values thus obtained agreed 
approximately with those determined experimentally. The magnitudes (log k2/ku,) 
of the rate accelerations were plotted against the Dc-o  values (Fig. 7). The plot gave 
a virtually hyperbolic curve, regardless of the size of the cyclodextrin cavity. These 
results clearly suggest that the rate acceleration is primarily governed by the proximity 
between the cyclodextrin catalytic site and the substrate reaction site in the inclusion 
complex. 
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Fig. 7. Plots of log k2/k,, vs. 
Dc-o determined by the calcula- 
tion of van der Waals energies for 
cyclodextrin complexes with m- 
and p-substituted phenyl acetates 

5 Quantitative Structure-Reactivity Analysis 
of Cyclodextrin Catalysis 

Quantitative structure-reactivity analysis is one of the most powerful tools for eluci- 
dating the mechanisms of organic reactions. In the earliest study, Van Etten et al. Vl) 
analyzed the pseudo-first-order rate constants for the alkaline hydrolysis of a variety 
of substituted phenyl acetates in the absence and in the presence of cyclodextrin. The 
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hydrolysis in the absence of cyclodextrin followed a normal Hammett  relationship 
between the logarithm of the rate constant (log ku~) and the appropriate Hammett  
substituent constant (0 or 0*). However, when the hydrolysis solution contained 
cyclodextrin, very large and variable accelerations were found, and the logarithm 
of the rate constant (log k2) did not follow a Hammett  relationship. Later, these data 
were analyzed by Silipo and Hansch 77) to give such correlation equations as Eqs. 33 
and 34: 

For the a-cyclodextrin-catalyzed cleavage of phenyl acetates, 

log k2 = 0 .64MR3 + 0 . 9 6 0  + 0 .51E, ,  - -  1.75 
(0.4t) (0.61) (0.27) (0.39) 
n = 11 , r = 0.960, s = 0.283 

(33) 

and for the uncatalyzed hydrolysis of phenyl acetates, 

log ku, = 0.790- -- 3.11 
(0.11) (0.06) 

n =  17, r = 0 . 9 6 8 ,  s = 0.111 

(34) 

In these equations, MR a is the molar refractivity of the 3-substituent, o and 0 - ,  
Hammett  substituent constants, and E~, a steric substituent constant of  the 4-sub- 
stituent. Equation 34 is a normal Hammett-type relationship. The parameter o -  
gave a better correlation than 0. On the other hand, Eq. 33 involves two steric par- 
ameters, MR3 and E~, in addition to the Hammett  substituent constant, 0. The positive 
coefficient of  MR3 indicates that a bulky substituent in the meta position facilitates 
the access of  the acetyl moiety of  the substrate to the secondary hydroxyl groups of 
cyclodextrin. The positive coefficient of E~, however, indicates a deleterious effect 
of bulky groups in the para position. The larger the group, the more negative its 
E~ constant. Bulky groups in the para position may displace the substrate so that it 
is not in a good position for nucleophilic attack by one of the ~-cyclodextrin OH 
groups. The effect of the cyclodextrin cavity size on the catalytic activity was also 
examined by the analysis of a larger data set of  the overall pseudo-first-order rate 
constants (kobsd) for substituted phenyl acetate hydrolyses. Equations 35 and 36 
were formulated for ct- and 13-cyclodextrin catalysts respectively. 

log kobsd = 0.95MR3 + 0.99~ + 0.31E~ -- 2.26 
(0.40) (0.46) (0.27) (0.37) 

n = 16, r = 0.925, s = 0.335 

(35) 

log  kobsd ~-- 0.89MR3 + 1.29o -- 2.34 
(0.20) (0.29) (0.14) 

(36) 

n = 15, r = 0.963, s = 0.183 

Equation 35 is very similar to Eq. 33, although the correlation is not as sharp. The 
most striking difference between Eqs. 35 and 36 is that the latter does not contain 
a term in E~. This means that para substituents have no effect on hydrolysis through 
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steric interactions. The obvious conclusion is that these substituents are not in contact 
with the cavity of  13-cyclodextrin. Their only effect on hydrolysis is electron with- 
drawal. 

Nishioka and Fujita 68, 78) have, independently of  Van Etten et al. 71), determined 
and analyzed the rate constants, k2, for the cyclodextrin-catalyzed cleavage of  m- 
and p-substituted phenyl acetates (Table 6). They have derived Eqs. 37 to 40: 

T a b l e  6. T h e  l o g  k 2 v a l u e s  fo r  c y c l o d e x t r i n - p h e n y l  ace t a t e  s y s t e m s  (k2 : s - 1 )  

S u b s t i t u e n t  13-Cyclodextr in  ~ - C y c l o d e x t r i n  

p - X - P h O A c  m - X - P h O A c  m - X - P h O A c  

( p H  10.6) ( p H  9.7) ( p H  9.7) 

H - - 1 . 9 8 7  - - 2 . 8 5 4  - - 2 . 3 7 4  

M e  - - 2 . 1 8 8  - - 2 . 6 1 8  - - 1 . 8 4 8  

E t  - - 2 . 4 9 5  - - 2 . 1 5 9  - -  1.710 

n - P r  - - 2 . 5 6 4  - - 2 , 0 6 7  - -  1.996 

i s o - P r  ---2.790 - -  1.914 - -  

n - B u  - - 2 . 5 1 4  - - 2 , 1 7 7  - - 2 . 0 3 6  

i s o - B u  - -  - -  1.932 - -  

t e r t - B u  - - 3 . 0 5 2  - -  - -  

n - A m y l  - 2 . 2 5 7  - -  - -  

O M e  - - 2 , 3 8 6  - - 2 , 4 6 6  - -  1.631 

O E t  - -  2 .652 - -  2 ,324 - -  1,790 

O - i s o - P r  - -  - - 2 . 0 2 0  - -  

F - -  t . 6 8 0  - - 2 . 3 7 0  - -  1.644 

C1 - -  1.656 - - 2 . 1 5 6  - -  1.349 

Br  - -  1,775 - - 2 . 0 2 4  - -  1,380 

I - - 2 . 0 6 2  - -  1.790 - - 1 . 4 3 4  

C H O  - -  - -  1.943 - -  1 0 6 4  

C O M e  - -  1.896 - -  1,629 - -  

C O E t  - 2 . 0 4 6  - -  1.410 - -  

C N  - -  - -  1.622 - -  0 .845 

N i t r o  ..... 1.047 - -  1.181 - - 0 , 7 2 1  

3 , 5 - D i - C I  - -  - - 0 . 8 7 9  

3 , 5 - D i - M e  - -  - -  1.745 

3 , 5 - D i - O M e  . . . .  1.199 

For  a [3-cyclodextrin-p-X-phenyt acetate system at pH t0.6, 

log k2 = 1.43~ ° -  0 .200Dm,x-  1.41 
(0.26) (0.07) (0.32) 

n = 16, r = 0.965, s = 0.142 

for a [~-cyclodextrin-m-X-phenyl acetate system at pH 9.7, 

log k2 = 1.28~ ° + 0.275Dmax -- 3.47 
(0.25) (0.06) (0.28) 

n = 19, r = 0.959, s = 0.123 

(37) 

(38) 
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for an c~-cyclodextrin-m-X-phenyl acetate system at pH 9.7, 

log k 2 = 1.45o ° + 0.878Dm,x - -  0.103D~ax - -  3.67 
(0.32) (0.44) (0.05) (0.92) 

n = 21 , r = 0.951, s = 0.158 

(39) 

and for an uncatalyzed alkaline hydrolysis (koH , M -1 rain -1) of phenyl acetates, 

log koH = 1.17o ° + 2.26 
(0.06) (0.02) 

n = 18, r = 0.996, s = 0.037 

(40) 

In these equations, Dma x is the larger of the summed values of STERIMOL par- 
ameters, Bi, for the opposite pair 68). It expresses the "maximum" total width of sub- 
stituents. The coefficients of the o ° terms in Eqs. 37 to 39 were virtually equal to 
that in Eq. 40. This means that the o ° terms essentially represent the hydrolytic 
reactivity of an ester itself and are virtually independent of cyclodextrin catalysis. 
The catalytic effect of cyclodextrin is only involved in the Dma x term. Interestingly, 
the coefficient of Dmax was negative in Eq. 37 and positive in Eq. 38. This fact indicates 
that bulky substituents at the meta position are favorable, while those at the para 
position unfavorable, for the rate acceleration in the [3-cyclodextrin catalysis. Similar 
results have been obtained for ~-cyclodextrin catalysis, but not for 13-cyclodextrin 
catalysis, by Silipo and Hansch described above. Equation 39 suggests the existence 
of an optimum "diameter" for the proper fit ofm-substituents in the cavity of~-cyclo- 
dextrin. The optimum Dmax value was estimated from Eq. 39 as 4.4A, which is 
approximately equivalent to the diameter of the a-cyclodextrin cavity. The situation 
is shown in Fig. 8. A similar parabolic relationship would be obtained for [3-cyclo- 
dextrin catalysis, too, if the correlation analysis involved phenyl acetates with such 
bulky substituents that they cannot be included within the 13-cyclodextrin cavity. 

A few examples have been reported in which no steric parameter is involved in the 
correlation analysis of cyclodextrin catalysis. Straub and Bender 108) showed that 
the maximal catalytic rate constant, k2, for the 13-cyclodextrin-catalyzed decarboxyla- 
tion of substituted phenylcyanoacetic acid anions (3) is correlated simply by the 
Hammett  cy parameter. 

x_~CH(CN)CO0 - 

3 

A similar correlation has been derived by Silipo and Hansch 77} with regard to 
the same reaction system (Eq. 41). 

log k_, = 2.090 -- 2.27 (41) 
(0.50) (0.15) 

n = 8 ,  r = 0.973, s = 0.165 
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Fig. 8. Parabolic relationship between 
reactivity with cyclodextrin and sub- 
stituent "diameter" of m-substituted 
phenyl acetates 

The rate acceleration imposed by [3-cyclodextrin was explained in terms of a micro- 
solvent effect :6) The inclusion of the substrate within the hydrophobic cavity of cyclo- 
dextrin simulates the changes in solvation which accompany the transfer of the 
substrate from water to an organic solvent. Uekama et at. lo9) have analyzed the 
substituent effect on the alkaline hydrolysis of 7-substituted coumarins (4) in the 

x£ 0 
4 

absence and in the presence of ~-, 13-, and ?-cyclodextrins by means of a modified 
Hammett equation (Eq. 42): 

log kobsd = Qm " O'm -It- Qp " (Yp -~ log ko (42) 

where Om and Cp refer to the ordinary meta and para substitution constants of the 7- 
substituent. This equation permits the estimation of the relative importance of two 
alternate paths in transmission of electronic effects of substituents to the reaction 
center. Good correlations were found, where both om and op were highly correlated 
to log kob~a. The ~m value was larger than the Qp value for the uncatalyzed and 7- 
cyclodextrin-catalyzed hydrolyses, whereas the reverse was true for a- and [3-cyclo- 
dextrin catalyzed hydrolyses. Again, these results were explained by invoking the 
microsolvent effect of cyclodextrin catalysis. 

6 Concluding Remarks 

As shown above, quantitative structure-reactivity analysis is very useful in elucidating 
the mechanisms of cyclodextrin complexation and cyclodextrin catalysis. This method 
enables us to separate several intermolecular interactions, acting simultaneously, 
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from one another in terms of  physicochemical parameters, to evaluate the extent to 
which each interaction contributes, and to predict thermodynamic stabilities and/or 
kinetic rate constants experimentally undetermined. Fortunately, the structures of  
cyclodextrin inclusion complexes as well as the binding and catalytic mechanisms of  
cyclodextrin have been widely and deeply investigated, so that it is possible to'examine 
the validity of  conclusions deduced from the correlation analysis. In most cases, 
the conclusions obtained are consistent with those deduced from experimental 
measurements. This fact provides a background for quantitative structure-reactivity 
analysis. 

However, some problems remain to be solved. Changes o f  steric parameters used 
for the correlation analysis sometimes caused considerable modifications of  the 
resulting regression equations, and, therefore, discussions on the relationships were 
modified to some extent. In order to overcome such discrepancies, it is necessary 
not only to increase the number o f  congeners examined but also to select an appro- 
priate set of  data for the correlation analysis. Furthermore, discussions on the magni- 
tudes o f  regression coefficients were not always satisfactory, although the signs o f  
the coefficients were always reasonable. In some cases, collinearities between such 
parameters as ~, Es, Emi,, and t~ ° were so high that the "independent" variables for 
the correlation analysis were not always independent. Then, the appparent magnitudes 
of  the regression coefficients do not correspond to the net contributions o f  inter- 
molecular and/or intramolecular interactions. Again, the selection of  appropriate 
substituents and an increase in the number of  data for the analysis are essential to 
overcome these problems. 
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1 Introduction 

Molecules can in principle recognize one another. The recognition generally means 
that a given molecule binds to only a certain molecule out of a large number of 
structurally related molecules 1) 

Amino acid side chains participate in the specific association of proteins with a 
variety of biomolecules, thus leading to enzyme-substrate 2), protein-protein a~, 
protein-nucleic acid 4), antibody-antigen s), and hormone-receptor recognition 6) 
For example, proteins such as restriction endonucleases and modification methylases 
can recognize the methyl group at the 5 and N6 positions of cytosine and adenine, 
respectively, lying within the recognition sequence in the DNA 7); it is striking that 
quite a simple chemical modification, methylation, of these bases serves to protect 
the cell's own DNA from being degraded by its restriction endonucleases s). Further- 
more, in the first step of the amino acid activation required for protein biosynthesis, 
each aminoacyl-tRNA synthetase must select only one amino acid from among the 
twenty kinds z~. Indeed, the selection is extremely precise: in the case of the isoleucine- 
specific system, the dissociation constant for the enzyme-substrate complex indicates 
that L-isoleucine is preferred over L-valine by a factor of 100 2), these two amino 
acids having the s-butyl and i-propyl groups, respectively, as their side chains. 

As in the case of biological systems mentioned above, highly specific molecular 
recognition can also be achieved in chemical systems, if appropriate "structural 
devices" are embedded in molecules. The biological importance of nonpolar groups 
such as amino acid side chains (e.g., Me, i-Pr, i-Bu, and PhCH2 groups) stimulated 
us to elucidate factors responsible for the specific recognition, especially of such 
nonpolar groups. One approach to this problem is to study the effect of the spatial 
relationship between the "interacting" groups in the respective molecules on the 
discrimination between them when they are held together. 

The present review intends to be illustrative rather than comprehensive, and focuses 
on the results of this study leading to the hypothesis 9~ _ the three-dimensional shape 
similarity between interacting groups in reacting molecules is responsible for more 
specific and precise molecular recognition than would otherwise be achieved -- and 
on the explanation of biological recognition on this basis. 

2 Shape Similarity Effect in Chemical Systems 

The problem of molecular recognition has attracted biologically oriented chemists 
since Emil Fischer's "lock-and-key" theory lo) Within the last two decades, many 
model compounds have been developed: micelle-forming detergents H), modified 
cyclodextrins lz), many kinds of crown-type compounds 13) including podands, 
coronands, cryptands, and spherands. Very extensive studies using these compounds 
have, however, not been made from a point of view of whether or not "shape similarity" 
affects the discrimination. 

2.1 Specifically Associating Model Compound 

It seems appropriate to utilize model compounds of relatively low molecular weight, 
in order for X-ray analysis to provide the highly accurate information on the spatial 
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relationship between interacting groups in the respective molecules participating 
in the recognition. Our model compound comprises a pair of acylurea derivatives 
(Fig. 1), open-chain analogs of pyrimidine bases (e.g., uracil and thymine). Sub- 
stituents A and D correspond to HSCH2 and HS(CH2)2, respectively, when the model 
compound is used for oxidation with oxygen; for crystalline 1 : 1 complex formation 
as a model reaction, A and D are similarly shaped groups (p-OzNC6H4 and 
p-Me2NC6H4). As R and R', various nonpolar groups were mainly used which 
included a series of straight-chain alkyl [Me(CH2).], branched alkyl [Me2CH(CH2),], 
cyclohexylalkyl [C6HI~(CH2).], phenylalkyl [Ph(CH2).], and para-substituted phenyl 
groups. 

/tO*---H 
A c N R / 

N - - C  

C--  N\  
D N C R '  

~H - ---()1 
Fig. 1. Structure of the model compound. R and R' represent 
the recognition sites. ----, Hydrogen bonding 

Acylurea derivatives are readily prepared in one step by addition of amines to acyl 
isocyanates in high yields (Eqs. 1 and 2) x4) 

O O 
II II H 

A - C - N = C = O  + H 2 N - R  , A - C N C N - R  
H II 

O 

(1) 

O O 
II II H 

D - N H  2 + O = C = N - C - R '  ~ D - N C N C - R '  
H II 

0 

(2) 

The chloroacetylurea derivative (A = C1CHz) obtained from the above addition 
(Eq. 1), on treatment first with thioacetic acid and Et3N and then with cysteamine, 
afforded the corresponding thiol (A = HSCH2) (Eq. 3) 15). 

0 o 0 0 If 
II H HSCCH3 + Et3N II II H 

C1CH2CNCN- R ~ CH3CSCH2CNCN - R 
H II H tl 

0 0 

H2NCH2CH2SH 
O 
II H 

HSCH2CNCN - R 
H B 

0 

(3) 
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An interesting structural feature of the model compound (Fig. 1) is that two pairs 
of  substituents (A - -  D and R --  R') are each brought close together through specific 
association via two NH ... O intermolecular hydrogen bonds between the inner 

O O 
H n HII 

- NC - units in the - CNCN - group 16) ("binding site"). Close proximity between 
It H 
O 

a pair of substituents R and R' ("recognition site") makes it possible to control the 
specificity of the model reactions. The pattern of  hydrogen bonding shown in Fig. 1 
is supported by X-ray diffraction (cf. Figs. 11 and 12). 

2.2 Selectivity in Oxidation of Thiols in Solution 

The correct pairing of half-cystine residues is shown to be dependent upon specific 
noncovatent bonds 17~. With this finding in mind, oxidation of a pair of  associating 
thiols (1 and 2) was chosen as a model reaction. Thiol I has the same group as cysteine 
side chain (HSCH2), 2 being a derivative of cysteamine. 

O 
II H 1 

HSCH 2 CN CN ~ R 
H I1 

o 
It:/ R I = ~ / c H 3  

XCH3 

lb R ~= 

0 

HSCH2CH2N~NHc~R 2 
H II 

O 
2aj R2= (CH2) j CH(CH3)2 
2b k R2= [CH2] k CH2CH2CH3 

2C R 2= " - - ~ ' Z  

2d R2= ( c ~ - - ~  

H S - X  + H S - Y  o2, S -X t  + S-XI  + S-YI  
S - X  S - Y  S - Y  

1 2 3 4 5 

(4) 

A 1 : 1 mixture of thiols (1 and 2), on treatment with oxygen in the presence of a 
catalytic amount of Et3N, gives one unsymmetrical (4) and two symmetrical disulfides 
(3 and 5) (Eq. 4). As a measure of the degree of the recognition between 1 and 2 in 
the oxidation, the selectivity (r) is employed which is represented by the logarithmic 
ratio of the yield of 4 to twice that of 3 (Eq. 5). The r is so defined as to become zero 
when oxidation yields the three disulfides in a 1 : 2:1 ratio. In the present case, the 
recognition process is followed by covalent bond formation. 

r = In ([4]/(2[3])) (5) 

94 



The Role of Molecular Shape Similarity in Specific Molecular Recognition 

2.2.1 Structure Dependence of  the Selectivity 

2.2.1.1 Structures of  the Recognition Sites 

The oxidat ion described here was performed in 80 % (v/v) ace ton i t r i l e - -20  % water 
(mole fraction o f  water = 0.42) at  35.0 °C. Figure 2 shows the selectivity as a function 
o f  the number  o f  carbon a toms in R 2. In the case of  oxidat ion o f  la and 2a (R 2 = 
branched alkyl groups),  the selectivity reaches a sharp maximum (r = 2 . 4 ) a t  
the isopentyl  group (j = 2)18). F o r  R 2 = straight-chain alkyl groups,  al ternat ion 
in the selectivity is clearly observed ls~ The difference between the r value for la 
and 2a2 and that  for la and 2b2 reaches up to 3.7. 

-1 

-2  
L I I I I 

3 4 5 6 7 

Number of Carbon Atoms in R 2 

"C 

:= 
U 

tD Fig. 2. Dependence of the selectivity (r) in oxida- 
tion of la and 2 in 80% (v/v) MeCN -- 20% 
HzO at 35.0 °C on the number of carbon atoms 
in R 2 18) The selectivity was originally repre- 
sented by the ratio of the yield of 4 to that of 
3 181 The molar ratio la:2 is 1:1. O, R 2 
= (CH~)jCHMe2; 0 ,  R z = (CH2)kCH2CH2Me 

The r value for lb and 2a2 was very low, compared  with that  for la and 2a2 19) 
Considering that  a pair  o f  the recognition sites producing the highest selectivity 
(Fig. 2) both contain the branched groups (i.e., N M e  2 and i-Pr), these observations 
suggest that  shape similari ty between R 1 and R 2 increases the selectivity. 

Table 1. The selectivity (r) in oxidation of la and 2c in 80 % 
(v/v) MeCN --  20 % H20 at 35.0 °C for thepara-substituent 
Z. 9~ The molar ratio la:2c is 1:1 

/ M e  
Z CH N!~ O/-~ Me CI 

\ M e  "%0 
r 1.2 1.2 --  0.86 --  1.0 
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This view is supported by further studies on the selectivity for la and 2c having 
para-substituted phenyl groups as R 2. The CHMe2 and NO2 groups as Z of  2c, 
both with a branched structure similar to the NMe2 group of  la, give higher selectivity 
than sphere-like groups (Me and C1) (Table 1) 9). 

Enzyme activity is reduced by binding of  an inhibitor to the enzyme. Inhibitors 
have structures analogous to that o f  the specific substrate 20). Thus, in a nonenzymatic 
associating system, the presence o f  a substance ("deceptor") similar in geometrical 
shape to the reacting molecule might be expected to affect chemical events. When 
a deceptor (6 or 7) - -  a derivative having the methyl group instead of  the HS group 
of  1 or 2 - -  is added to a 1 : 1 mixture o f  I and 2, thiol 1 (or 2) could not differentiate 

o 0 
II a C H a C H 2 C N C N ~ R  3 IIH CH3CH2CH2NCNC~R ~ 
HII ~ H I1 

O O 
5 7 

thiol 2 (or 1) from deceptor 7 (or 6), thereby resulting in changes in the selectivity. 
Indeed, for oxidation of  la and 2az (R 2 = i-C5H11) in the presence of  6 at 35.0 °C 
in aqueous acetonitrile, the r value is reduced sharply from 2.4 (the value in the 
absence of  6) to 0.79, 21) as shown in Fig. 3 where the selectivity is plotted against 
the A value z2) _ the free energy difference AG ( =  - - R T  In K) involved in the axial- 
equatorial equilibrium of  substituted cyclohexanes - -  for R 3. Of  special interest is 
that (i) the r value becomes lowest at R 3 = NMe2 (the same group as the para- 
substituent o f  la) and (ii) the r value for R 3 = i-Pr is similar to that for R 3 = NMez. 
In addition, the selectivity decreases more markedly for R 3 = i-Pr (r = 0.97) than 
for R 3 = n-Pr (r = 1.8) 21) 

A 
t .  

v 

. m  
> 

t O  

2.0 

1.5 

1.0 

H 

O 
B r  

OMe 

NO2 

I 

1.0 

A 

Et 

Me 
O 

i-Pr 

Q 

NMe2 • 

I 

2.0 

Fig. 3. Plot of the selectivity (r) in oxida- 
tion of la and 2a2 in the presence of 6 
in 80% (v/v) MeCN--20% H20 at 
35.0 °C against the A value for R a 21~ 
The molar ratio 1a:2a2:6 is 1:1:1. The 
point for R3= n-Pr (r = 1.8) is not 
shown, since its A value is unavailable 
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The same phenomenon was observed for oxidation o f  la and 2a2 in the presence 
of  7. When a series o f  branched alkyl groups are used as R 4, the selectivity shows a 
minimum at the isopentyl group (Fig. 4) 21). The r value o f  1.4 for R 4 = n-CsH~ 
differs largely from that for R 4 = i-CsH~ ~ (r = 0.30)2~. These results demonstrate 
that the more closely the substituent R 4 of  7 resembles the isopentyl group of  2 
in geometrical shape, the more remarkably the selectivity is lowered. 

The selectivity in the presence o f  7 also reached a minimum at the 2-phenylethyl 
group when a series o f  phenylalkyl groups were used as R 4 (Fig. 4) 2~). This finding, 
together with the selectivity data for oxidation o f  la and 2a2 or 2d (Fig. 4), suggests 
that the 2-phenylethyl group resembles the isopentyl group most closely among 
the phenylalkyl groups examined. The relationship between these two groups will 
be further discussed in Section 2.3.1. 

v 

:> 

U 

U3 

- !  

~ ~ ~ ssp//~.1~~, p/ 

i I I 
4 5 6 

Number of Carbon Atoms 

Fig. 4. Dependence of the selectivity (r) in oxida- 
tion of la and 2a2 in the presence of 7 [R 4 
= (CH2)jCHMe2 (O) and (CH2),Ph (A)] and 
in oxidation of la and 2 [R 2 = (CH2)~CHMe2 
(C)) and (CH2)xPh (•)] in 80~ (v/v) MeCN -- 
20 ~ H20 at 35.0 °C on the number of carbon 
atoms in R 4 and R 2 21). With the (CH2)xPh 
groups, the number of carbon atoms is counted 
as "x + 3". The molar ratio la: 2a2 : 7 is 1 : 1 : 1 

2.2.1.2 Structures of the Binding Sites 

Another  example o f  the shape similarity effect on molecular recognition involves 
the similarity between the structures of  the binding sites. Investigation was made for 
four reaction systems I - IV  each consisting o f a  1 : 1 mixture ofthiols H S - - X  and H S - - Y  

(Fig. 5), with the number (m or n) of amide unit ( _ O H - )  being altered. The m or n 
of  2 corresponds to the acylurea bond. As is evident from Fig. 6, the r reaches a 
maximum when the numbers o f  the amide units in H S - - X  and H S - - Y  are equal to each 
other (i.e., when m - -  n = 0) in each of  the four systems 23). In system IV, the selectivity 
can be said to decrease largely on changing m from 2 to 3, though the r value could 
not be determined for technical reasons. 
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HSCH2(~H)m--RD 
( H S - X )  

System [ 

System ]1 

System nl 

System IV 

HSCH2CH2(NC)n-- R A 

(HS-Y) 

m=0.1 ,2  ; n = l  ; Ro=Ph ; RA=i -C3H ? 

m=0 ,1 ,2  ; n= l  ; RD©Ph ; RA=i-CsH11 

m--l,2 ; n=2 ; Ro=Ph; RA=i-CsHll 

m=1.2,3; n=2 ; R D = - ' ~ N M e  2 ; RA=i-CsHll 

Fig. 5. Structure of reaction sys- 
tems I--IV. Each system is com- 
posed of a pair of thiols (HS--X 
and HS--Y). The symbols m and 
n are the numbers of amide units 
in the thiols 

"C 
"-" 1 

¢ J  

( b  

u~ 0 

-i  

-1 
I I ¸ 

0 ! 

/T / -  r~ 

Fig. 6. Plot of the selectivity (r) in oxidation of 
s y s t e m s  I--IV in 80 ~ (v/v) MeCN -- 20 ~o H20 
at 35.0 °C against " m -  n" 2~ The symbols 
m and n are as in Fig. 5. The selectivity was 
originally represented by the ratio of the yield of 4 
to that of 3 23) The molar ratio H S- -X : H S- -Y  
is 1 : 1. A, System I; A, system II; O, system III; 
O, system IV 

2.2.2 Other Possible Factors Affecting the Selectivity 

In this Section, possible factors influencing the selectivity other than shape similarity 
and shape-specific weak interactions (Sect. 2.4) are discussed. These mainly include 
intermolecular association, exchange reactions, and hydrophobic interaction. In 
connection with intermolecular association and crystalline 1:1 complex formation 
(Sect. 2.3), tetrameric intermediates are also discussed. 

2.2.2.1 Intermolecular Association 

The ability of a solute to associate with itself can be expressed by the degree of associa- 
tion (f). The f is obtained by dividing the stoichiometric mole fraction of the solute 
by the effective mole fraction of the solute. Assuming that a single multimer species 
in equilibrium with a monomer is a dimer,fvalues range from 1.0 to 2.0 24) 
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At 36.0 °C and 0.01 M in benzene,f  values for 8 and 9 are less than 1.05, those for 1 
and 2 ranging from 1.3 to 1.5; 23) this suggests that 1 and 2 associate strongly with 

o o 

HSCH2~N H HSCH2CH2NC--K 

9(2 R5= (CH2}iCH{CH3) 2 
9b Rs: {CH2) x C6Hs 

themselves, while 8 and 9 associate very weakly with themselves and that 8 associates 
very weakly with 9, or even with 2a because of the marked difference in fbetween 8 
and 2a. The selectivity in oxidation of 8 and 9 (j = 0 to 3 and x = 1 to 3) or of  8 
and 2a (j = 0 to 2) changed only slightly from 0 to - -  0.2 or from - -  0.3 to - -  0.5, 
respectively ~5). This is also the case with oxidation of a pair of  simple thiols, 
HSCH2CO2Et and an alkanethiol [HS--R 6 (10), R 6 = (CH2)jCHMe2 (j = 0 
to 3)] is). Comparison of the structure dependence of the selectivity for the associating 
system (1 and 2) with that for the nonassociating system (e.g., 8 and 9) leads to the 
conclusion that intermolecular association is the first requirement for molecular 
recognition. 

Spectroscopic studies of I and 2, made by using the dilution technique, confirmed 
their strong association in solution 16). First, infrared spectra in CDCIa showed the 
NH stretching vibration bands due to intermolecular hydrogen bonds at 3266 cm-  
for la, 3246 cm-  1 for 2a2, and 3240 cm-  ~ for 262 as well as intramolecular hydrogen 
bonds at 3355 cm -1 for la, 3316 cm -1 for 2a2, and 3308 cm -~ for 2b2. Second, 
~H N M R  spectra in CDC13 revealed that (i) on mixing of equimolar amounts of  
la and 2a2 (or 2b2), the NH ~ and NH v protons were largely shifted downfield, while 
the NH a and N H  ~ protons underwent small shifts and (ii) the concentration depend- 
ence of the chemical shifts of  the NH ~ and N H  ~ resonances was less sharp when la 
and 2a2 (or 262) were dissolved individually than when they were mixed together. 
These data indicate that la and 2a2 (or 2b2) form weak complexes with each other as 
well as with themselves. 

I f  weak complexes present in solution consist of dimers alone (Fig. 7), association 
patterns of  homodimers (11 and 13) are of the head-to-tail type, that of heterodimer 
(12) being of the head-to-head type, since the two acylurea bonds in 1 and 2 extend 

is ,o-... . O - - . H  ,,0---. 
HSCH2-CN_c/N~R'  HSCH2-C I'~N -- C " k - - R '  R2 C~N -- C N -CH2CH2SH 

I ~.~, / ~. 
" o . o / + : -~, • . l , I I 4" ! l 

O H 0 ~ 0 N 
,,,~ / ~",. I ",'~ 1 

--N /C--N rC--N 
R ' - - ~  )tC- CH2SH HSCH2CH2- N ~ C - - R  2 HSCH2CH2- N ? C - - R  2 

H-'-O Xl"l-..d' H"-O 

t l  12 13 

Fig. 7. Association patterns of three dimers 11-13 16). ----, Hydrogen bonding 
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HS '  .-"-,,, X'SH 
x' "!" 

HS ~ i - ~  x' 
X '  "" : " ' :  S H  

-I- 
HS :-, :-, Y' 

; "v, • 

' i  i.: ..'. SH + 
HS -,,k~--!- Y' 

Y' "~"J SH 

15 

X-- :',,r,, SH HS :-,,..-,, X' 
H H S ~  S i  ~ ~ X' + . . . .  

• : : . . . . . .  SHsH Y - " - - - ~  ~o~'-"-SH y' t. ~;--:- 

HS "" ": Y' X' ": = 

-I- 

HS .r,j-,, X' 
HS: i :  : 

H S ", ~-V Y' 
HS "q"~ X' 

16 17 18 
Fig. 8. Association schemes of tetramers 14-18 formed by dimerization of dimers 11-1314b, 16, 26) 
.... , Hydrogen bonding responsible for stabilization of dimers; ...... , noncovalent weak interactions 
responsible for stabilization of tetramers. The symbols X' and Y' represent R t and R 2, respectively. 
In association schemes of tetramers 14, 15, and 17, the configurations of the lower dimer units 
are so modified as to be consistent with the crystal structures (Figs. 13 and 15) 

in the opposite direction to each other. However, homodimers o f  head-to-tail confor- 
mation cannot explain the selective formation of  the symmetrical disulfide (i.e., 
r < 0) in some cases (Fig. 2). Furthermore, t h e f v a l u e  o f  1.95 for 2az at 0.06 M in 
CC14 suggests the presence of  higher aggregates in addition to dimers. From these 
results, tetramers - -  two homotetramers (14 and 15) and three heterotetramers 
(16-18) - -  in equilibrium with dimers (11-13) and monomers  (1 and 2) are suggested 
to be intermediates in the oxidation (Fig. 8) 16). Among many possibilities, five 
tetramers are chosen according to the criteria that (i) the ratio o f  I to 2 in hetero- 
tetramers is t : I and (ii) the stabilization o f  tetramers may become strongest. 

The finding that the oxidation of la  and 2c (Z = H, Me, and Et) shows large negative 
activation entropies ( - -  51 to - -  45 cal K -~ mol -~) 26) can be understood by the 
tetrameric intermediates mentioned above. 

There is considerable evidence for the presence of  tetramers in chemical (e.g., cyclic 
tetramer formation of  Et2NH in cyclohexane 27) and of  EtSH in argon matrices 2s)) 
and biological systems (e.g., the hemoglobins o f  higher animals composed of  two 
pairs o f  unlike polypeptide chains 29)). 

2.2.2.2 Exchange Reactions 

The thiol--disulfide exchange reaction between 2 and 3 was slow in the presence of  
a catalytic amount  of  EtaN under argon ~,b, ~L Thus, the product ratio in the exchange 
reaction differed entirely from that in the oxidation. The disulfide--disulfide exchange 
reaction did not take place to any appreciable extent in the presence o f  a catalytic 
amount  of  both la and EtaN under argon ~s). These results, together with no apprec- 
iable changes in r values with the reaction time, indicate that the product ratio is 
kinetically controlled is) 

The selectivity is neither controlled by solubility differences between thiols 14b, 18) 
l a  and 2 and between disulfides ls~ 3-5 nor by whether the reaction is heterogeneous 
or homogeneous ts) 
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2.2.2.3 Hydrophobic Interaction 

The solvent used in the oxidation described here is aqueous acetonitrile. Therefore, 
hydrophobic interaction 3o) may operate between the recognition sites. 

The strength of hydrophobic interaction (hydrophobicity) increases linearly with 
increasing surface area of the nonpolar group removed from contact with water 31). 
The rc value 32~ (a parameter of hydrophobicity), defined as rc = log Px --  log Pn 
where PN is the partition coel~cient of a parent molecule between two solvents (1- 
octanol and water) and Px is that for a derivative, increases in the order i-Pr < n-Pr < 
i-Bu < n-Bu < n-CsH11 < n-C6Ht3 < n-CTH15; a3) the order of n values for R 2 in 2a 
and 2b differs markedly from that of the corresponding r values (Fig. 2) ~s). Further, 
no relationship exists between the order of rc values for Z (i.e., i-Pr > C1 > Me > 
NO2) in 2c and that of the corresponding r values (Table 1) 9). 

Hydrophobicity represented by AG ° for the transfer of solute from the pure liquid 
to aqueous solution increases progressively with increasing temperature 34). There is, 
however, an extremum in the temperature--selectivity plot in some cases (e.g., 
R 2 = i-CsHI~, Ph, and p-MeC6H4)14b, 18). It appears that the observed selectivity 
cannot be explained in terms of hydrophobic interaction. 

2.3 Crystalline 1:1 Complex Formation 

Weak complex formation between la and 2 in solution has already been mentioned 
(Sect. 2.2.2.1). This suggests the possibility that crystalline complexes would be 
produced for a suitable substituent, R 2. When R 2 was various kinds of alkyl groups, 
however, attempts to form crystalline complexes failed. The HSCH2 and HSCH2CH 2 
groups were then replaced by a pair of groups similar in shape to each other, 
p-O2NC6H 4 and p-Me2NC6H4, with the expectation that these two groups would 
serve to stabilize weak complexes. 

/~ % U H 7 M e X ~  IIH 8 
~N----(" ")----CNCN--R N---~" ")--NCNC--R 

o M e / - x = / .  
19 20 

Compounds 19 and 20 gave the crystalline 1 : 1 molecular complex in some cases, 
when dissolved in acetonitrile or N,N-dimethylformamide followed by slow evapora- 
tion at room temperature 35). The complex formation occured only for n 7 q- ns > 5 
where n 7 and ns were the carbon numbers along the longest straight chains for R 7 

and R s, respectively. Branched alkyl and phenylalkyl groups tend to stabilize the 
crystalline complexes to a greater extent when paired with branched alkyl groups 
than when paired with straight-chain alkyl groups. Noteworthy is that (i) the color 
of the crystalline complexes varies markedly from pale yellow to reddish brown and 
to dark purple with the structures of R 7 and R s (cf. Fig. 9), in sharp contrast to their 
components (19 and 20) being generally colorless crystals and (ii) solutions of the 
crystalline complexes in acetonitrile are colorless in most cases 35) 
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2.3.1 S t ruc ture  Dependence  o f  the Complex  F o r m a t i o n  

Crysta l l ine  1 : I complex fo rmat ion  can  be regarded as molecular  recogni t ion  in the 
process of  crystal l ization.  Since the fo rmat ion  o f  a new type of  the crystal l ine 1 : 1 
complex  depends  o n  the shapes o f  R 7 and  R s 35), the inf luence o f  the spatial  re la t ion-  
ship be tween  R 7 and  R 8 on  the complex  fo rmat ion  was investigated.  

t~ 
t w  

c,O 

M e - ~  

Me2N(CH2) 2 

Me2CH(CH2) 2 

.(p m - -  -~ 

p pb 

+ 

dp 

+ - -  + + + - -  + 

bp o py dp y 

+ - -  + + + + + - -  

rp rb  rb o db y 

I I . . . . . . . . . . . . . . .  i I I I I r 

n-Ct, H 9 i-C~Hg n-CsHll i-CsH11 Ph PhCH z Ph(CH2) 2 M e - ~ -  

R 8 
Fig. 9. Crystalline 1 : 1 molechlar complex formation between 19 and 20 for various combinations 
of R 7 and R s 9). + ,  Complex formation; --,  no complex formation. The color of the complexes: 
bp, brownish purple; rp, reddish purple; o, orange; rb, reddish brown; py, pale yellow; p, purple; 
dp, dark purple; db, dark brown; y, yellow; pb, pale brown 

¢O 
O" 

I-CsH. 

PhCHz 

Ph(CH~)2 

Ph(CH2)3 

. . . . .  + + - + + 

_ - - -  + - _ _ + - + 

- -  + - -  _ _ + + - -  + + 

- -  + . . . .  + + + + 

t t I i z,, t 1 ! i i 

t'C4Hg ne°'CsH'l 0 ~ C"2 ~ M , ~ -  E t ' ~  ~ C H  2 ~h(CHz) 2 Pt~{CH2)3 

R 7 
Fig. 10. Crystalline 1 : l complex formation between 19 and 20 for various combinations of R 7 a n d  

R a 2x) +,  Complex formation; --,  no complex formation 
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Among the nine possible combinations where R 7 is a phenylalkyl group [Ph(CH2)x, 
x = 0 to 2] and R 8 is a cyclohexylalkyl group [C6Hll(CH2)p, p = 0 to 2], only two 
afford the complexes each having two spatially similar groups with the same number 
of carbon atoms: the pairs Ph--C6H11 and Ph(CH2)2--C6H11 (CH2)2 9). In this regard, 
it is interesting that the Ph and cyclohexyl groups are similar in three-dimensional 
shape to each other as indicated by CPK models. Figure 9 shows that (i) the groups 
Me2CH(CH2)2 and Me2N(CH2)2 as RT, both with a branched structure, give the 
complexes with approximately the same probability when paired with a variety 
of groups as R 8 and (ii) the same is also true for the pair ofpara-substituted phenyl 
groups, p-MeC6H4 and p-CICrI-L 9). 

The idea of similarity between the isopentyl and 2-phenylethyl groups (Sect. 2.2.1.1) 
receives support from the results for the complex formation between 19 and 20 
(Fig. I0). Comparison of the complex formation data for R 8 = i-C5Hll with those 
for R 8 = PhCH2, Ph(CH2)2, and Ph(CH2)3 indicates that, of  the three phenylalkyl 
groups, the 2-phenylethyl group shows the closest similarity to the isopentyl group 
in the trend of the complex formation 21) 

The need of the acylurea site participating in intermolecular hydrogen bonding 
(cf. Figs. 11 and 12) for the complex formation is exemplified by the fact that a 1 : 1 
mixture of N-(p-dimethylaminophenyl)phenylacetamide (21) and N-isobutyl-p-nitro- 
benzamide (22) gives no crystalline complexes under the same conditions as with 
19 and 20. The trend of the complex formation often changes, when the combinations 
o f  R 7 and R s are reversed 35) 

2.3.2 Crystal Structures of the Complexes 

The pattern of hydrogen bonding between a pair of acylurea derivatives revealed 
by X-ray analysis was consistent with that predicted by spectroscopic studies. Typical 
examples are illustrated in Figs. 11 and 12; 3s-a7) two NH ... O intermolecular 
hydrogen bonds connect the two molecules. This holds true for the other acylurea 
derivative 20 (R s = CH2Ph) 38) and 1 : 1 complexes whose crystal structures were so 
far determined. 

Fig. 11. Hydrogen bond pattern 
in the crystalline 1:1 complex 
(R 7 = i-Bu, R 8 = CH2Ph ) ss). 
The thin lines indicate hydrogen 
bonds 
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Fig. 12. Hydrogen bond pat- 
tern in the crystal of la 37). 
The thin lines indicate hydro- 
gen bonds 

O O 
HigH II 

The acylurea moiety, - N C N C -  , of  ta is planar within -t-0.017flk, 37) that 
of  20 (R s = CH2Ph) being less planar 38) The mean plane of the acylurea moiety 
of la makes an angle of  about 4 ° with the benzene ring of the p-Me2NC6H# group, 
where the Me groups deviate significantly from the mean plane of  the benzene ring 37) 
The packing mode of the four molecules in the crystal of  la  (Fig. 13) corresponds to 
the association scheme of tetramer 14 (Fig. 8). The acylurea moiety and the benzene 
ring of the Me2NC6H4 group overlap each other 37) 

Fig. 13. Stereoscopic view of the packing arrangement of the four la molecules 37) The thin lines 
indicate hydrogen bonds 
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As can be seen from the crystal structure of  the 1 : 1 complex for R 7 = i-Bu and 
R 8 = CH2Ph (Fig. 14), the two Me groups of the p-Me2NC6H4 group are capped 
by the CH2Ph group in the other molecule of 20.36) Further, the two nonpolar groups - -  
the phenylalanine and leucine side chains - -  are brought close together. 

¥ (0,0,11 (112,1,11 

Fig. 14. Crystal structure of  the 1 : 1 complex (R 7 = i-Bu, R 8 = CH2Ph) showing the contacts of  the 
CH2Ph group with the i-Bu and Me groups 36) 

Fig. 15. Stereoscopic view of  a tetramer composed of  two hydrogen-bonded 1 : 1 complex units 
(R 7 = i-CsHll,  R 8 = (CH2)2Ph) 9). The thin lines indicate hydrogen bonds 

Figure 15 shows a stereoscopic view of the crystalline I:1 complex where 
R 7 = i-C5Hll and R 8 = (CH~)2Ph 9). The packing mode of the four molecules in 
the unit cell of this complex corresponds to the association scheme of tetramer 17 
(Fig. 8). Of  particular interest is that a pair of  groups with similar geometrical shape, 
NMe2 and CHMe2 [part of C6HgNMe2 and (CHz)2CHMe2], are in close contact. 
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This provides substantial evidence for shape similarity effect on the specific recogni- 
tion. 

2.4 Shape-Specific Weak Interactions 

The observed selectivity in the oxidation varies drastically with the shape of nonpolar 
groups R 2 (Sect. 2.2.1)l*b'lS'25L The crystalline 1:1 complex formation depends 
on the shape of nonpolar groups R 7 and R s (Sect. 2.3.1)9,35) These observations 
led us to assume the presence of specific weak interactions 19~ related to geometrical 
shape of the recognition sites. 

This type of interactions are considered to possess the following features l,b). 
(i) their energies are smaller than that for the hydrogen bond and similar in order 

of magnitude to that for the so-called van der Waals interactions; 
(ii) they operate individually between groups; 

(iii) they reflect the three-dimensional shape of interacting groups. 
Recently, experimental evidence has been presented which indicates that the alkyl-- 

phenyl interaction is specific for the three-dimensional shape of the alkyt group, 
by using gas--liquid partition chromatography 39). The interaction of a phenyl group 
is more attractive with a cyclohexyl group, and probably with a branched alkyl group, 
than with the corresponding straight-chain alkyl group 39). 

3 Shape Similarity Effect in Biological Systems 

A receptor is a surface membrane component, usually a protein, which regulates 
some biological event in response to reversible binding of a relatively small molecule 40). 
The precise three-dimensional structures of the binding sites of receptors still remain 
unknown today. Thus, this section mainly describes the correlation of shape similarity 
between the molecules which would bind to a given receptor with their biological 
activity. 

Diphenylhydantoin (23), diazepam (24), phenacemide (25), and ethylphenacemide 
(26) are all potent anticonvulsants 41). The first two drugs, though chemically unrelated, 
have similarities in their three-dimensional structures ,2). The other two open-chain 
acetylurea derivatives 25 and 26 in the crystalline state bear striking stereochemical 

Ct 

/~--NH CH3--N /N q O O 
?H~C--NH--C--NH2 
R 

23 2,(. 25 R = H  
26 R = C2H 5 
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resemblances to 23, due to NH ... O intramolecular hydrogen bond leading to a 
pseudocyclic conformation (Fig. 16) 41), as observed for la (Fig. 12) 37) 

O 

N N 

Fig. 16. Perspective drawing of the molecular conforma- 
tion of 25 4~) 

In anticholinergic agents (27) the Ph and cyclohexyl groups used as R are bioisosteric 
groups -- chemical groups which, though not necessarily isosteric in the chemical 
sense, are considered to be equivalent and interchangeable as far as their contribution 
to the biological activity of drugs is concerned43L Moreover, aminopyrine (28) 
and its analog (29) each with the NMe2 or i-Pr group possess antipyretic activity 44). 

Q SH oH3 
~ ~ ~ C 

® H 3 CH3 
R C--O--CH2~CH2--N (CH3)3 

II CH3 CH3 CH3 CH3 
O 

27 28 29 

The ant Iridornyrmex pruinosus utilizes 2-heptanone as an alarm pheromone. 
Figure 17 illustrates the existence of a close correlation of the similarity between 
2-heptanone and its analogs in molecular model silhouettes with their alarm activity 45). 
It is noteworthy that the replacement of the methylene group in position 3 of 2- 
heptanone by the ether linkage yields n-butyl acetate which has the same activity as 
the natural pheromone. Considerable activity is still retained even when the carbonyl 
group is replaced by the hydroxyl group. 

Olfactory and stereochemical similarities to benzaldehyde have been examined for 
a large number of homologs of benzaldehyde and nitrobenzene each with the Me, Et, 
i-Pr, or t-Bu group at the ortho, meta, orpara position. There exists a strong correlation 
between the two: the more closely a compound resembles benzaldehyde in molecular 
shape, the more similar it is to benzaldehyde in almond odour 46). 

Most enzymes consist of several identical or different subunits. It is known that 
subunits of similar activity but different origin, which therefore differ in size and 
amino acid composition and sequence, replace each other in oligomeric enzymes, 
leading to the formation of enzyme chimeras of catalytic activity 47). The feasibility 
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Structura[ Alarm Structura[ Atarm 
stereochemica[ formutas activity stereochemica[ formutos activity 

5 

L 

4 

one 3 

2-  Pentanone 

e 

3 

sec-n-Octyl ether 

3 

2- Heptanol. 

2 

Fig. 17. Correlation of the molecular silhouettes of the natural alarm pheromone (2-heptanone) 
and its analogs with their alarm activity ¢5~ (Copyright 1969 by the AAAS) 

of exchange of subunits indicates that the shape required for specific association of 
the subunits is very similar 47). In this connection, X-ray studies have revealed that 
whale myoglobin and the hemoglobin of an insect larva, while differing in more than 
80~o of their amino acid sequence, possess almost identical three-dimensional 
structures ¢7~. 

4 Concluding Remarks 

Similarity effect on chemical events may be traced back to the old empirical rule 
that "like dissolves like" (similia similibus solvuntur). This rule, however, implies 
the similarity between solute and solvent molecules in polarity or functional group, 
but not in molecular shape. 
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The concept of "isosterism" 4s) has been used in medicinal chemistry. Molecules 
or groups which possess physicochemical similarity (e.g., similarity in size or the 
number of valence electrons) are called isosteres. The classical isosteres include, 
for instance, the following two pairs of groups: 

(i) Me and Cl; 
(ii) - -CH2--  and - -O-- .  
The selectivity in oxidation of la  and 2c for Z = i-Pr and NO2, one being an 

electron-donating group and the other an electron-withdrawing group, was exactly 
the same (Table 1). This observation cannot be interpreted by any existing substituent 
constants including the ~ 49), ~ 50), A 22), and MR 5o). Furthermore, the selectivity 
for la and 2a2 (R 2 = i-CsHI 1) differed sharply from that for la  and 2b2 (R 2 = n-CsHll) 
(Fig. 2), these two groups as R 2 being very similar in electronic effect; this would 
also not be understood by any existing substituent constants, the available constants 
for these two groups being only the v 51) (0.68 for the two) and E~ s2) [ _  0.40 and 
--  0.35 for n- and i-CsHI~ (cf. --  0.39 and --  0.93 for n- and i-Bu)]. These results 
would be better explained in terms of shape-specific weak interactions. 

The "similarity recognition hypothesis" presented here would be applicable to 
the specific and precise discrimination in chemical and biological systems. It is hoped 
that this review will serve to stimulate further work on the physicochemical origin 
of the shape-similarity effect on specific molecular recognition, for example, work 
on weak interactions specific for the three-dimensional shape of interacting groups. 
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1 Introduction 

Since first reported in 1967 by Pedersen 1) synthetic macrocyclic polyethers ("crown 
ethers") have aroused great interest in almost every field of chemistry 1 2-9). Con- 
siderable fundamental knowledge of the chemistry of these compounds has accu- 
mulated and now a great deal of effort is being directed toward their application. 
On the other hand, macrocyclic saturated polyamines having N donors in place of 
the O donors typical of crown ethers have, until recently, been viewed mostly as host 
ligands for transition metal and heavy metal ions. Studies of the macrocyclic poly- 
amines have involved the thermodynamics and kinetics of complexation and the 
structures of their complexes s, lo, 11,12) 

18- membered 18- membered 
macrocyclic rnacrocyclic 
hextlether haxaamine 

( [ 18] crown-6) [ [18] azacoronared-6} 

Interesl~ in macrocyclic polyamines has been mostly limited to that shown by 
coordination chemists. 

Macrocyclic polyamines may be viewed as an extended form of linear poly- 
amines 13-16) with one less degree of saturation. Polyamines with lower degrees of 
saturation, have important biological functions. Compounds such as macrocyclic 
polyimines s, 17~ and porphyrines ls~, function as 02 carders and activators, promote 
photosynthesis, form the basic structure of vitamine B12, etc., and for these reasons 
have been subjects of intense investigation. 

. .3 C. .3 
H2 H2 H2 H 2 

Trien 2,3,2-tet 
Linear tetraamines 

~ One lower degree 
of saturation 

Cycten Cyclorn 
Macrocycficl tetraamines 

1 Topics Curr. Chem. Vol. 8 (1981), 101 (1982), 121 (1984), Springer Verlag, Heidelberg/New York 
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~ More lessening in the 
degree of saturation 

Macrocyclic Porphyrin 
polyimine 

In addition, the linear, biogenic polyamines, spermidine and spermine, originally 
isolated from human sperm 19), have been long known. Their structures are shown 
below. 

Spermidine The rm ine  Spermine 
Biogenic polyomines 

N N - )  
H2 H 2 

Thermospermine 

Their biological and physiological significance have only recently been broadly 
recognized 20). 

A correlation of enhanced synthesis of polyamines with rapid growth or cell 
proliferation has been observed 21). From a physiological point of view, polyamines 
are implicated as regulators of cell proliferative activity 22). It is well known that 
polyamines, as protonated polycations, can bind with nucleotide and nucleic acid 
anions 23, 24) to affect biochemical reactivities and stabilize tertiary structures 25.26). 

Recently considerable attention has been directed at anion binding ligands. 
Macrobicyclic 27-29) and macrotricyclic amines 30.31) were topologically designed 
to host anions such as spherical CI-,  linear N~-32~. These anion substrates are 
incorporated into macrocyclic cavities lined with appropriate anion-binding sites 
capable of forming hydrogen bonds like those of protonated amines (see L below). 

/(CH2)9,,, 
® ® ® 
N-H.-'(~--H-N 

" (  C H 2)9 / 

Other types of complexons for polyanions (e.g. polycarboxylates and phosphates) 
are linear ligands with polyguanidinium cations or polyammonium cations as 
functional groups 33). 

Recently, systematic studies of macromonocyclic polyamines have revealed 
reactivities with biological cations and anions which may give significant insight 
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Chart 1. Structure and abbreviated nomenclature of macrocyclic saturated polyamines and their 
relevant compounds. 

Triamines 

~/~H~ ~/ H~ HN~L~N~ H <rH~ ~N NH~N 
HN,L_/NH HNLvJNH H2 N % H 2 H2 

[9]ane N 3 [10Jane N3 [14lane N3 Dien Spermidine 
( Cyclic spermidine } 

Tetraamines 

[12]one NL [13lane N~ [14lane N4 iso-[14]ane N4 [15]ane N~ [16lane NL, 
(Cyclen) (Cyclem) 

~ H ~ ~  ~ H NI//-~N~I~ HN~--~NH ~N(/~N H H / ~ , H  

H2 H 2 1-12 H 2 

iso-[16]ane N 4 [17] ane N~ [18lone N~ [20lone N~ Trien Spermine 
(Cyclic spermine ) (Cyclic spermine) (Cyclic spermine) 

Pentaamines Hexaamines 

NN N. N N . N ~N N~ 
~NL_, N ~ ~ N k v ~  ~'N N J LN N ~1 

H k_zH H2 142 

[15]one Ns [16lone Ns [tT]ane N5 letren 

Hexaamines 

H 
HN~N%H H,~O~N H 

H H 
[18lane NS [18.lane NsO 

NH2 H 

(CH2) n 
/ 

H I~Nv~NH N H(~__/L/~H 
H H 

Py [18lane N6 [16lone N 5 [24lone N6 [32lane N6, n=7 
BuNH2-telling [38]one N 6, n=|0 

Octaamine 

"©NL)" 

[32Jane NO 
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into anion complex chemistry and implications for many biochemical, physiological, 
and pharmacological phenomena. As one potential application of macrocyclic 
polyamines, dissolution of urinary calculi has been tested 34.35) 

2 Structures and Abbreviations 

The macromonocyclic polyamines and the relevant compounds to be dealt with in 
this paper are shown in Chart I, along with abbreviation. For the synthetic procedures 
and physical properties of these compounds readers are requested to consult the 
references. 

3 Proton Uptake Properties 

The characteristic property distinguishing macrocyclic polyamines from their 
linear counterparts is seen in successive protonation. One is the higher N basicity 
to the first proton; and another is a sudden drop of N basicities in the later stages 
of protonation. Table 1 lists the protonation constants (Eq. 1) for the macrocyclic 
polyamines in comparison with the corresponding values for their linear homologues. 
When a linear triamine (e .g .  dien)36, 37) is cyclized to, say, (9)aneN3, the basicity 
of the first amine increases (log K~ = 10.59 vs  9.70), but the basicity of the second 
and especially the third amine diminish (log K2 = 6.88 vs  8.95, log K3 < t vs  4.25) 36) 

H i _ I L  (i-1)+ + H + ~__ Hi Li+ 

[Hi Li+] 
K~ = - -  (1) 

[Hi_l L(i- 1)+ ] [H +] 

By virtue of the conformational restraint imposed by the cyclic structure of(9)aneN3, 
three of the N orbitals containing non-bonding electron pairs are directed toward 
the center of the cavity. The increased electron density in the macrocyclic cavity 
facilitates the first H + uptake, resulting in the higher//1 value. With the first proton 
in place, the effect of the close proximity of the nitrogen bases retards the second 
protonation. The third protonation constant, log//3, of macrocyclic triamines is 
particularly small (less than 1), because the third proton is subject to steric and/or 
electrostatic repulsion from the two protons already coordinated and is probably 
inhibited from entering the nitrogen cavity. 

A similar argument holds for tetraamines 16, 36-4o). The basicities of macrocyclic 
systems for the first and second protons are higher and the subsequent basicities 
for the third and fourth protons are much lower than the corresponding basicities of 
linear tetraamines. According to the X-ray structural analysis of (14)aneN 4 • 2 HC104, 
the two protons are incorporated centrosymmetrically within the cavity 4~). Among 
the 12- to 15-membered tetraamines, (14)aneN4 exhibits the highest values of the 
first and second protonation constants, indicating that it assumes the most stable 
conformation for enclosure of one and two protons. When the ring size expands 
and conformational restraint is removed, as in the case of cyclic spermines (e.g. 
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Eiichi Kimura 

(18)aneN4) 42,43) the protonation trend characteristic of the smaller macrocyclic 
systems disappears and the protonations occur successively, as with linear tetra- 
amines. 

~-N H N j 
H k , ~ H  

Diprotonoted form of 
[12]-(15] one N4 

H H 

H ~ H  

TetraprotonQted form of 
[181 one N~ 
(a cyclic spermine) 

Macrocyclic pentaamines follow similar amine basicity patterns 44). Thus, as the 
ring size increases the values o f / Q  and K5 become higher, converging to the corre- 
sponding values for the linear pentaamine, tetren. With macrocyctic hexaamines, 
a similar protonation pattern persists. While the 18-membered hexaamine [I 8]ane N 6 
is found to exhibit the protonation characteristics of conformationally restrained 
macrocyclic systems 45) the 24-membered hexaamine (24)aneN6 is more like a linear 
system in its reaction with protons 46). Thus, the latter can hold almost six protons 
to act as H6 L6+ and the former acts as H3 L3+ at neutral pH (Fig. 1). 

(-.H 

H I,,~-,~ H <../~ 

[18] ane N6 [24] ane N6 Fig. 1. The most predominant species at neutral pH 

4 Uptake of Alkaline Metal Ions and Alkaline Earth Metal Ions. 
Crown Ether-like Functions 

Since the N donor is softer than the O donor, macrocyclic polyamines tend to bind 
strongly with softer metal ions (e.g. transition metals) and were not considered to 
be better than macrocyctic polyethers in complexing hard metal ions such as alkali 
metals or alkaline earth metal ions 4v). Macrocyclic hexaamines turned out to be 
exceptional. (18)aneN 6 4s) and its homologues 48) can form 1:1 complexes ir[ aqueous 
alkaline solutions with K +, Ca 2+, Sr 2+ or La 3+ (Table 2). For instance, Ca z+ is 
sequestered at pH values greater than 9. Considering the protonation constants, 
the reactive species are seen to be those having fewer than two protons 45). It is an 

H f---~ H (--N 
H N (/nH'~ NH - -  

n52 

H H 

HN~'NH 
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Macrocyclic Polyamines as Biological Cation and Anion Complexones 

Table 2. 1 : 1 Complex formation constants log KML (25 °C, 1 0.2 M) 

Metal Ligand 
Ion 

[18]aneN6 a [18]aneNsO b Py[18]aneN6 b BuNH2-[16]aneN5 b 18-Crown-6 c 

Na ÷ Nil Nil Nil Nil 0.8 
K ÷ 0.8 Nil Nil Nil 2.03 
Mg z÷ Nil Nil Nil 2.5 Nit 
Ca 2÷ 2.5 2.30 2.70 Nil 0.5 > 
Sr 2+ 3.2 2.7 
Pb 2+ 14.1 4.3 

a) Ref. 4~, b) Ref. 4a ), c) Izatt, R. M., Terry, R. E., Haymore, B. L., Hansen, L. D., Dalley, N. K., 
Avondet, A. G., Christensen, J. J., J. Am. Chem. Soc. 98, 7620 (1976). 

interesting comparison tha~ Ca(NH3) 2+ must be prepared under anhydrous con- 
ditions and is very unstable in the presence of  water (immediately dissociating into 
Ca 2 + (aq) and NH3). The macrocyclic linkage of  (18)aneN6 establishes a high energy 
barrier to dissociation of  the six amine donors  f rom the central metal  ion, thus making 
the 1 : 1 complexes relatively stable. 

While [18]crown-6 has a higher affinity for K ÷ than for Ca 2÷, [18]azacoronand-6 
displays the opposite preference. The strong coordinate bonding character o f  Ca 2 ÷- 
(18)aneN6 may  account for its higher stability compared  to Ca 2 ÷-[18]crown-6 whose 
bonding nature is mostly electrostatic. This explanation als accounts for the higher 
stability of  Sr 2 +- and Pb 2 ÷-(18)aneN 6 complexes 45). Replacement of  an amine donor 
of  (18)aneN 6 by an O donor ((18)aneNsO) or a pyridyl N donor (py (18)aneN6) 
reduces the affinity for metal  ions except for Ca 2 +. 

Neither of  these 18-membered macrocyclic ligands can form complexes with 
Mg 2 +. One probable reason is that the cavity size is too big for the smaller Mg 2 + ion. 
In this respect, a macrocyclic pentaamine with an n-butyl amine tail (n-BuNH2- 
(16)aneNs) is very interesting in that it can bind with Mg 2+, but not with Ca 2+. 
Mg 2+ would better fit the 16-membered ring cavity. However,  the parent ligand, 
(16)aneNs, does not show affinity for Mg 2÷. The appended amine evidently serves 
to cap the Mg 2+ ion and keep it within the macrocyclic cavity (see Fig. 2). A homolo-  
gous n-BuNHz-[14]aneN 4 does not complex with Mg 2+ 4s~ 

i (CH2) 4 
HN .~-~NH J 

Fig. 2. A proposed structure for Mg2+-n-BuNH2-[16]aneN5 

5 Uptake of Biological Polyanions 

Macrocyclic po lyammonium cations containing more than one proton within the 
macrocyclic cavity have several unique features: 
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1) the cyclic conformations become more rigid due to intramolecular N - H  + ... N 
hydrogen bonding; 

2) since a number of protons are condensed in a narrow space, they can behave 
as polycations; 

3) unlike polycationic metal ions, they can hydrogen bond with oxyanions by 
providing their N H  + protons, which assists association of ion pairs. Accordingly, 
the macrocyclic polyamines possessing greater numbers of  protons can form stronger 
ion pairs with polyoxyanions. 

5.1 Polycarboxylate Anions 

The discovery of ion-pair formation with macromonocyclic polyamines stemmed from 
their electrophoretic analysis 49, 5o). Certain polycarboxylates used as buffers or elec- 
trolytes strongly influence the sequence and migration distances of some polyamines 
(Table 3). In monocarboxylate solutions such as acetate and lactate (at pH ~ 6), 
all the polyamines tested moved as anticipated. That is, they moved as protonated 
cations toward the cathode at more or less similar rates. On the other hand, 
in citrate buffers at the same pH, some of the polyamines showed unusually slow 
movement or migration toward the anode. The peculiarly moving polyamines were the 
larger macrocycles, namely, cyclic spermines ([16]aneN4), [17]aneNt,, [15]-[17]aneNs, 
and [18]aneN6. By comparison, the smaller macrocyclic triamine such as the cyclic 
spermidine, and tetraamines, [12]-[14]aneN4 were virtually unaffected. These findings 
led to the proposal of  ion-pair formation between some macrocyclic polyamine 
polycations, H3L 3+ or H4L 4+, and polycarboxytate anions so). A 1:1 complex for 
[18]aneN6 and citrate is proposed as in Fig. 3. 

At pH 7, [13]aneN3 or [12]-[15]aneN4 accommodate only two nitrogen-bound 
protons and these dipositive ammonium cations are apparently unable to provide 
sufficient electrostatic attraction to polycarboxylate anions for ion-pair formation. 
In contrast, the macrocyclic spermines, pentaamines and hexaamines accommodate 
more than three nitrogen-bound protons at pH 7 and for these ligands 1 : 1 associations 

Table 3. Electrophoretic mobilities a of polyamines in various buffers b 

0.1 M Buffer (pH) Polyamine 

[15]aneN s [16]aneNs [ 17]aneNs [18]aneN6 tetren 

acetate (5.8) 0.9 
lactate (5.8) 1.0 
malonate (5.9) 0.7 
succinate (5.8) 0.7 
malate (5.7) 0.7 
fumarate (5.8) 0.9 
o-phthalate (6.0) 0.6 
m-phthalate (5.4) 0.8 
citrate (6.0) 0.3 

!.1 0.9 1.1 1.2 
1.0 0.9 0.9 1.1 
0.7 0.6 0.4 0.9 
0.7 0.7 0.5 0.8 
0.8 0.7 0.4 0.8 
0.9 1.0 0.8 1.0 
0.9 0.5 0.3 0.5 
0.9 0.8 0.7 1.0 
0 --0,2 --0.9 0 

a) Relative values (at 25 °C 10.2 M) with respect to [14]aneN 4. 
b) Ref. so, 
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Macrocyclic Polyamines as Biological Cation and Anion Complexones 

Fig. 3. A proposed model for 1 : 1 complex of [18]aneN6 • 3 H + 
with citrate 49) 

with di- and tricarboxylate anions have been confirmed by polarography with deter- 
mination of the association constants (Table 4) 50) The linear spermine, although 
acting as H4L 4÷, has only weak interaction with citrate 49) This is due to the wide 
dispersion of the tetraammonium cation. The tricarboxylate anion, citrate, binds 
more strongly than any dicarboxylate anion, indicating that electrostatic interaction 
is fundamental to ion-pair formation in these systems. Furthermore, for a given 
receptor molecule, the anions most strongly complexed are usually the smallest and 
most highly charged ones. The stability sequence with [18]aneN6 "3H ÷ is oxalate 
> malonate > maleate > succinate > fumarate. 

The linear homologue of pentaamine, tetren, has little interaction with poly- 
carboxylates (except for citrate), which again indicates the operation of macrocyclic 
effects in stabilizing anion complexes. The higher stability with macrocyclic ligands 
is a result of the presence of the closed and relatively inflexible structure, which contri- 
butes a geometrically more advantageous positioning of the dense +N-H binding 
sites, efficient hindrance to hydration of the +N-H sites and resistance to deforma- 
tion. The +3 cations most strongly bound to a given anion are usually those having 
the highest charge density. Thus, [16]aneN5-3H + is generally a stronger receptor 
to small anions than [17]aneNs-3H + or [18]aneN6-3H +. The combination of 
electrostatic interaction and structural complementarity may account for the fact 
that [17]aneN5.3H + forms the most stable complex with citrate 3-. 

If electrostatic interactions play a major role in the strength of anion binding, 
then it is natural to expect that the higher the polyammonium cation charge is the 
stronger the affinity for anions will be. This was found to be case with [24]aneN6 
and [32]aneN a which possess 6 and 8 protons, respectively, at pH ,-, 7 (see Table 4) 46). 

Hexaammonium macrocycles [32]aneN6 and [38]aneN6 were designed as selective 
ditopic receptor molecules for dicarboxylates -O2C--R--CO~ such as succinate, 
glutarate, or adipate $1). Highest stability of the complex corresponds to the best 
fit between the substrate R length and the site separation of the receptor II. 

h~-(  CH2)n_...~H ",-..~ 

[ 3 2 l a n e  N 6. n=7 11 
[38]Qne N6. n=10 
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Macrocyclic Polyamines as Biological Cation and Anion Complexones 

Substrates that are either too short or too long form less stable complexes. 
Lipophilic N-tetrabenzylcylam, III, at pH 4-7 was found to be a good carrier for 

liquid membrane transport of dicarboxylate anions, such as o-phthalate, and of 
amino acid anions 5~) It was suggested that the diprotonated species, H2 L2÷, is an 
active carrier species for anions. 

PhCH2.. I~'IN.-CH2Ph 
~N N~ ~} PhCH2" L,v/J CH21:~ 

IE 

In connection with the anion binding ligands, it should be added that tetraprotonated 
[18]aneN6 "4 H + in aqueous solutions interacts with the monoanions C1- and NO,- 
having log KH4L-X- of 1.8 and 2.3 53). Interestingly, the anion binding was found 
to be an entropy-driven reaction. Also the fully protonated tetraamines [16]aneN4, 
[18]aneN4 and [20]aneN4 form 1:1 complexes with F -  having stability constants 
log KH4L_ F- of 1.9, 2.0, and 2.8, respectively 54). 

5.2 Phosphate Anions 

In biological anion transport systems, complexed species are often found to be 
phosphate anions rather than dicarboxylate anions s5, 56 L The ability of the poly- 
oxyanions to form hydrogen bonds with N+-H  may operate in the biological recogni- 
tion. The macrocyclic polyamines which act as polycarboxylate carriers indeed 
interact with phosphate anions to form 1:1 complexes 43,4~). Macrocyclic polyamines 
having more than three protons form stable 1 : 1 complexes with inorganic phosphate, 
AMP, ADP and ATP at physiological pH (Table 5). A comparison of the values 
listed in Table 5 indicates that as in the polycarboxylate complexes, phosphate 
complex formation is governed by electrostatic forces. Thus, more negative nucteotides 
are more strongly bound to the protonated polyamine macrocycles. The stability 
order is AT1 ~ -  > ADP 3- > AMP 2- for all the polyamines. Despite having the 
same anionic charge as inorganic phosphate, AMP forms more stable complexes 
with [18]aneN6 by a factor of 10 to 100 43). The extra stability for the AMP complex 
must come from an additional interaction of the adenine base. The active form of 
inorganic phosphate is HPO 2- (Fig. 4). Inorganic phosphate ions are bound to 

% pH 

®o./Pxo 
HN'~. N~N~NH 

H H Fig. 4. A proposed [18]aneN 6 • 3 H+-HPO 2- complex 
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Macrocyclic Polyamines as Biological Cation and Anion Complexones 

the polyamines with stability constants nearly comparable to those for dicarboxylate 
anions, implying a similar electrostatic force in phosphate complexes and dicarboxylate 
complexes. Here again, [12]-[15]aneN4, which exist as diprotonated forms in neutral 
solutions, showed little complexing ability43k The phosphate binding with our 
model reminds us of a phosphate-transport protein in red cells that is supposed to 
contain a tripositive charge (by protonated amines) at the anion recognition site s7) 

Of the equally -t-3 charged N s and N 6 macrocyctes, [18]aneN6 forms more stable 
complexes with ADP and ATP than [15]-[17]aneN 5 do. However, with inorganic 
phosphate and AMP, [15]-[17]aneN~ form complexes with stabilities which are the 
same as (or larger than) those with [18]aneN 6. The outstanding stability of [18]aneN6- 
ADP and [18]aneN6-ATP probably results from the favorable structural effects 
between the large cation and the large nucleotide anions. It is postulated that ATP 
adopts a bent conformation to offer two donor sites, namely, adenine and phosphate 
(Fig. 5). The higher charged [18]aneN4-4H ÷ binds more strongly with ATP 4- than 
[18]aneN6" 3 H +. 

~3 2 

H Z" ~.-\ H 

Fig. 5. A proposed structure for 1 : 1 complex of [18]aneN6 • 3 H + 
with ATP at neutral pH 43~ 

The conditional association constant for [18]aneN4 ("cyclic spermine") with 
ATP 4- at pH 7.5 is calculated from the 13 r value (Table 5) and protonation constants 
(Table 1) to be 2.4 × l0 s M -1, which is larger than the association constants for the 
linear spermidine (9 ×'102 M -1) and spermine (9.5 x 10 a M -1) 23). It is also of interest 
that cyclic spermine is selective for ATP over AMP (ratio association constants is 
700), while linear spermine prefers ATP to AMP only by a ratio of 26 to 1 43~. The 
selective complexation of biologically important anions is of particular interest, 
especially if the ligands are converted into selective anion carriers by attachment of 
lipophilic hydrocarbon chains. 

The introduction of another organic cation function, guanidinium group, into 
macrocyclic structures such as (IV)-(V/) produces ligands which also display affinity 
for phosphate anions 5s) 
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H 

I,,,./N~.%N,,./I ~' 
H H~H H2 

H 

R--N~v~N--R 

IV ~ ~ 53[ 

They all form 1:1 complexes with PO]- having stability constants log K o f  1.7 (IV), 
2.2 (V) and 2.4 (V/) in aqueous solutions. The macrocyclic effects are obvious when 
these values are compared with those for linear guanidines, which are 0.95 (N,N'- 
diethylguanidinium) and 0.7 (guanidinium). The guanidinium group has a very high 
pK, (13.5) and therefore its cationic character is little affected by pH changes. Macro- 
cyclic polyamines may be viewed as models for anion binding sites of carrier proteins 
involving lysine residues, while macrocyclic polyguanidinium ligands serve as models 
for anion binding sites composed of arginine residues of proteins. 

By structural complementarity, dicationic 1,4-diazabicyclo[2.2.2]octane (VII) 
provides an appropriate recognition site for phosphate ions and two stearyt side 
chains attached to the amines add lipophilic properties 59, 6o) Such a carrier model 
can selectively extract nucleotides from aqueous solution to chloroform solution 
via lipophilic salt formation. The order ofnucleotide affinity is ATP > ADP > AMP. 
The selectivity ratios were 45 for ADP/AMP and 7500 for ATP/AMP at pH 3. The 
relative transport rate was ATP > ADP > AMP. The ratios were 60 for ATP/AMP 
and 51 for ADP/AMP. The modes of interaction of ADP and ATP are proposed 
to be as shown in Fig. 6. 

®/---~® 
C 8-N N.-q8 

O® b® 
H I I O ~ P ~  /~.~O(P)n-Ad 

otO% Fig. 6. A proposed structure for 1 : 1 (VII)-ADP (n = 0) and -ATP 
(n = 1) complexes 6o) 

Macrocyclic tetraammonium compounds VIII and IX  61) form stable 1:1 inclusion 
complexes with anionic molecules in aqueous solutions 62). The anions are halides, 
carbonate, phosphate, AMP, ATP etc. The stability of the inclusion complexes 
l:lepends on electrostatic as well as hydrophobic interactions. Whereas the complexes 
of VIII are dominated by the electt'ostatic component, the hydrophobic interaction 
plays the main part in complexes of IX. 
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C"3 

CH / I \  ( 2)n |(CH2)n 

CH3 _~/~(CH2)(C_/~ )n "~, ~-CH 3 

(CH2)n i(CH2~n 

®'CH 3 

ljZI]I: n = 6 
I X : n : 8  

Thus 1:1 association constants log K (M-1) in aqueous solutions with hydrophilic 
HPO? are 2.1 (VIII )  vs 0.32 (IV), while with lipophilic p-nitrophenolate they are 
>0.7 (VII I )  vs 2.25 (IX). With AMP 2- and ATP a- ,  log K values are 1.99 and 2.46 
(VIII) ,  and 1.40 and 1.92 (IX). IXwas shown to stabilize an anionic transition state 
and to accelerate the reaction for 2,4-dinitrofluorobenzene with N f  63) 

5.3 Catechols 

The macrocyclic hexamine [18]aneN6 was further found to recognize catechol, 
catecholamines and biologically relevant compounds (see Chart II)64). It interacts 
with all of  these donor compounds in neutral pH solutions to form 1 : 1 complexes, 
which were determined polarographically. The stability constants [~L are summarized 
in Table 6. 

t. Cotechot: 
R=H 

2, Dopamine: 
R = CH2CH2NH2 

HO-c~R MeO?~h.CHO MeO-I~"II-R 
HO,,--~- H O ~ ,  MeO-,~>" 

3. Dopa : 5. Vanilline 6. Veratraldehyde: 
R = CH2CH(COzH)NH2 R = CHO 

4, Adrenaline: 7. Veratric acid: 
R = CH(OH)CH2NHCH3 R = CO2H 

MeO CH2C H OH 
MeO~]~OMe H2N2 C]IOH 

8. Mescaline 9. Resorcinol 
CI OH CH 3 

io. Dichloroisoproterenol 

The catechol (o-dihydroxybenzene) function is essential for biological activity in 
a number of biogenic amines and their associated drugs. Pharmatological studies 
have proved the presence of the catechol recognition and binding sites in biological 
systems. However, chemical entities of the catechol receptors (like those of other 
receptors) remain almost unknown. Small molecular compounds having the efficient 
and selective catechol receptor functions are expected to be very useful not only in 
chemical elucidations but also in pharmacological and medicinal applications. 
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Table 6. 1:1 Association constants ~L for [18]aneN6 (L) with catechols (A) 
at 25 °C, I = 0.2 M" 

Catechol Complex formula 13 L (M- t) 

catechol 1 H3L 3+ --  HzA ° 1.6 x 102 
dopamine 2 H3 L3+ --  H3A + 1.1 x 103 
dopa 3 H3 L3+ -- H3 A° 3.7 x 103 
adrenaline 4 H3 L3+ --  H3 A+ 1.0 X 10 3 
vaniline 5 H3 L3+ --  A-  4.9 x 10 2 
veratraldehyde 6 HaL 3+ --  A ° 2.5 x 10 2 
veratric acid 7 H3L 3+ --  A-  4.2 x 10 2 
mescaline 8 HaL 3+ --  HA + 5.8 x t02 
resorcinol 9 H3 L3+ --  HzA ° 1.3 X 103 
dichloroisoproterenol t0 H3 L3+ --  A ° 8.5 x 102 

Ref. ~). 

As seen in the previous chapters, the t r ipro tonated  macrocyclic pentaamines are 
as good or in some cases better than hexaamine [18]aneN6 as ligands for polycarboxy-  
lates or phosphates.  F o r  catechols, however, the only successful receptor molecule is 
[18]aneN 6. The narrower selection of  the receptor  molecules indicates a stricter 
geometric requirement for the catechol recognition. The pH-var ia t ion  study established 
the involvement o f  five protons  in the [18]aneN6-catechol 1 association, permit t ing 
formulat ion of  the complex as H3L3+-H2A ° (neutral  catechol). 

A monomethyl  ether 5 and dimethyl ether 6 of  catechol  derivatives also form 1 : 1 
complexes having the same order  o f  [3L values, indicating that  the methylated catechols 
are as good donors as the free catechol group. Catechol  derivatives, regardless of  
the residual groups, bind with [18]aneN6-3H +. The interaction would occur at 
the o-dihydroxy benzene part ,  which is not  appreciably per turbed by the residual 
N H ~ ,  CO2,  +NH2CH3 groups. Thus, the structure of  the catecholamine complex 
is postulated to be as shown in Fig. 8, which is compared  with the oxygen donor  
counterpar t  of  [18]aneN6(i.e. [18]crown-6) recognizing dopamine  by the ammonium 
cation. The reversed roles of  donor-acceptor  relat ions by the N- and O-coronand 
are clearly demonstra ted (Fig. 7). 

OH 

< sC.2CH2 H 3 
HO OH CIH 2 

!H!  H I-N-J-N OH2 
H N S ~  ~"NH /N~.ITI'® 

--N--NJ o<#O-}.l-b~,o 
H H ~'~o-~"o / Fig. 7. Proposed structures for [18]aneN6/2 vs/ 

[18]crown-6/2 64) 

5.4 Competition of Phosphate Anions and Metal Cations 
for Maerocyclic Polyamines 

As mentioned in Chapter  IV and in section V.3, [18]aneN6 has an appreciable affinity 
for both  Ca 2 + at alkaline p H  and nucleotides at neutral  pH. In addit ion,  the inter- 
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action of Mg z ÷ or Ca 2 + with nucleotides is well known 65) Therefore, one naturally 
questions whether the macrocyclic polyamines (L) disrupt the metal nucleotide 
interactions in the manner expressed by Eq. (2) or Eq. (3) 

or  

M 2 +  - -  nucleotide + H~L i+ ~- M 2 +  - -  L + nucleotide + iH i+ (2) 

M 2+ - -  nucleotide + Hi L~+ ~- Hi Li+ --' nucleotide + M 2+ (3) 

The results with the [16]aneNs-Mg 2+ system indicate the formation of a ternary 
complex according to Eq. (4). The complex formation constant is 5.6x 104 M -x 
at 25 °C 

M 2+ - -  nucleotide + Hi Li+ ~-- M 2+ - -  nucleotide - -  Hi Li+ (4) 

The multiple cation binding sites on the nucleotides will permit the accommodation 
of both cations simultaneously. The fact that [16]aneN 5 in the triprotonated form 
binds to Mg2÷-ATP 4- complexes ([~L = 5.6x 104 M -1) more strongly than to 
ATP 4- itself (13 L = 4.2x 103 M -1) is a good indication that the binding of Mg 2+ 
to ATP 4- does not conflict with the binding of [16]aneNs. Hence, it is proposed that 
Mg 2+ ion attaches to ATP 4- at a site (i.e. free oxyanions) different from that to 
which [16]aneN5 binds. 

The ternary Mg 2 +-ATP-polyamine complex is more stable than the binary ATP- 
polyamine complex and may represent a model for the Mg z ÷ requirement in many 
enzymic reactions involving ATP. It is well known that most of  the intracellular 
ATP is bound to divalent metal ions such as Mg 2÷, and the resulting metal-ATP 
complexes are presumed to act as real substrates or cofactors in enzyme reactions. 
It has been suggested that metal-ATP complexes may be regulated by the natural 
polyamines by their association with the ATP. Hence, it will be of  great interest to 
test whether macrocyclic polyamines perturb or promote the normal biochemical 
and biological functions of  the natural polyamines. 

6 Application of Cation and Anion Binding Properties of Macrocyclic 
Polyamines to Calculi Dissolution 

Urinary lithiasis is a disease in which calculi form in the kidney and urinary tract. 
Roughly 5 % of the human population suffers to some degree from urinary lithiasis. 
A number of  severely afflicted patients (e.g. ca. 60,000 in West Germany and more 
than 100,000 in the U.S.) are hospitalized yearly for major surgical treatment. 
Obviously, nephrolithiasis is not only a common ailment but also an issue of great 
social and economic consequence. 

In their composition human calculi are nearly 90 % insoluble inorganic salts such 
as calcium phosphate, calcium oxalate, mixed calcium oxalate phosphate, or mixed 
calcium phosphate - -  magnesium phosphate. They can grow to a size of a few centi- 
meters in diameter. The treatment of  nephrolithiasis, especially of large calculi, is 
generally surgical. However, owing to the high percentage of patients who experience 
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a recurrence of the disease and to physiological limitations, since the operation cannot 
be repeatedly performed on the same kidney, many endeavors have been undertaken 
to find nonsurgical methods for the removal of calculi. Recently developed physical 
techniques employing shock wave 66) or laser beams 67~ may prove useful for dis- 
integrating calculi in the kidney. However, the problem of'elimination of elusive 
residual particles would remain. Hence, chemical dissolution by irrigation of the 
renal pelvis may still be a useful and complementary treatment. 

6.1 Renal Stone Formation 

The principal factors contributing to the formation of calculi are as,follows: 
1) The presence of sparingly soluble components in human urine, such as calcium 

oxalate, calcium phosphate, magnesium ammonium phosphate, uric acid and L- 
cystine. Kidney stones are composed mainly of these compounds. 

2) The tendency of urinary components to crystalize. The "crystallizing propensity" 
(C.P.) of the urine has been expressed by formula (5)68, 69). 

(Ca-" +) (orthophosphate) (oxalate) (Mg 2 +) (uric acid) (cystine) (infection) 
C.P. - (citrate) (Mg 2 +) (K +) (pyrophosplate) 

(5) 

where (except for infection) the parentheses represent ionic concentrations. The com- 
ponents in the numerator favor crystallization. Components in the denominator 
tend to inhibit crystallization. 

According to the authors, (Mg 2÷) is included in the numerator as well as in the 
denominator because it reacts with oxalic acid to form Mg(C204), which is more 
soluble than Ca(C204) thus decreasing the C.P. But it also reacts with citrate to form 
magnesium citrate resulting in a reduction of (citrate). 

3) Urinary pH. The solubility of phosphate salts increases at lower pH values, 
while pH scarcely affects the solubility of Ca(C204) over a pH range of 5.7 to 7.5. 
Bacteria that metabolize urea contribute to an alkaline medium, thus decreasing the 
solubility of phosphates. 

4) Metabolic factors. Hypercalciurea or cystinurea, for example, facilitate the 
formation of calculi. 

6.2 Litholytic Agents 

Litholytic agents in current use are classified as direct or indirect. Indirect type drugs 
decrease the C.P. of urine, thus inhibiting calculus formation. An example is citrate 
which helps prevent insoluble salts from crystallizing in the urinary tract. Potassium 
citrate is administered in pill form as a preventive drug. Direct type drugs dissolve 
renal calculi which have already formed. 

Since Crowell first succeeded in dissolving calculi from the renal pelvis with an 
irrigating fluid 71), a number of attempts have been made to make this technique 
more practical. The direct application of drugs is usually performed with a double- 
channel catheter. The entrance channel permits the input of the solution containing 
dissolving agents, irrigation of kidney cavities, and contact of the dissolving agent 
with the calculus. The spent solution plus urine and calculus debris are withdrawn 
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through the exit channel of the catheter. A major problem posed by chemical dissolu- 
tion of renal calculi lies in the development of special and effective solutions which, 
by their physicochemical properties, will dissolve the calculi. These substances should 
combine low toxicity, high solvation capacity and lack of undesirable side effects. 
This method of administration has advantages and disadvantages. 

Advantages 
a. Direct contact of solubilizing agents with renal calculi. 
b. Minimal dilution of the drugs. 
c. Optimal adjustment of pH. 
d. Constancy of dissolving solutions. 
e. Freedom to administer the drug in any desired quantity. 

Disadvantages 
a. The treatment requires prolonged hospitalization. 
b. There is danger of renal and other genitourinary tract infections via the catheter, 

although the infection can usually be kept under control through intraluminal 
application of antibiotics and by regulation of intrarenal pressure. 

Current litholytic agents in clinical use are Renacidin (composition: glucuronic 
acid, citric acid, malic acid etc.) 71-74), Solution G (3.2 ~o citric acid, 0.38 ~ magnesium 
oxide, 0.33 % Na2CO3)75), and ethylenediamine tetraacetate, EDTA 76-81). EDTA 
is currently the most efficient and most frequently used prescription for calculi 
which contain Ca 2 + and Mg 2 + because of its strong chelating action. EDTA solutions 
of up to 5.5% are normally used. 

The following recipe was tested for in vitro dissolution of a calcium oxalate cal- 
culus 69, 82) 

Disodium EDTA 5.00 g 
NaOH 0.55 g 
KOH 0.02 g 
Dist. water 100 ml 

pH of the solution: 8.0 

Using this preparation, a 500 mg oxalate calculus obtained surgically was almost 
completely dissolved within 60 hours. When the solution pH was lowered to 6.0, 
the dissolution efficiency dropped appreciably and 200 mg of the stone remained 
undissolved after 60 hours. In another experiment a 5 % EDTA solution adjusted 
to pH 6.0 was applied in vitro to a phosphate kidney calculus (400 mg) which dissolved 
almost completely in 30 hours. However, clinical experience indicates that EDTA 
is still far from ideal for dissolving oxalate and phosphate calculi because of the very 
long time required for dissolution of the calculi. 

6.3 Macrocyclic Polyamines as a New Type of Litholytic Agent 

As seen in the preceding chapters, macrocyclic polyamines such as [18]aneN6 can be 
cation chelators, anion chelators, or both depending on the conditions. It was expected 
that with these dual properties, the macrocyclic polyamines might serve as litholytic 
agents by removing Ca 2+ and phosphate or oxalate anions from insoluble calculi. 
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In addition to [18]aneN6, a newly synthesized [18]aneN6-hexaacetic acid (X) has also 
been tested 34, as). (X) was originally designed to combine the anion-binding function 
of [18]aneN 6 with the cation-binding function of EDTA for more efficient dissolution 
of calculi. 

CH2CO2H 
HO2CCH2~NI~N~N~CH2CO2H 

HO2CCH2 L   -CH2CO2H 
CH2CO2H 

X 

The in vitro dissolving efficiency of litholytic agents is usually evaluated by meas- 
urin~ the weight reduction of dissolving calculi 69) or by the progress of dissolution 
measured with a polarization microscope so). As a much simpler assay for preliminary 
tests of new candidate compounds, the following procedure was adopted as): A finely 
ground, accurately weighed human calculus or its model, Ca3(PO4)2, Ca(C204), 
Mga(PO4)2 and an excess of  dissolving agent are placed in test tubes containing 
suitable buffer solutions, shaken in a water bath at 37 °C for one hour, filtered through 
filter paper and the appropriately diluted filtrates subjected to atomic absorption 
spectrophotometry for Mg z ÷ and Ca 2 + analysis and to isotachophoretic analysis for 
determination of phosphate anion. It is to be noted that inorganic calculi may contain 
proteinaceous matrixes which can serve to retard the dissolution process by lith01ytic 
agents. Hence the above procedure may be suitable only for assaying the intrinsic 
solvability of inorganic components. 

Table 7. Concentration of Ca 2÷ and PO]- released from insoluble Ca3(PO4)2 with ligands in pH 7.0 
collidine buffer at 37 °C for one hr a 

Ligand free [Ca 2 + ] free [PO~- ] [Ca 2 + ]/[PO~4- l 
(10 raM) in ppm in ppm ratio 

None 21 16 
[18]aneN6 157 92 3.6:2 

(136) (76) 
X 833 556 3: 2 

(811 ) (540) 
EDTA 512 354 3: 2 

(496) (333) 

Ref. 35) 

Dissolution of  Calculi Model. Dissolved Ions from Ca3(P04) 2, Dissolution of 
calcium phosphate by macrocyclic polyamines proceeds at pH 7, which is established 
by measuring the freed cation concentration as well as the freed anion concentration 
with respect to the control values (Table 7). The molar ratio of [Ca 2÷] to [PO 3-] 
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dissolved with the aid of  chelating agents, was, as expected, 3 : 2, justifying the now 
current practice of  determining the extent of  dissolution of  inorganic salts and calculi 
by analyzing the cation concentrat ion alone. The dissolution of  Ca3(PO4) 2 by litholytic 
agents at pH 7 is virtually complete immediately.  The extent of  dissolution is almost  
entirely determined by thermodynamic  factors. E D T A  can dissolve up to an equivalent 
o f  calcium ion upon prolonged exposure, whereas the new macrocyclic l igand X 
dissolves more  (up to two equivalents after 6 hr 's  t reatment)  (Table 8). The results 
listed in Table 9 show that  [18]aneN6 promotes  dissolution of  Ca3(PO4) 2 at acidic 
pH, while E D T A  and the carboxylated ligands X are effective at neutral to alkaline 
pH. Solvation of  Ca(C204) by these ligands depends on pH in the same way. This 
opposi te  t rend in pH effect on dissolution was rat ionalized by the reversed types of  
complexat ion as postulated in Fig. 8. The chelation of  phosphate  and oxalate with 
[18]aneN6 is favorable in acidic solutions. Taking into considerat ion the protonat ion  
constants  (log K) of  10.19, 9.23, 8.73, 4.09, ~ 2 ,  ~1  for [18]aneN6 and o f  12.38, 
7.20, 2.15 for PO~- ,  the most stable complex form of  [18]aneN 6 and phosphate  at 

Table 8. Time effect in dissolution of Caa(PO, h (20 rag) at pH 7 collidine buffer and 37 °C a 

Ligand Reaction time 
(3 mM) 

20 min. 40 min. 1 hr. 2 hr. 4 hr. 6 hr. 

none 
X 

EDTA 

[Ca2+]in ppm" 
14 15 16 16 23 43 

202 212 219 232 254 285 
(188) (197) (203) (216) (231) (242) 
134 128 13t 139 145 166 

(120) (113) (115) (123) (122) (123) 

a Ref. 35). 
b Theoretical value is 134 ppm. provided that dissolution occurs by 1 : 1 complex, 

Table 9. pH Effect on dissolution of Caa(PO,) 2 (5 mg) at 37 °C and for 1 hr. (Ref. 35)) 

Ligand pH 
(10 mM) 

4.0 b 5.0 b 5.9 b 7.0 ~ 8.0 a 

[Ca2+ l in ppm" 
None 252 176 18 23 13 
[18]aneN6 437 212 99 113 72 

(185) (36) (81) (90) (59) 
X 374 463 400 510 432 

(122) (287) (382) (487) (419) 
EDTA 315 453 370 307 282 

(63) (277) (352) (284) (269) 

a Theoretical [Ca 2+] is 401 ppm, provided that dissolution occurs by 1 : I complexation. 
0.2 M Acetate buffer (3 ml). 

c 0~05 M Collidine buffer (3 mt). 
d 0.05 M Tris buffer (3 ml). 
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acidic pH is H4L 4+ - -  H2PO~-. Note that H4 L*+ was earlier found to associate with 
monoanions CI-  and NO~- having log KNL-X- of 1.8 and 2.3 53). To make the 
carboxylate ligands X and EDTA better agents for cation complexation, higher 
pH will be required. 

Ca3(PO4) 2 

HO\_/OH 2~ 

i N.., 
HN~.. :N~._.... N H 

H H 

ca2  

.......... °0"-0i  ~o 
° d S o  I ~ PO4J 

~ .  O O® 
o Oo 

Fig. 8. A proposed dissolution 
mechanism of Caa(PO4)2 with 
[18]aneN6 and IX 

The new macrocyclic hexaamine ligand X has the mixed protonation constants, 
log K i of 10.10, 10.01, 8.96 and 8.02 at 25 °C and I = 0.2 M for the four most basic 
amines. The values for other weaker bases, including the six carboxylates, are all less 
than 5. From a comparison with log Ki values of the parent macrocycle [18]aneN6, 
it was deduced that the initial four protonations occur to the macrocyclic amine bases. 
Thus, the most abundant species of  X at neutral pH is depicted as XL 

GO ~_0 

®0 .(3 I 

0 O® 
XI 

The 1 : 1 complexation constants with Mg z + and Ca 2 + determined by potentiometric 
titration are 1.7 x 10 s M -1 for Mg2+-L and 8.7 x 107 M -1 for CaZ+-HL ( =  [CaHL]/ 
[Ca z÷ ] [HL]). These values may be compared with 4.9 x 108 M-1 for Mg 2 ÷-EDTA 4- 
and 5.0x 101° M -1 for Ca2+-EDTA 4- 83). Utilizing the reported log K i values of  
10.34, 6.24, 2.75, 2.09 etc., and log Kcanv (kcanx = [CaHY]/[CaY][H+]) of  3.10 for 
EDTA 83) one can conclude that the total concentration of complexed Ca 2÷ is 
much larger with EDTA than with L. The conditional formation constants 
( =  [CaL]total/[Ca2+][ L] . . . . .  plexCd) at pH 7 are calculated to be 107"3° for EDTA 
and 101"78 for X. However, the dissolution test indicates that X is more efficient than 
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EDTA, leading to a postulate that more than one equivalent of Ca 2 + can be captured 
by X (e.g. one Ca 2 ÷ sequestered by the three amines and the three carboxylates and 
another Ca ~+ by the remaining half the donor groups), as the Dreiding model suggests. 
The fact that there was no interaction at neutral pH of X with phosphate or oxalate 
anions was separately confirmed. Thus, the dissolution of Caa(PO4)2 and Ca(C204) is 
entirely due to the cation complexation mechanism. 

Table 10. Dissolution of insoluble Ca3(PO4) 2 (5 nag), Ca(C204) (3 mg) and Mg3(PO4) 2 (7 nag) with 
ligands at pH 7.0 (Ref. 35~) 

Ligand 
(10 mM) Caa(P04) 2 Ca(C204) Mg3(PO,)~ 

[Ca "+ ] in ppm [Ca 2+] in ppm [Mg 2+] in ppm 
None 23 17 126 
[t 8]aneN6 113 28 302 

(90) (11) (176) 
X 510 222 316 

(487) (205) (190) 
EDTA 307 309 303 

(284) (292) (177) 

Comparison of Ca3(P04)2, Ca(C2OaJ, and Mg3(P04) 2. The effects of cation 
and anion composites were tested by comparing the dissolution of Ca3(PO4)2, 
Ca(C204), and Mga(PO4)2 at pH 7 (Table 10). The dissolution of Caa(PO4)2 is achieved 
more effectively with X than with EDTA. However, when the anion is oxalate, the 
dissolution of Ca 2÷ is drastically reduced with X. EDTA can dissolve Ca(C204) 
to the same extent as Caa(PO4)2, i.e. the anion effect is insignificant. A better separation 
of Ca z + from oxalate anion may be achieved by EDTA. 

Dissolution of Human Urinary Calculi in Vitro. Five human urinary calculi containing 
various proportions of Ca3(PO,02, Ca(C204), CaCO3, and MgNI~(PO4) were 
subjected to similar dissolution tests at pH 7 (Table 11). The same dissolution patterns 
as those of the model phosphate and oxalate calculi are found. That is, for phosphate 
calculi no. 1-4, X is more effective than [18]aneN6 or EDTA and for oxalate calculus 
no. 5, EDTA is best. 

The clinical use of EDTA to dissolve inorganic calculi is well established. Hence, 
comparison of dissolution in vitro constitutes a primary assay to find better litholytic 
agents than EDTA, for which the chemical principle of dissolution of calcium 
phosphate and calcium oxalate (major components of inorganic calculi) should be 
fully utilized. At present, the principle of cation chelation is fairly well exploited with 
linear polyaminocarboxylate ligands such as EDTA or CyDTA 69) but their clinical 
application is still limited due to insufficient solubility. For better reagents, cyclization 
to macrocyclic polyaminocarboxylates such as X is one approach. Another approach 
is anion chelation specific for oxalate or phosphate anions by macrocyclic polyamines, 
which was shown to be partially successful with [18]aneN6 at acidic pH as). From 
those results it is predicted that the more suitable candidates will be those which are 
efficient chelating agents for oxalate and phosphates at neutral pH, for example 
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[24]aneN 6 46). It is also predicted that a new type of macrocycle which can complex 
both Ca 2 ÷ cation and oxalate anion simultaneously (e.g. compounds having both 
a crown ether and an azacrown site) may be another candidate. The successful ligands 
would, no doubt, find many other applications which are not yet visualized. 

7 Concluding Remarks 

The chemistry of anion chelation has just begun. Since many organic materials 
(especially in our body) take anionic forms, the potential of anion chelation is tremen- 
dous. It is certain that new strategies for the rational design of organic anion receptors 
and carriers with selectivities and multiple functions will appear. Future development 
will not be limited to those mentioned; biogenic polyamine (spermide, spermine etc.) 
functions, ATP/ADP specific transport, polycarboxylate and catechol membrane 
transport, catalytic functions or calculi dissolution. As bases for extensive applications, 
thorough theoretical studies on nature of anion chelation are urgently needed. 

Very recently, a very. bold chemical model for histamine H2-receptors has been 
proposed using [18]aneN 6 .3H + 84), which can chemically recognize histamine, 
histamine H2-agonists, and histamine H2-antagonists such as cimetidine XII  or 
ranitidine XIII  that are currently in world-wide use for treatment of peptic ulcers as) 

H H 
CH 3 ~(~" S/~/N ,,If, NHCH3 ~N', IF-NHMe 

HN I~ NC-=N % 0  CHNO2 
CH2 N~e 2 

Cimetidine XTr Ronitidine 

In this histamine H2-receptor model, both histamine and its antagonists bind to 
[18]aneN6 • 3 H + forming 1 : 1 complexes at neutral pH, and the histamine antagonists 
are more strongly bound to the receptor model (see Fig. 9). Although this picture 

"" N ._....N / 
H H 

1:1 H2-receptor model- 
histamine complex 

+ 

Fig. 9. 

Physiological pH 

H3C)===(CH2 SCH2CH 2 NHCNHMe 
HN~N NCN 

Cimetidine (H2-antagonist) 

-NHMe ® ,, 

/=:~CH2CH2NH 3 "~HN --NH. j"/VC4' 
+ H N ". 3H~D.-"NH 

HN~ N \ N ~ N . /  
H H 

Freed-histamine 1:1 H2-receptor model- 
cimetidine comNex 
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seems too simplified to explain the complex  pharmacologica l  facts, a significance 
lies in the t rans la t ion  of  the biological  concept  o f  d rug  receptors into visual  chemical  
terms (using simple c o m p o u n d s  such as [18]aneN6). Ref ined  drug  receptor  models  
wou ld  eventual ly  help chemical ly ra t ional ize  biological  activity, as enzyme models  
do enzymic  reactions.  It  would  also assist in des igning new drugs.  
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Micellar Models of Zinc Enzymes 

1 Introduction 

Uncovering of the three dimentional structure of catalytic groups at the active site 
of an enzyme allows to theorize the catalytic mechanism, and the theory accelerates 
the designing of model systems. Examples of such enzymes are zinc ion containing 
carboxypeptidase A 1-5~ and carbonic anhydrase 6-11). There are many other zinc 
enzymes with a variety of catalytic functions. For example, alcohol dehydrogenase 
is also a zinc enzyme and the subject of intensive model studies. However, the topics 
of this review will be confined to the model studies of the former hydrolytic metallo- 
enzymes. 

Enzyme model studies may be arbitrarily classified into the following two categories: 
i) To account or to understand the mechanisms of the enormous rate acceleration 

or the strict specificities of enzymes. 
ii) To design artificial enzymes. 

Included in the first but not in the second category is that intramolecular catalysis, 
in which the reaction center and the catalytic groups are connected in the same 
molecule. In the first category is also included the chemistry of an individual catalytic 
group or a cofactor, such as imidazole base or zinc ion. These model studies provide 
basic informations for the design of artificial enzymes of the second category. 
Artificial enzymes may be studied from various viewpoints. Obviously, one important 
purpose is to simulate natural enzymes, in which one may be required to use the same 
catalytic groups as those at the active sites of enzymes. However, such restriction is 
unnecessary and any catalytic groups can be used for the design of active catalysts 
for other purposes. Substrate binding is important in designing artificial enzymes 
which is usually accomplished by the use o fa  surfactant micelle, a macrocyclic cavity, 
or a polymer network, etc. 

In this review, we will describe the model studies of hydrolytic metalloenzymes of 
the second category, emphasizing those of micellar systems. Here it should be men- 
tioned that such miceUar models have been studied only little in the past so that the 
major, part of this review bases on our own work. 

2 Non-micellar Models 

2.1 Divalent Metal Ion Complexes of Imidazoles and Pyridines Having 
Hydroxyl Groups 

In 1965, Breslow and Chipman discovered that zinc or nickel ion complexes of (E)-2- 
pyridinecarbaldehyde oxime(8) are remarkably active catalyst for the hydrolysis 
of 8-acetoxyquinoline 5-sulfonate 12~. Some years later, Sigman and Jorgensen showed 
that the zinc ion complex of N-(2-hydroxyethyl)ethylenediamine (3) is very active 
in the transesterification from p-nitrophenyl picolinate (1) x3). In the latter case, note- 
worthy is a change of the reaction mode at the aminolysis in the absence of zinc ion to 
the alcoholysis in the presence of zinc ion. Thus, the zinc ion in the complex greatly 
enhances the nucleophilic activity of the hydroxy group of  3. ~ln search for more 
powerful complexes for the release of p-nitrophenol from 1, we examined the 
activities of the metal ion complexes of ligand 2-12 14.15). 
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2.1.1 L i g a n d  H y d r o x y l  G r o u p  in C a t a l y s i s  

O b s e r v e d  f i r s t - o r d e r  r a te  c o n s t a n t s  (kobsd) u n d e r  t he  c o n d i t i o n s  o f  excess  l i gand  o v e r  

t he  s u b s t r a t e  a re  s h o w n  in T a b l e  1. T h e  u n c a t a l y z e d  b u f f e r  r a t e  c o n s t a n t  is ko = 1.67 

x 10 -5 s - t  a t  p H  7.05 a n d  25 °C.  I n  t he  p r e s e n c e  o f  1.33 x 10 - a  M Z n  2+ ion ,  t he  

T a b l e  1. Pseudo-first-order rate constants (kobsd X 105 s -1) for p-nitrophenol release from p-nitro- 
phenyl picolinate 1 in the presence of metal ion and ligand under the condition of [ligand] ~> [1]a 

L None M 2+ 

Ni 2 + Zn 2 + Co 2 + Ca 2 + Mg2 + 

None 1.67 68.5 47.5 38.7 28.5 4.33 
2 19.3 - -  82 --  - -  - -  
3 15.2 223 227 85.5 22 15.8 
4 a  - -  - -  635 b --  - -  - -  
4 b  - -  - -  1 6 8 0  b - -  - -  - -  

4 c  5.3 2050 3530 447 12.2 22.8 
5 - -  - -  91.7 b - -  - -  - -  
6 - -  - -  403 - -  - -  - -  
7 95.7 - -  2270 - -  126 103 
8 56.8 4320 2620 - -  56 57.8 
9 23.3 875 4220 - -  27.7 26.5 
I 0  41.7 1200 39200 19500 55 68 
1 1  30.5 553 24000 8120 34.8 29.7 
1 2  14.7 132 40.7 33.8 15 14.8 

a Observed at 25 °C, pH 7.05 (0.1 M 2,6-1utidine-HNO3 buffer), I~ = 
= 1.33x 10 -3 M, and [1] = 1 x 10 -4 M 

b [L]T = 1 X 10 -3 and [M]T = 1.33x 1O M. 

0.2 (KNO3), [L]T = [MIT 

~ / ' --k / - - 'k  
PhCH2- N,~.N H2N N OH 

COC6Ht, N02 (p) H 
II 
0 

1 2 3 

r '~/cH2OH ~ ' ~  

H N...~.N CH2OH PhCH 2 - - N ~ N  

CH=N--OH 

5 6 7 

~ ' L , c  H PhC H 2 -- N T N  ~NIN~C H2 - N -- OH 
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rate increased about 30-fold. This rate increase is little affected by addition of such 
a ligand as 2 having no hydroxyl group or 12 which is a poor ligand toward the Zn 2 ÷ 
ion. In the absence of metal ion, the rate enhancement by ligand alone is relatively 
small. A large rate enhancement can be obtained when ligands having both hydroxyl 
and neighboring nitrogen groups such as 3-11 are used in the presence of either Ni 2 +, 
Zn 2 +, or Co 2 + ions. 

Pseudo-first-order kinetics are also observed under the condition of five molar 
excess of substrate over ligand for all ligands except for 3, indicating the reaction to 
occur catalytically. In the case of (Z)-2-pyridinecarbaldehyde oxime (9), the reaction 
proceeds in a biphasic manner in which the release of p-nitrophenol is initially rapid 
but then slows down. Such a biphasic behavior is an evidence for a two-step process 
involving, in this case, the acylation of the hydroxyl group of catalyst followed by 
rate determining deacylation to regenerate the catalyst 16,17). In the case of 3, as 
already demonstrated by Sigrnan and Jorgensen la), the second deacytation step is 
so slow that the reaction ceased in effect at the first acylation step. The acylated 
intermediates are likely involved in the catalysis of other ligands than 3 and 9 having 
hydroxyl groups, although direct evidences are lacking except their enhanced reacti- 
vities. 

2.1.2 Kinetic Equations 

The rates of reaction of I are dependent on both metal ion and ligand concentrations 

k = k o -4- kL[L]T + kM[MIT + kML[L]T[MIT (1) 

In the case of 2 having no hydroxyl group, the kobsd values are given by Eq. 1, where 
ko, kL, ku, and kML are the rate constants due to buffer, ligand, metal ion, and co- 
catalysis of metal ion and ligand, respectively, and [L]T and [M]T are the total concen- 
tration of ligand and metal ion, respectively. For other ligands having a hydroxyl 
group, saturation kinetics are observed consistent with the reaction scheme (1) and 
rate Eq. 2-4, where L, M, ko, kr and kM are defined in Eq. 1, S refers to the substrate, 
K is the association constant for the complexation between metal ion and ligand, 
and k= is the catalytic second-order rate constants for the reaction of the complex 
with the substrate 1. Complexation between metal ion and substrate, or the formation 
of a ternary complex between the three components (M, L, S) appears to be un- 

K 
M + L ~ complex 

S + complex - ~  products 

S k~ products 

kcK[L]x[MIT 
kob,d = k; -1 (2) 

1 + K([LIT + [Mlr) 

k5 = ko + kjL]r + ku[Mlx (3) 

1 1 1 + K[L~r 1 
- -  + - -  ( 4 )  

(kob,, - k~) k~[L]r  k~K[L~r [M]r 

Scheme 1. 
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Table 2. Association constants (K) and second-order rate constants (kL and k~) for p-nitrophenol 
release from p-nitrophenyl picolinate i in the presence of ligand (L) and metal ion (M) a' b 

L-M 
k L k~ K k¢K or kML 

M - t  s- t  M-1 s-I  M - t  M - 2  s -1  

2-Zn 2 + 0.133 -- --  1.62 x 102 
5a-Zn 2+ - -  42.7 142 60.6 x 102 
4 b - Z n  2÷ - -  136 104 141 x 102 
4c-Zn 2÷ 0.028 167 162 271 x 102 
4 c - N i  2÷ 0.028 138 110 !52 x 102 
5-Zn2 + - -  5.17 95 4.91 x 102 
6-Zn 2÷ --  21 178 37A × 102 
8-Zn 2÷ 0.70 66.7 559 373 x 102 
8-Ni 2+ --  105 1120 1180 x 102 
9 -Ni  2+ 0.20 667 44 293 × 10 2 

10-Zn 2+ 1.94 463 563 2610 × 102 
l l -Zn  2+ 0.20 208 1260 2620 x 102 

? Observed at 25 °C, pH 7.05 (0.1 M 2,6-1utidine-HNO3 buffer), g = 0.2 (KNOa), [1] = 1 x 10 -4 M. 
b ko = 1.67x 10 -5 s -1, kM(Zn 2÷) = 0.255 M - t  s - t .  

i m p o r t a n t ,  s ince  t he  r a t e s  a re  l inear  to  t he  m e t a l  i o n  c o n c e n t r a t i o n  in the  a b s e n c e  

o f  l i gands  w i t h o u t  s h o w i n g  any  ra t e  s a t u r a t i o n  by  inc rea s ing  m e t a l  ion  c o n c e n t r a t i o n .  

T h e  1 : 1 s t o i c h i o m e t r y  in the  c o m p l e x a t i o n  o f  M a n d  L (Sch eme  1) c a n  be  c o n f i r m e d  

b y  e x a m i n i n g  the  k ine t ic  ve r s ion  o f  J o b  p lo ts ,  i.e. t he  p lo t s  o f  kobsa va lues  as a f u n c t i o n  

o f  t he  m o l e  f r a c t i o n  o f  t he  l i gand  gives a m a x i m u m  at  t h e  m o l e  f r ac t i on  o f  0.5 cor res -  

p o n d i n g  to  t he  1 : 1 s t o i c h i o m e t r y  fo r  t he  k ine t i ca l ly  ac t ive  species. T h e  k ine t ic  resul t s  

b a s e d  o n  Eq.  4 are  s h o w n  in T a b l e  2. 

- - 2 -  
"7 
.c_ 
E 
!1 
o 

2 ~  

0 

-1- 

-2 

pH 
10 

Fig. 1. Plots of kobsd VS. pH for the 
release of p-nitrophenol from I in 
the presence of 1.33 x 10 -3 M ligand 
and 1.33x 10 -3 M metal ion; see 
Table 1 for other reaction conditions. 
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2.1.3 pH-Rate Profile 

Figure 1 shows the pH-rate profiles of some active complexes. Both Ni 2 + and Zn 2 + 
ion complexes of 8 afford saturation curves with inflection at around pH's  6 and 8, 
respectively, which represent, most likely, the ionization of the hydroxyl group 
complexed with a Ni z + or a Zn z + ion. The pK,  = 8.6 was assigned for the ionization 
of  the hydroxyl group of the latter complex 12). The lower pH for the ionization of 
the Ni 2 + ion complex in respect to that of the Zn 2 + ion complex indicates that the 
ligand 8 coordinates to Ni 2 + ion more tightly than to Zn 2 + ion, which is in con- 
formity with a larger K value (1120 M) for the Ni 2 + ion than for the Zn 2 + ion complex 
(559 M) at pH 7.05 (Table 2). 

Other complexes of 4c, 10, and 11 show linear plots with slopes close to unity 
in the a pH range 6.5-8.5. These linear plots also seem to represent the ionization of 
hydroxyl groups, but their pK,  values must be higher than 8.5. Unfortunately, it is 
difficult to examine higher pH's  due to precipitation of the metal hydroxide. 

2.1.4 Effects of Metal and Ligand Structure on the Mechanism of Catalysis 

The activities of metal ions in the absence of ligands are in the order N i  2 + > Z n  2 + 

> Co 2+ > C a  2+ > Mg 2+ (Table 1), as it may be predicted from the ligand affinity 
of a pyridine base like 1 toward these metal ions. In the absence of metal ions, the 
activities of ligands are in the order 7 > 8 > 10 > 11 > 3 > 4c, as anticipated from 
the nucleophilic reactivities of  the hydroxyl groups of these ligands. These activities 
are enhanced 102-103 times in the presence of Ni 2+, Zn 2+, or Co 2+ ions although 
Ca 2 + and Mg 2 + ions seem to have no activating effect. It may be of interest to note 
in Table 1 that the activating effect of  Ni 2 + ions is somewhat different from those 
of Zn 2+ and Co 2+ ions, i.e. the activity order is 8 > 4c > 10 > 11 > 3 in the presence 
of Ni 2+ ions, while 10 > 11 > 4 c >  8 > 3  in the presence of Zn 2+ or Co 2+ ions. 
The activity order is also pH-dependent, i.e. the complexes of 4e, 10, and 11 become 
much more active than that of 8 at higher pH's  (Fig. 1). 

NH2 NH C...- H 

- 2. II g II 
X ..... Ni,,,.N X,,,,,l~i 2~ / N  X 

" 0 °  - ""Oe 
X X 

13 14 15 

~'r~N.., ..X k/ ' '~ NH2 R-N" C 
HN ,,,,Zn ...... N" \ )  ,,× 
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OC6H4NO2 
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It is most likely that a metal ion activates a ligand hydroxyl group by coordination. 
Comparison of (E)- and (Z)-oxime 8 and 9 is of interest. The association constants 
in Table 2 indicate that 8 forms a much more stable complex with a Ni 2 + ion than 9, 
presumably because in 8 the two nitrogen atoms are in a coplanar position which 
is favorable for chelation with a metal ion, in contrast to 9 (compare the structures 
13 and 14). The activity of  the complex itself (kc value), however, is much larger for 9 
than for 8, presumably because the hydroxyl group is bonded to the metal ion much 
more tightly in 9(14) than in 8(13). Similarly the diamine 3 must form a much more 
stable complex with Zn 2+ ion than 4e (15 vs. 16), but the resulting activation of the 
hydroxyl group in the former complex is not so large as in the latter complex. Such 
activation may also be influenced by the nature of  the nitrogen ligand, such as whether 
it is aliphatic or aromatic. It is interesting to note with Table 2 that in each pair of 
4c-Zn 2+ and 6-Zn 2+ and 10-Zn 2+ and l l -Zn  2+, the imidazole ligands give larger 
kc values, whereas the pyridine ligands give larger K values than those of the other. 
It is also important to note that the 2-(hydroxymethyl)imidazole-4a-Zn 2 + ion complex 
is more active than the 4-(hydroxymethyl)imidazote-5-Zn 2+ ion complex. At any 
rate, it should be pointed out that the activity of 10-Zn 2 + ion complex seems to be 
really remarkable as compared to those of known examples in the literature. 

Sigman and Jorgensen 13) proposed the formation of a reactive ternary complex 17 
composed of Zn 2 + ion, 3 and 1 in the transesterification reaction between 1 and 3. 
In this ternary complex the Zn 2+ ion perturbs the pKa (estimated to be 8.4) of the 
hydroxyethyl group of 3 to provide a high concentration of the effective nucleophile, 
which in turn acts as a template to orient 1 for the intracomplex nucleophilic attack 
of the ionized hydroxyethyl group on the carbonyl group of 1. The importance of 
the formation of the intracomplex for the catalysis was shown by the inability of  the 
3-Zn 2 + ion complex to catalyze the transesterification of p-nitrophenyl acetate or 
p-nitrophenyl nicotinate which are unable to form any intracomplex. We also observed 
similar substrate specificity in the present systems of 4c-Zn 2+ and lO-Zn z+ ion com- 
plexes. Thus the formation of the ternary complex 18b, analogous to 17, is also con- 
ceivable for the catalysis by the 10-Zn 2 + ion complex as illustrated in Scheme 2. 
However, as mentioned earlier, such a complex as 18b should be very low in concen- 
tration as compared to the 1 : 1 complex of 18a. It is rather more reasonable to consider 
that the Zn 2 + ion stabilizes the tetrahedral addition intermediate 18c through which 
the acylated intermediate 18d is formed. As already mentioned, the Zn 2+ ion must 
also catalyze the deacylation of 18d. The complex ISe may explain how the hydroxide 
ion bound on the Zn 2 + ion facilitates the deacylation through the formation of another 
tetrahedrat intermediate 18f Alternatively, the Zn z+ ion may act as an etectrophile 
to assist the carbonyl sttack by the hydroxide ion as illustrated in 18g, although it is 
difficult to distinguish between the two mechanisms (18e and 18g) kinetically. Which- 
ever mechanism is true, the breakdown of the tetrahedral intermediate 18f into 
products should also be fast for an effective catalysis to occur. 

We have disclosed that the ligands 4c, 10, and 11, when complexed with a metal 
ion such as Z n  2 +, Ni 2 +, or Co 2 +, become highly active toward the hydrolysis of p- 
nitrophenyl picolinate (1). The catalysis is most likely to occur through formation of 
a ternary complex in the transition state or in reactive intermediates. The metal ion 
in such a complex serves to activate the ligand hydroxyl group for nucleophilic attack 
and to orient the substrate into a favorable position to undergo the reaction. 
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Scheme 2. Mechanism of the hydrolysis of 1 catalyzed by the t O - Z n  2 + complex. 

151 



Waichiro Tagaki and Kenji Ogino 

2.2 Carbonic Anhydrase Models 

In carbonic anhydrase 6), the Zn 2 + ion is bound to three imidazole ligands, and in 
carboxypeptidase 2) the Zn z+ ion is bound to two imidazole tigands together with 
a carboxylate anion. In other metalloenzymes, imidazole rings of histidine are also 
frequently the metal-binding site. Therefore, it is important to develope general 
synthetic methods of polyimidazole ligands to mimic such metalloenzymes. The 
initiation was first made by Breslow et al. who reported the syntheses of various bis- 
and tris-imidazole ligands 18.19). Few examples are shown in 19-22. Among them, 
the ligand 22 is particularly interesting and appears to be a good enzyme model, 
although the catalytic activity has not yet been reported. The ligand 22 forms a stable 
1 : 1 complex with Zn 2÷ ions without forming octahedrally coordinated 2:1 complexes 
by dimerization or with added other ligands, or a hydroxide-bridged dimer, presumably 
due to a cage effect by the bulky substituents. Brown et al. also reported several tris- 
imidazole derivatives, such as 23-25 2o,2~>. These ligands show some carbonic an- 
hydrase activity, and a moderate catalytic activity in the hydrolysis of 1 was also 
observed for the 25-Co 2+ complex 22) A problem for these complexes (23-25) is 

N.~, NH < C,>-<o,-,:,,,-c,-,-[.'7] r .,,,1 coo,.., 
H H 

n : l ,  3 

19 20 21 

_.,, r .,.,_..co,q ] 
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their insoliability in water so that the reactions were examined in heavily organic 
mixtures (80 ~o ethanol-water). Tabushi et al. reported that the rates of hydration of 
carbon dioxide is strongly accelerated by a zinc ion complex of cyclodextrin bis- 
(histamine) 23). Yet the above examples indicate that the model study of carbonic 
anhydrase still remains at an infant stage. 

2.3 Models Having a Substrate Binding Cavity 

An artificial metalloenzyme (26) was designed by Breslow et al. 24~. It was the first 
example of a complete artificial enzyme, having a substrate binding cyclodextrin 
cavity and a Ni 2 ÷ ion-chelated nucleophilic group for catalysis. Metalloenzyme (26) 
behaves a real catalyst, exhibiting turnover, and enhances the rate of hydrolysis of  
p-nitrophenyl acetate more than 103 fold. The catalytic group of 26 is a 8-Ni 2÷ 
complex which itself is active toward the substrate 1, but not toward such a substrate 
having no metal ion affinity at a low catalyst concentration. It is appearent that the 
metal ion in 26 activates the oximate anion by chelation, but not the substrate directly 
as believed in carboxypeptidase. 

Murakami et al. reported that a cyclophane 27 having two imidazole groups is 
activated by Cu 2 ÷ ions in the hydrolysis of p-nitrophenyl dodecanoate 25,26~, although 
the activation seemed to be small. 

The above two models together with Tabushi's cyclodextrin bis(histamine)23~ 
are really elabolate ones, each having a substrate binding cavity, but their catalytic 
activities are yet far behind of those of natural enzymes. They suggest the difficulties 
associated with the design of  a metal ion center inside of a cavity which activates 
both substrate and catalytic groups. 

3 Micellar Models 

Micelles in water are described as spherical aggregates of a surfactant monomer 27 -30) 
They somewhat resemble to enzyme proteins in structures and functions, although 
the details are yet the subjects of recent controversies 29,3o). There are numerous 
studies of  micellar models of  enzymes 2s), but the examples of those of metalloenzymes 
are very few 31-37). In particular, there are no examples of micellar models of carb- 
oxypeptidase or carbonic anhydrase except ours 36.37) 

3.1 Basic Ideas in Designing Mieeilar Metalloenzymes 

There are cationic, anionic, and non-ionic micelles. Divalent metal ions having 
positive charges are highly hydrophilic and cannot be incorporated into cationic 
micelles. Anionic miceUes tend to form water insoluble salts with divalent metal 
ions. Interactions of non-ionic micelles with divalent metal ions appear to be small. 
Thus incorporation of a divalent metal ion into a micelle to form a catalytic center 
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~2® @2* 
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~ Lipophitic tigand 

@2e Divalent metal ion 

Fig. 2. Schematic illustration of a micellar model of a metalloenzyme 

is not a straightforward process without some devices. A simple device is to use a 
mixed micellar system which is composed of chemically inert surfactant molecules 
and lipophilic ligands having a strong chelating ability towards metal ions together 
with a nucleophilic group for catalysis, such as illustrated schematically in Fig. 2 
In more elaborate models, the surfactant molecule itself would have both metal 
ion binding and catalytic sites, although such molecules have not yet appeared. 
Both cationic and non-ionic surfactants may be used, but anionic ones may not be 
adequate because of  the formation of insoluble salts. Stereo-selectivity may also be 
examined by introducing stereo-controlling elements in the ligand structures. 

3.2 Lipophilic Monoimidazole Ligands 

Non-micellar reactions (Table 1, 2) reveal that imidazole ligands are more active 
than the corresponding pyridine ligands, in particular when used as the Zn 2* ion 
complexes. Consequently ligand screening for higher activity was first carried out 
for lipophilic monoimidazole ligands, such as 28-37. These ligands are soluble in 
chloroform, but virtually insoluble in water. Their chelating ability can be readily 
visualized by extracting Cu z÷ or Co z÷ ion color from an aqueous phase into an 
organic phase. Surfactants employed were cationic cetyltrimethylammonium bromide 
(CTAB) and non-ionic Triton X-100. 

3.2.1 Kinetic Equations and Ligand Activities under [ligand]>>[substrate] 

Pseudo-first-order rate constants (kob~d) for the reaction of I are shown in Table 3. 
The rate increases slightly by the addition of CTAB of more than the CMC concen- 
tration (10 -3 M). The Zn 2÷ ion is more activating, but further addition of CTAB 
has no effect. A large rate enhancement is only observed when the three components, 
a ligand, Zn 2 ÷ ion and CTAB are mixed together. The presence of  CTAB is essential, 
although CTAB itself has almost no rate enhancing effect without the other corn- 
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Tab le  3. Kine t i c  p a r a m e t e r s  for  the release of  p -n i t ropheno l  f rom p-n i t ropheny l  p ico l ina te  1 u n d e r  
mice l la r  cond i t i ons  o f  C T A B  

ca ta lys t  kobsa x l 0  s s -1 kc (M -1 s -1) K (M -1 or  M - 2 )  e 

none  0.013 - -  - -  
C T A B  0.020 - -  - -  
Zn  2 + 0.25 - -  - -  

Zn  2 + + C T A B  0.28 - -  - -  
28-Zn 2 + + C T A B  2.05" - -  - -  
29-Zn 2+ + C T A B  166 * 3.7 x l03 1.7 × l05 (M -2)  

29-Zn 2 ÷ + C T A B  92.2 b - -  - -  
30-Zn 2÷ + C T A B  42.2 a 2.7 x 102 8.57 x 105 (M -2) 
31-Zn 2 + + C T A B  1.18 ¢ - -  - -  
3 2 - Z n 2 + + C T A B  114 ~ 5.3 x 102 6 . 1 0 x  102 (M -1) 

33-Zn 2+ + C T A B  64.7" t .8 x I02 4.95 x 106 (M -2)  
34-Zn 2 + + C T A B  I 11 = 1.4 x i02 6.04 × 10 6 (M-Z)  
35-Zn 2+ + C T A B  83.7" 1.55 x 102 6.22 x 106 (M-Z)  
36-Zn 2 + + C T A B  11.6 b 7.14 x l 0  s 1.26 x l 0  s ( M - 2 )  
37-Zn 2+ + C T A B  31.6 b 2.67 x 103 0.34 x l 0  s (M -2) 

= p H  7.05 (2,6-1utidine buffer  0.1 M, p = 0.2 (KNOs) ) ,  25 °C, [1] = 1 x 10-4 M,  [ligand] = 5 x 10-4  M, 
[Zn 2+] = 1 x 10 -3 M,  [CTAB] = 5 x  10 -3 M. 

b [CTAB] = 1 x 10 -2 M ,  o ther  cond i t ions  are  the same as in (a). 
c [•]= l x 1 0 - 4  M, [ l i g a n d ] =  1 - - 5 x 1 0 - 4 M ,  [Zn 2+] = 0 - -  l x l 0 - 2 M ,  [CTAB] = l x l 0  -2 M ;  

o ther  cond i t ions  are the same as in (a). 
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ponents. CTAB micelles solubilize a ligand in water and greatly activate the ligand- 
Zn 2 ÷ ion complex as mentioned later. 

The rates of this micellar reaction are also dependent on both metal ion and ligand 
concentration (Scheme 1 and Eq. 1-4) 361. 

However, there is an important difference between these two systems in the ligand- 
metal ion ratio in complexation. Namely, miceUar reactions require a more generalized 
reaction Scheme 3, where the molarity of ligand n is either 1 or 2 depending upon the 
structure of the ligands. This scheme gives rates: Eq. 2-4 for n = 1 and Eq. 3, 5, 6 
for n = 2. The results of the kinetic analysis are shown in Table 3. 

K 
M + nL ~ complex 

S + complex ~ products 

S ~ products 

k¢K[Lffr[M]~r 
n = 2 ,  kob ~ = k~ + (5) 

1 + K[L]~- + 4K[L]r[M]T 

1 4 (~_~ ~ )  1 
(kob,d -- k~) = k~[L]-"-~ + + "[M]r (6) 

S c h e m e  3. 

Table 3 indicates that five ligands form 2:1 complexes (n = 2) and one ligand 
forms a 1 : t complex (n = 1). As illustrated in Fig. 3, it is possible to build a molecular 
model of the 2:1 complex of 29-Zn z÷, but it is difficult to do so in the case of the 
3 2 - Z n  2 ÷ complex because of steric repulsion between 4(5)-methyl groups. The ligand 
3 5  has also 4(5)-methyl groups, but it forms a 2:1 complex. Presumably, coordination 
by the hydroxyamino group to the metal ion in 35  widen the space between the 4(5)- 
carbons of the imidazole rings, reducing the repulsion between the 4(5)-methyl 
groups. Thus, the formation of a 2:1 or a 1 : 1 complex seems to depend on a delicate 
balance between the structural elements of the complexes. Presumably, the hydration 
of the metal ion to stabilize a 1 : 1 complex under non-micellar conditions becomes 
weak in a micellar phase so that the coordination of the second ligand occurs to form 
the 2:1 complex. 

aqueous 
phase 

micellar 
phase 

~ ~ ' ~  OC6 H4 NO2(p) 

Fig. 3. Schematic illustration of the 
29-Zn 2+ ion complex embedded 
near the miceUar surface 
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Comparison of the 28 complex with those of 29 and 30 (Table 3) indicates that the 
hydroxyl group is essential for a high activity as in the non-micellar reaction (Table 1,2). 
Comparison of the 29 and 30 complexes reveals the 2-hydroxymethyl group being 
more active than the 4-hydroxymethyl group. The k c value of 29-Zn 2÷ (Table 3) 
is 27 fold larger than that of 4b-Zn 2÷ (Table 2), indicating an extent of micellar 
activation of the complex. However, the kc values of  the 34 and 35 complexes (Table 3) 
are smaller than that of  the/0-complex (Table 2); although the K values of these 
complexes are much larger than that of  the 29-Zn 2 ÷ complex. Thus micellar effects 
appear to depend on the nature of the complex. 

3.2.2 Effects of Micelle and Salt Concentration 

Figure 4 indicates the effect of the CTAB concentration on the rate constant of the 
complexes of 29 and 32. The CMC of CTAB is near 1 x 10 -3 M. Below CMC, the 
rates cannot be measured because of insolubility of  the ligands. Although unmeasured, 
the rates of  the 29 and 32 complexes must be greatly enhanced in the presence of 
CTAB micelles up to CMC, but further increase of  the micelle concentration above 
CMC cause a rate decrease. This type of micellar effect can be seen in many micellar 
reactions 27). Hence, it should be noted that the rate constants in Table 3 would be 
several times larger if they are measured by using a lower concentration of CTAB 
than 5 x 10 -3 M. 

The effect of salt (KNO3) concentration is small, i.e. less than a two fold rate increase 
by increasing the salt concentration up to 0.2 M. 

29  

,= 

o.I. 

0.2. 

0 

(CTAB)-10 3 M 

Fig. 4. Effect of  CTAB concentration 
on the pseudo-first-order rate constants 
at pH 7.00 at 25 °C; [1] = I x 10 -4 M, 
[ligand] = 5x10  -4 M, [Zn 2÷] = 
= 1 x l 0 - 3 M  

3.3 Lipophilic Bisimidazole Ligands 

The next subject is to examine bisimidazole ligands in which two imidazole rings are 
connected by a covalent bond. Thus, we have prepared a number of bisimidazole 
derivatives as listed in 38-44 according to the synthetic methods of Breslow 18) 
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Among them, 38a and 38b are water soluble and they can be considered as the non- 
micellar counterparts. All other ligands are water insoluble but can be solubitized 
in CTAB or Triton X-100 micelles. 

3.3.1 Effect of CTAB Micelle Concentration and Ligand Lipophiticity 

Figure 5a indicates the effect of the CTAB concentration on the rate constants of  
the complexes of 38b and 38c. In the case of  the water soluble 38b ligand, the rate 
increases with increasing CTAB concentration up to a saturation level. This type 
of saturation kinetics is usually interpreted to show the incorporation of a ligand- 
metal ion complex into a micellar phase from a bulk aqueous phase, and the catalytic 
activity of the complex is higher in the micellar phase than in the aqueous phase. 
In the case of lipophilic 38c, a very similar curve as in Fig. 4 is obtained. At a first 
glance, there appears to be a big difference between these two curves. However, they 
are rather common in micellar reactions and obey the same reaction mechanism 27). 

0.2- 

• , 0.1- 

38c = 1 -t0-'; M 
(zn2e) = t . t0  -3 M 

,,~N,,,38c pH 7.05. 25"C 

38b y I 

38b = 5.10 -z' M 
(Zn 2®) = 1.10 -3 M 
pH?.18, 25"C. p=O.01 

(CTAB) .I0 z M 

0.3. 

0.2 

0.1 

b 

~ 2 ~  29 
2.10 "~ M 

(ZnZe) =|'10"3 M 
pHT05  25"C, 1 • 01 

(Triton X-  100) .103 M 

Fig. 5a and b. a Plots of  kob,a '~. concentration of  CTAB for the release of  p-nitrophenol from 1. 
b Plots o f  l%b~d VS. concentration of  Triton X-100 for the release of  p-nitrophenol from 1 
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The apparent difference seems to be due to the difference in the binding constants 
o f  the complexes to micelles which is much larger in the lipophilic 38c than in the 
hydrophilic 38b complex 27). A somewhat different, but not an unusual micellar 
effect is observed in the case of  the non-ionic surfactant Triton X-100 as shown in 
Fig. 5b. 

R--N~N C,2H2s-- N ,~N CBH17-- N ,,~N CsHt't--N ,~N 
H-C-OH H--C--OH H--C--OCH~ CHa--C--OH 

R_N"~N CH3--N~N C s H , 7 - - N ~ N  CeH,7--N~N 

380 R=CH3 
38b R:C4H 9 39 40 L,I 
38C R:C8H17 
38d R:Ct2Hzs 

~ /~/CH2SCI2H25 

C~2H2s-N~. CsH~7-N~N CH3--N~N 
H-C--CH2OH HO-C--CHzCH2CO2H H-C-OH 

C12H25--N/{'~N C8H17-N/I~N CH3 -- N/!'~ N 

~ ~CHzSCt2H25 
g2 ~3 44 

Another features o f  the ligand lipophilicity and the, stability of  the complex  on 
the rates are shown in Fig. 6: Rate saturation corresponds to the formation of  a 1 : 1 
or 2:1 ligand-metal ion complex. Non-micellar reactions of  curves b and c indicate 
that the N-butyl ligand 38b forms a more active complex than N-methyl ligand 
38a does. It may be interesting to note that in the micellar reaction of  38b, a flat 

~" 0.2 

~ 0.t 

a 

2 & 6 8 10 
(L) .10 3 M 

Fig. 6. Effects of ClrAB and ligand 
concentrations on the hydrolysis of 
p-nitrophenyl picolinate(1): 25 °C, 
[Zn 2+] = l x l0  -3 M; a: [CTAB] 
= 1 X 10 -2 M, pH 7.05; b: [CRAB] 
= 0, pH 7.18; e: [CRAB] = 0, pH 7.18 
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Fig. 7. Formation of l : l  and 2:1 complexes in the bis-imidazole/Zn 2+ ion equilibrium 

s a t u r a t i o n  level is o b t a i n e d ,  whi le  in  the  n o n - m i c e l l a r  r eac t i on ,  the  ra tes  go  d o w n  

a f t e r  a m a x i m u m .  A f la t  s a t u r a t i o n  c u r v e  is a lso  o b s e r v e d  in t h e  r eac t i on  o f  the  m o r e  

l ipoph i l i c  l igands  3 8 c .  T h e s e  resu l t s  sugges t  t h a t  t he re  is a n  e q u i l i b r i u m  b e t w een  

1 : 1 a n d  2:1  c o m p l e x e s  as i l lus t ra ted  in Fig.  7, a n d  t h e  f o r m a t i o n  o f  t h e  2:1  c o m p l e x  

w h i c h  is less ac t ive  t h a n  the  1 : 1 c o m p l e x  is h i n d e r e d  in t h e  mice l l a r  phase .  

3.3.2 Ac t iv i ty  Prof i les  u n d e r  [ligand]>> [subst ra te]  

T h e  resu l t s  a re  s h o w n  in T a b l e  4. In  C T A B  micel les ,  t he  complexes  o f  the  l ipophi l ic  

b i s imidazo le  l igands ,  3 8 c ,  3 8 d ,  3 9 ,  a n d  4 4  are m u c h  m o r e  reac t ive  t h a n  those  o f  t h e  

l ipoph i l i c  m o n o i m i d a z o l e  l igands ,  2 9  a n d  3 6 ,  a n d  the  r a t e  e n h a n c e m e n t  by  the  3 8 c -  

Z n  2÷ ion  is 21500 fold as  c o m p a r e d  to  the  r a t e  in C T A B  a lone .  

Table4. Pseudo-first-order rate constants (ko~d) for p-nitrophenol release from p-nitrophenyl 
picolinate I a 

ligand and Zn 2+ kobsa x 102 s -1 

CTAB Triton X-100 b PEG-C12H25 

none 0.00193 0.00148 0.00201 
29 0.192 0.742 --  
36 0.088 --  - -  
38c 0.307 0.414 --  
29-Zn  2 + 3.02 27.5 32.3 
36-Zn 2+ 3.15 24,6 --  
38b-Zn  2 + 0.987 - -  - -  
38c-Zn  2÷ 4t.5 21.5 18.9 
38d-Zn  2 + 30.9 --  - -  
39-Zn 2 + 22.1 --  --  
40-Zn  2 + 0.0457 -- - -  
41-Zn  2 + 0.0183 -- - -  
42-Zn 2+ 0.418 -- - -  
44-Zn 2+ 10.8 --  - -  

a 25 °C, pH 7.05 (0.1 M 2,6-1utidine-HNO3 buffer), I~ = 0.1 (KNO3), [1] = 5 x 10 -5 M, [ligand] 
= 2 x  10 -4 M, [Zn 2+] = 1 × 10 -3 M, [CTAB] = 1 x 10 -z M, ~r i ton  X-100] = 2x  10 -3 M, [PEG- 
Cx2H2s] = 2x  10 -a M. 
Triton X-100 = HO(CH2CH20)9.7C6H4CaH17 
PEG.CI2H2 s = HO(CHzCH20)2sC12H2s 
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Comparable activity of the 39-Zn 2 + ion having unsymmetrical N-dodecyl and 
N-methyl groups with those of 38d-Zn 2 ÷ ions having symmetrical N-alkyl groups 
indicates that lipophilicity is more important than symmetry of dialkyl groups. 
The importance of the hydroxyl group for the activity is indicated in a low activity 
of the methylated 40-Zn 2+ ion complex. At a first glance, it seems strange that the 
41-Zn 2 + ion having a free hydroxyl group shows even lower activity than the 40-Zn 2 ÷ 
ion. However, the CPK molecular model indicates that the methyl and the two octyl 
groups of 41 are too much repulsive when placed at the same side so that the hydroxyl 
group has to take the side with the two non-alkylated imidazole nitrogen atoms to 
coordinate to the metal ion (Fig. 8). 

Z 2~  2 ¢  ,,,, n .... ,,,,,,zn,, ,,, Z_n2® 
--N" ~e "N,- - . . . -  ' . . . .  ,, 

, -  , .a r t  - m . , . . r  

/ I / / I t 
~ 3 - Z n  2® 38- Zn 2® 4 l - Z n  2® 

Fig. 8. Possible structures of 1 : 1 complexes of bis-imidazole-Zn 2 + ions 

Ligand 43 forms a very strong 1 : 1 complex with the Z n  2 + ion in a CTAB micelle, 
but the catalytic activity is only three fold larger than that of the Zn 2+ ion. The 
43-Zn 2 + ion complex formally resembles the Zn 2 ÷ ion center of carboxypeptidase A 
having two imidazole and one carboxylate groups, but lacks a nucleophilic group 
(i.e. the hydroxyl group is forced to be away from the Zn 2+ ion) (Fig. 8). On the 
other hand, it is difficult to explain the low activity of the 42-Zn 2 ÷ ion complex 
in view of a relatively high activity of the corresponding monoimidazole complex 
(33-Zn 2+ ion). It should be noted that the complex reactivities are dependent upon 
the types of surfactants, i.e. non-ionic surfactants enhance the activities of mono- 
imidazole complexes much more than those of bisimidazole complexes. 

3.3.3 Mechanism o f  the Catalysis o f  the Bis(N-octyl-2-imidazolyl)-carbinot( 38c)_Zn 2+ 
ion and of Related Complexes 

3.3.3.1 K and k c values obtained under [ligand] >> [substrate] 

The activity of the 3 8 c - Z n  2+ ion complex is remarkable as compared to those of 
the 29-Zn 2 ÷ and 38b-Zn 2 ÷ ion complexes, as illustrated in Fig. 9. Here, as described 
already, the reaction of the 29-Zn 2 ÷ ion can be represented by Scheme 2 (n = 2). 

On the other hand, the reaction of the 38c-Zn 2 ÷ ion can be represented by Scheme 1 
(or Scheme2, n = 1) and by Eq. 7, which is equal to Eq.2 when the secondterm 

(kobsd -- k;) is neglible as compared to the first term in the denominator. 
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Fig. 9. Plots of kob,d vs. concentration of Zn 2+ ion for the release of p-nitrophenol from I under 
fixed concentration of [ligand] = 2× 10 -4 M and [CTAB] = 1 x 10 -z M; a: 38c, b: 38b, c: 29 

These l igand-metal  ion ratios 

k~K[L]T [M]T 
ko~d = k~ + (7) 

K 
(I + K([L]T + [M]r))  - ~ (kob, d -- k6) 

(n = 2 and 1) are the same in both C r A B  and Tr i ton X-100 micellcs, and the results 
of  kinetic analysis are shown in Table 5. This and Table  3, 4 indicate that  larger 
kob~d values of  bisimidazole complexes than those of  monoimidazole  complexes are 
pr imari ly  due to favorable K values for complexat ion.  

However,  the kc values of  monoimidazole  complexes are larger than those o f  bisimi- 
dazole complexes al though each of  the former complexes have two hydroxyl  groups 
so that  statistical correction by factor 2 may be necessary for comparison.  

3.3.3.2 Kinetics under the Conditions of  [Substrate] >> [Ligand] : Burst Kinetics 

In  the foregoing micellar reactions, it is l ikely that  the react ion proceeds through 
the acylat ion of  the hydroxyl  group of  the ligands, and  the results indicate that  the 
acylat ion step is greatly enhanced by complexat ion with Zn 2÷ ions under micellar 

Table 5. Kinetic parameters for the release of p-nitrophenol from p-nitrophenyl picolinate 1" 

L --  M surfactant K ko 

29-Zn z+ CTAB 1.7 x 105 M -2 
(2:1 complex) Triton X-100 2.68 x 106 M -2 
38c.Zn 2+ CTAB 2.6 x 104 M -1 
(1:1 complex) Triton X-100 2.6 × 10 ~ M -1 
39.Zn 2+ CrAB 2.2 x 10 ~ M -1 
(1 : 1 complex) 

3.7 x l 0  aM - i s  -1 
10.5 xl03M - i s  - l  
0.783× 10 a M -1 s - l  
1.37 x l 0  aM - I s  -1 
1.37 x103M - i s  - l  

a 25 °C, pH 7.05; see footnotes in Table 3 and 4 for other conditions. 
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conditions. However, a little is known about the subsequent deacylation step since 
a ligand is always in excess over the substrate. It is clear that a system is not a catalytic 
one if deacylation is too slow to regenerate the free hydroxyl group of  the ligand. 

Figure 10 shows typical examples of  burst kinetics observed for the reactions 
of  29-Zn 2 ÷ and 3 8 c - Z n  2 ÷ ion complexes under the conditions of  excess substrate 
over ligand. Such burst kinetics can be accounted for a two-step reaction involving 
an acylated intermediate as in Scheme 4, and the rate constants, k a and kd, can be 
obtained based on Eqs. 8-11 as, 39), where A is the slope of  the steady-state line and 
B is the intercept obtained by extrapolating the steady-state line to time -- 0. The 
ka should be the same with the k, in Table 5. 

Zn2 ® -1 2~ o Zn2e z.n ' " " 'OH 
Lig- '=d - ' / ' ' eu , ,  v ka ,," % ("  k, = L i g d n d - O - C - R  = Ligdnd-~) ° 

(El R-C-L/f '''t Le 0 RC02 e 
II 
0 

(S) (P') (P~) 

Scheme 4 

[P1] = At + B(1 - -  e -bt) 

diP1] _ A - kakd[S]°[C]° 
+ ~[C]o 

dt k.[S]o + ka 

B -  (k"[S]°)2[C]° 

(k~[S]o + ka) 2 

(8) 

(9) 

(10) 

b = ka[S]o + kd ( l l )  
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However, the results shown in Table 6 indicate that the k~ values calculated by 
using the ligand concentration ([ligand]x) instead of the complex concentration 

([C]o) are much smaller than the k~ value in the case of 29c-Zn 2+. The [C]0 = 1.6 
× 10 -6 M for the 29-Zn z+ complex can be calculated based on K = 1.7 × 10 -5 M- 2  
(Table 5), but it is difficult to calculate corrected k, values based on the equations 
in footnote (c) in Table 6, because the B values are close to [ligand]T = 1 × 10 -~ M 
and much larger than [C]0, due to the acylation of almost all ligands. 

TaMe 6. Kinetic parameters in burst kinetics 

ligand-Zn 2+ pH A × 107 B x 104 k~ c ka ~ k~ x 104 ~ k a x 104 ~ 
(Ms -1) (M) (M ts-~) (M- i s - l )  (s-l) (s-t) 

29-Zn 2+ 6.50 0.136 0.912 5.65 -- 1.42 -- 
7.05 0.488 0.923 24.4 -- 5.08 -- 
7.50 1.24 0.924 63.6 -- 12.09 -- 
8.01 6.16 0.931 352 -- 63.8 -- 

38c-Zn 2+ 7.03 1.70 0.214 370 577 74 75 
7.96 26.6 0.208 4840 7550 1170 i 190 

[CTAB] = 1×10-2M,[29] = lx l0 -4M,[Zn  2+] = I×10-3M,[1] = 5×10-4M. 
[CTAB] = 1 × 10 -2 M, [38c] = 2.5× 10 -5 M, [Zn z+] = 1 × 10 -3 M, [1] = 2.5x 10 -4 M. 
k', and k~ are calculated by assuming [C]0 = [ligand]T and k, and ka are calculated by using calculated 
complex concentration [C]o: 
ka = k'a([ligand]r -- Bt/2[ligand]~:2)/([C]o -- BI/2[C]~ :2) 
kd = k~([ligand]~/2)/([C]~/2) 

In  the case of the 38c-Zn z÷ ion complex, [C]0 = 2.4× 10 -5 M calculated by 
using K = 2.6× 10 -4 M -1 (Table 5) is close to [ligand]x = 2.5× 10 -SM and it is 
possible to calculate corrected k a values which are in reasonable agreement with 
the k¢ value in Table 5. Thus ligand 38c is more appropriate than 29 for the study of 
mechanism of catalysis under various conditions. The reasons are that 38c forms 
a more stable Zn  2 ÷ ion complex than 29, and furthermore such complexing ability 
appears to be retained in the acylated intermediate in the 38c complex which, however, 
may be lost largely in the case of 29. The latter reasoning appears to be supported 
by much larger deacylation rate constants kd for 38c than for 29 complexes. Namely, 
the deacylation rate is also greatly enhanced by complexation with Zn  z ÷ ions. 

3.3.3.3 p H  Rate Profile o f k  c and ka 

Equation 12 applies under  the condit ion of [L]x ~> [M]x - [S] for 

kob~d - -  k~ = k~[M]T (12) 

A = kd[ligand]T (13) 

38c (see Eq. 2 and 7), and Eq. 13 applies for both 39 and 38c under  the conditions of 
ka[S]o >> kd (Eq. 8). The pH-rate profiles of k c and kd based on these Eqs., are shown 

in Fig. 11. 
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Fig. 11. pH-Rate profile for 
the acylation and deacylation 
rate constants (kc and kd) 
for the reactions of  29 and 
38c complexes; (a) and (c) 
for k~, [CTAB] = 1 x 10 - 2  M, 
[1] = 5 x 1 0  -5 M, [Zn 2+] 
= 1 - -4×10  -5 M, [38c]or 
[29] = 5 x 1 0  -4 M; (b) and 
(d) for k d 

T h e  k c a n d  kd va lue s  g i v e n  t h e r e  a r e  s a t i s f a c t o r i l y  in a g r e e m e n t  w i t h  t h o s e  l i s ted  

in  T a b l e  5, 6. I t  is i n t e r e s t i n g  to  n o t e  t h a t  t h e  c u r v e  (a) f o r  38c s h o w s  leve l ing  o f f  

n e a r  p H  8 w h i c h  s e e m s  to  c o r r e s p o n d  w i t h  t h e  p K ,  o f  t h e  h y d r o x y l  g r o u p  o f  t h e  

38c-Zn 2÷ i o n  c o m p l e x ,  i n d i c a t i n g  t h a t  c o m p l e x a t i o n  w i t h  Z n  2+ i o n s  in a c a t i o n i c  

mice l l e  l o w e r  t h e  p K  a o f  a h y d r o x y l  g r o u p  c o n s i d e r a b l y .  F i g u r e  11 a l so  s h o w s  t h a t  

t h e  k a v a l u e s  o f  t h e  38c c o m p l e x  a r e  m o r e  t h a n  20 t i m e s  l a rge r  t h a n  t h o s e  o f  t h e  29 

c o m p l e x .  

3.3.3.4 Cu 2+ Ion Effects 

T h e  T a b l e  7 s h o w s  C u  2 + i o n  e f fec t s .  I n  a C T A B  mice l l e ,  t h e  C u  2 ÷ i o n  i t se l f  w i t h o u t  

l i g a n d  e n h a n c e s  t h e  r a t e  1900 f o l d  as  c o m p a r e d  to  14 f o l d  o f  t h e  Z n  2+ i o n  ( T a b l e  4). 

Table 7. Pseudo-first-order rate constants, k c and K values in the C u  2+ ion catalyzed reaction of  1 

ligand, kobsa " K k c 
condition (s -1) (M -2) (M -1 s -1) 

CTAB 0.002 × 10 -2 - -  - -  
C T A B + C u  2+ 3.78 x 10 -2 - -  - -  
CTAB+Cu2+-29 4.91 1.09 x 108 3.23 x 105 
CTAB+Cu2+-36 4.10 8.12 × 10 7 3.82 × 105 
CTAB + Cu  2 +-37 1.01 - -  - -  
CTAB + Cu 2 ÷-38c 0.153 b - -  - -  
CTAB + Cu 2 +-44 0.105 - -  - -  

a 25 °C, pH 7.03, [CTAB] = 1 x 10 - 2  M, [1] = 5 x 10 -s  M, [ligand] = 1 × 10 -4 M, [Cu 2÷] = 10 -4 M. 
b [1] = 2.5 x 10 -s  M, [ligand] = 0.5 x 10 -4 M. [Cu 2+] = 2.5 x 10 -4 M. 
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Thus the C u  2 + ion is specially active toward a pyridine ester like 1. This activity further 
increases about 100 fold in the presence of  monoimidazole ligands, e.g. 29 and 36. 

Thus, in the presence of  1 × 10 -4 M each of  Cu z+ and 29, the spontaneous rate is 
enhanced 2.5 × 105 fold at pH 7.05. This rate enhancement is much larger than the 
corresponding 1.5 × 103 fold observed in the presence of  2 x 10 -4 M of ligand and 
1 × 10 -a M of  Zn 2+ (Table 4). Kinetic analyses indicate that these monoimidazole 
ligands also form 2:1 ligand-Cu 2 ÷ ion complexes as in the cases o f Z n  2 + ion complexes. 
The observed K value o f  the 29oCu z + ion complex is 640 times larger than that o f  
the 29-Zn 2 + ion complex (Table 5 and 7). The k~ values o f  the former complex is 
also 87 times larger than that of  the latter complex. In contrast, the activities (kobsd) 
of  the bisimidazole ligands 38c, and 44 are low. The activity of  the 42-Cu z + ion 
complex having a primary hydroxyl group is also low. Although the reason is not 
yet clear, it is likely that the Zn 2 + and Cu 2 + ion complexes require different structures, 
i.e. square planar or tetrahedral, for activity and a more flexible 2:1 complex of  
monoimidazole ligands is more suitable for the required Cu / + ion complex than the 
1 : 1 complex of  bisimidazole ligands. 

3.3.3.5 Substrate S p e c ~ t y  

Table 8 indicates substrate specifity as measured by rate enhancement. The most 
reactive ester is 1 which undergoes rate enhancement of  more than 104 fold in the 
presence of  2 x 10 -4 M of  catalyst at pH 7.05. 

Table 8. Substrate specificity as measured by rate enhancement (keatalyzed/kuneatalyzed) a 

catalyst 29-Zn 2 + 38c-Zn z + 
ester RCO2C6H4NO2(p) 

CTAB Tri ton X-100 CTAB Tri ton X-100 

R : CH3 29 210 -- 11.2 
C2Hs 82 -- -- - -  

-- 1040 -- 83.8 C5H11 
1565 18600 21500 14500 

~(l) 
" conditions (a) in Table 4. 

In contrast to i,  isomeric p-nitrophenyl nicotinate shows almost no catalysis. 
Thus, it is clear that substrate coordination to the metal ion complex plays the critical 
role for an enormous rate enhancement. The lipophilic ester (R = CsHll)  also under- 
goes a large rate enhancement indicating the importance of  substrate binding into 
the micellar phase by hydrophobic interaction. A large rate enhancement can also 
be seen in lipophilic esters which lack the metal coordination site as given below 
with the enantioselective micellar reactions (Table 9, 10). 

4 E n a n t i o s e l e c t i v e  H y d r o l y s i s  

Enantioselective deacylation of  esters in micellar reactions has been extensively 
studied in order to understand enzyme stereospecificity, and some micellar systems 
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involving chiral histidine-functionalized surfactants have been found to exhibit 
moderate or high enantioselectivities 40-43). However, there has been no report, 
except ours 37), on the micellar catalysis dealing with metal ion catalyzed acyltransfer 
reactions involving lipophilic ligands with chiral centers. 

4.1 Effects of Ligands, Metal Ions, and Surfactants 

Lipophilic ligands, e.g. 45--49 having chiral L-2-pyrrolidine-methanol moieties, 
have been prepared and examined for their catalytic activities in reactions with 
optically active esters (50--52). 

Table 9 indicates that the rate enhancement (kL/k~) is relatively small when Zn 2+ 
ions or a ligand is used ,separately for both 50 and 52 substrates. A large rate enhance- 
ment is obtained only when a ligand and the metal ion are used together as in the 
previous examples (Table 1, 3, 4, 7). Ligands L-45 and L-46 are relatively inactive 
as compared to other ligands having the imidazole moiety. The ligand activation by 
metal ion is the order of Zn 2+ > Co 2÷ > Ni 2÷ in all the cases, the same as in non- 
micellar reactions (Table 1). Rate-enhancing effects (kL/k~) of L-47-Zn 2 +, L-4(8-Zn 2 +, 
and L,L-49-Zn 2÷ ion complexes are remarkably large in view of the consideration 

Ct2H25--N~ C 12Hzs-- N%..~ CI2H25--N~N 

H" CHzOH H'~'C H 2H.:,.~ C C H 2H,.I~ C 
H20H H20H 

L-,~5 L.L-46 L-47 

- -  -,c,- " H z O H  

L - 4 8  

p==.~ 

C ' 2H 2 s -- N "~cN2 ~'~C Hz N ~ H 

H "" CHzOH 
L.L-Z9 

~'~CONH~HCOOCBH4NO 2 (p) 
I 

PhCH 2 
( Pic ) - Phe- PNP 

50 

L~ 
CONHCHCOOCBH4NO2 (P) 

CH2Ph 

(Nic)--Phe-- PNP 
5t 

Ph CH2OCON HCHCOOC6H4 NO 2 ( p ) 
I 
CH2Ph 

(Z)-Phe-PNP 
52 

167 



Waichiro Tagaki and Kenji Ogino 

Table 9. Pseudo-first-order rate constants for the release of p-nitrophenol in the reactions of optically 
active esters in a CTAB micelle 

ester catalyst k L x 10 a k D x 103 kL/l~ kL/k D 
(s -~) (s- ' )  

( P i c ) - P h e - P N P  

5if' 
n o n e  2 . 1 6  - -  1 . 0  - -  

Z n  2 ÷ 3 . 4 2  - -  2 . 1  - -  

L-47 6. i 5 3. ! 5 2.8 1.95 
L-45-Zn 2 + 3.79 3.78 1.8 1.0 
L-46-Zn 2 + 4.35 3.50 2.0 1.24 
L-47-Zn 2+ 141 35.7 65 3.96 
L-47-Co 2 + 45.9 26.7 21 1.72 
L-47-Ni 2 + 5.89 5.45 2.7 1.08 
L-48-Zn 2 + 54.5 21.8 25 2.54 
L,L-49-Zn" ÷ 14.6 7.26 6.8 1.92 

( Z ) - P h e - P N P  

52 b 
none 0.0703 - -  1.0 - -  

Z n  2 + 0.0797 --  1.1 --  
L-47 0.408 0.359 5.8 1.14 
L-48 0.226 0.159 3.2 1.42 
L,L-49 0.503 0.209 7.2 2.41 
L-45-Zn 2 + 0.112 0.106 t .6 1.06 
L,L-46-Zn 2 + 0.750 0.230 10.7 3.26 
L-47-Zn 2÷ 19.7 10.7 280 1.84 
L-47-Co 2+ 1.2 0.89 17.1 1.35 
L-47-Ni 2 ÷ 0.0997 0.0950 t.42 1.05 
L-48-Zn 2 + 4.23 2.99 60.2 1.41 
L,L-49-Zn 2 ÷ 30.8 7.88 438 3.91 
L,L-49-Co 2 + 1.29 0.355 18.3 3.63 
L,L-49-Ni z + 0.146 0.0975 2.08 1.50 

a [CTAB] = 1 x 10 -2 M, [ligand] = 5x 10 -4 M, [M 2+] = 1 x 10 "3 M, [50] = 1 x 10 -4 M, pH 7.29 
(2,6-1utidine buyer), 25 °C. 

b [CTAB] = 1 x 10 -z M, [ligand] = 1 x 10 -a M, [Zn 2+] = 2x 10 -3 M, [52] = 1 x 10 -4 M, pH 7.51, 
25 °C. 

tha t  the esters 50 and 52 have  no  favorab le  meta l  ion  b inding  site near  t he  react ing 
C = O b o n d  unl ike  in the  case o f  the  ester  t .  A m o n g  these three  complexes ,  the  mos t  

act ive one  is the  L - 4 7 - Z n  2÷ ion  for  the  ester  50 (kL/k~ = 65), and  the  L , L - 4 9 - Z n  2÷ 

ion for  the  ester 52 (kL/k~ = 438). In paral le l  wi th  these activities,  the  L-47-Zn  2+ ion  

shows the  highest  enant ioselect ivi ty  for  t he  ester  50 (kL/k ° = 3.96), and the  L ,L -4 7 -  

Zn  2+ ion  for  the  ester  52 (kL/k ° = 3.91). 
T h e  ester 51 undergoes  a lmos t  no  catalysis  by any complex ,  a l though  the unca ta lyzed  

rate  o f  51, kobsa = l l . 4 x  10 -3  s -1 (pH 7.51, 25 °C) is fair ly large but  smal ler  t han  

those  o f  the  ca ta lyzed  rates  o f  50 and  52 (Table  8). T h e  reason  o f  such non-cata lys is  

is no t  yet clear.  
Tab l e  10 indicates  the results ob ta ined  in non- ion ic  micelles and  may  be c o m p a r e d  

wi th  Tab l e  9 o f  ca t ionic  miceUes. 
The  unca ta lyzed  rates in the T r i t o n  X-100 micel le  a re  m u c h  smal ler  than  those  o f  

the C T A B  micel le  as expected in ionic  micel lar  react ions.  Howeve r ,  in the ca ta lyzed  
reac t ions  m u c h  larger rate  enhancements  occur  in the  fo rmer  micelle than  in the 

la t ter  micelle,  s imilar ly as in achiral  systems (Table  4, 5). In  Tab le  10, ester 50 shows 
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Table 10. Pseudo-first-order rate constant for the release of p-nitrophenol: in Triton X-100 

ester catalyst k L x 103 k D x 103 kL/k~ kL/k ° 
(s -1) (s -1) 

(Pic)-Phe-PNP none 0.368 --  1.0 --  
50 ~ Zn 2 + 2.74 --  7.45 --  

L-47 0.838 0.728 2.28 1.15 
L-48 0.560 0.526 1.52 1.06 
L,L-49 0.494 0.452 1.34 1.09 
L-47-Zn 2+ 260 209 707 1.24 
L-48-Zn 2 + 127 105 345 1.21 
L,L-49-Zn 2 + 15.0 14.7 40.8 1.02 

(Z)-Phe-PNP 
52 ~ 

none 0.00328 --  1.0 - -  
Za 2+ 0.0117 --  3.56 - -  
L-47 0.0479 0.0512 14.6 0.94 
L-48 0.0385 0.0265 11.7 1.05 
L.47-Zn 2 + 5.00 2.26 1520 2.21 
L-48-Zn 2+ 1.30 0.827 396 1.60 
L,L-49-Zn 2 + 8,12 2.26 2480 3.58 

(Z)-Phe-PNP Cu 2 + 0.0181 - -  5.51 - -  
52 b L-47-Cu 2+ 0.501 0.395 153 1.27 

L-48-Cu 2+ 0.415 0.220 127 1.88 
L,L-49-Cu 2 ÷ 1.16 0.306 354 3.79 

a [Triton X-100] = 1 x 10 -2 M, [ligand] = 1 × 
pH 7.50 (2,6-1utidine buffer), 25 °C. 

b [Triton X-100] = 1 x 10 -2 M, [ligand] = 1 x 
pH 7.50, 25 °C. 

10 -3 M, [Zn 2+] 

10 -4 M, [Cu 2+] 

= 2x 10 -a M, [ester] = 1 x 10 -4 M, 

= 1 x 10 -4 M, [ester] = 5 x 10 -5 M, 

only  low enant ioselect ivi t ies  wi th  all catalysts  in con t ras t  to  some high values in 

Tab le  9. I t  m a y  be interest ing that  the  L ,L-49-Zn  2+ i o n  catalyst  is the mos t  act ive 

t oward  the ester 52 in bo th  C T A B  and  Tr i t on  X-100 micelles. 

4.2 K and kc Values obtained under [ligandl >~ [substratel 

As  descr ibed previously,  l ipophil ic  m o n o i m i d a z o l e  l igands fo rm 2:1 complexes  

wi th  the  Zn  2 ÷ ion  (n = 2 in Scheme 2) as act ive  catalysts  except  fo r  some  sterically 

h indered  l igands (Table  3, 5, 7), and b is imidazole  l igands fo rm 1 : 1 complexes  (n = 1 

in Scheme 2, Tab le  5). In  this chiral  system, the la t ter  1 : 1 comp lex  accords  wi th  kinet ic  

analyses for  bo th  L - 4 7  and L , L - 4 9  l igands as shown in Fig. 12 and Tab le  11. These  

conclus ions  seem to be reasonable  since m o n o i m i d a z o l e  der ivat ives  have  only  one  

imidazo le  ni t rogen,  while  the o ther  b is imidazole  and  chiral  l igands have  m o r e  than  
two n i t rogen  a toms  which can  effectively coord ina te  to the Zn  2 ÷ ion. 

The  K values  in Tab le  11 appea r  to  be reasonab ly  large. T h e y  co r re spond  to  the  
associa t ion be tween l igand and  Zn  2 + ion  invo lv ing  a lmos t  no  in terac t ion  wi th  the  

substra te  in the  p re -equ i l ib r ium stage so that  they  are  the same for bo th  L- and D-es te r  
and  for  di f ferent  esters (50 and 52). T h e  enant ioselect ivi t ies  (kL/k D) in Tab le  9 and 10 

involve  some  cont r ibu t ions  f rom the free l igands in addi t ion  to those f rom the com-  
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Fig. 12. Plots of pseudo-first-order rate 
constants for the release of p-nitrophenol 
from L-52 and D-52 as a function of zinc 
ion concentration. See Table 9 for other 
conditions 

Table 11. Kinetic parameters for the hydrolysis of L- and D-ester in a CTAB micelle ~ 

catalyst L- or K x 10 -3 b (Pic)-Phe-PNP(50) (Z)-Phe-PNP(52) 
D-ester (M- 1) 

k¢(M - I s  -1) kL/k D k~(M - i s  -1) kL/k ° 

L-47-Zn 2 + L 4.92 503 23.1 
5.86 1.85 

D 5.18 85.8 12.5 

L,L-49-Zn 2÷ L 17.4 31.8 
3.84. 

D 15.4 8.29 

[CTAB] = I x 10 - 4 M, [ligand] = 0-- 3 x I 0 - 3 M, [Zn 2 + ] = 0-- 4 x 10 - 3 M, [substrate] = 1 x 10 - 4 M, 
pH 7.31, 25 °C. 

b K values are primarily determined by the association between the ligand and the Zn 2+ ion, and 
almost the same for both substrates. 

plexes. Meanwhi l e  the  kL/k ° values in Tab le  11 co r re spond  to those  o f  the pure  

complexes ,  and hence it m a y  be reasonable  that  the  value  o f  5.86 is s ignificantly 

larger  than  3.96 in Tab le  9. 

4.3 Burst Kinetics under Isubstratel >> [ligand] 

Figure  13 indicates  burst  kinetics. As  discussed before,  such biphasic  curves  indicate  
the react ion to occur  th rough  two steps involv ing  an acyla ted  intermediate .  T h e  

init ial  s lopes for  the pres teady state can  be taken as the measure  o f  acyla t ion  rates,  
and  the  s lopes  o f  the  later  s t raight  line for  s teady-sta te  can  be taken  as the measure  

o f  deacy la t ion  rates.  
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Table 12. Enantioselectivities in the acylation and deacylation steps in the burst kinetics of the reaction 
of (Z)-Phe-PNP(52) 

catalyst surfactant acylation deacylation 
kL/k D ke/k D 

L-47-Zn 2 + CTAB 1.8 2.2 
Triton X-100 2.1 0.56 

L,L-49-Zn 2 + CrAB 4.0 1.8 
Triton X-100 3.05 0.39 

1.5. 

:E 

";" 1.0 
"6 
c 
¢- 
e~ 

"2 O.5- I 

0 
0 

L - 5 2 ~  

I / /D-52" LL-'9 • 

/ / /  M 
i l l  {li~nd)= 1.10-' M 

(Zn~}= 2"10 -3 M 

2 4 6 8 10 
Time Imin) 

Fig. 13. Burst kinetics: [ester]/[ligand] 
= 5.0 

The ratios of these slopes for L- and D-esters are shown in Table 12. The kL/k D 
values of the acylation step in the CTAB micelle are very close to those in Table 9, 
as they should be. It is interesting to note that the second deacylation step also occurs 
enantioselectively. Presumably it is due to the deacylation ocurring by the attack 
of a zinc ion-coordinated hydroxide ion which, in principle, should be enantioseleetive 
as in the hydroxyl group of the ligand. Alternatively, the enantioselectivity is also 
expected when the free hydroxide ion attack the coordinated carbonyl groups of 
the acyl-intermediate with the zinc ion. At any rate, the rates of  both steps of  acylation 
and deacylation for the L-esters are larger than those for the D-esters in the CTAB 
micelle. However, in the Triton X-100 micelle, the deacylation step for the D-esters 
become faster than for the L-esters. 

The above enantioselectivities are obviously complex functions of many factors, 
perhaps even more complex than in natural enzymes. Complexity is partly due to 
the present co-micellar system in which it is difficult to analyze separately the inter- 
action of the substrate with the achiral micelle, and that of  the substrate with the 
catalyst complex. 
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5 Concluding Remarks 

Several model systems related to metalloenzymes such as carboxypeptidase and car- 
bonic anhydrase have been reviewed. Breslow contributed a great deal to this field. 
He showed how to design precise geometries of bis- or trisimidazole derivatives as 
in natural enzymes, He was able to synthesize a modified cyclodextrin having both 
a catalytic metal ion moiety and a substrate binding cavity (26). Murakami prepared 
a novel macrocyclic bisimidazole compound which has also a substrate binding cavity 
and imidazole ligands for metal ion complexation. Yet the catalytic activities of these 
model systems are by no means enzymic. 

Our micellar models show unusually high catalytic activities as compared with 
other related model systems. Foregoing results and discussions may be summarized 
by referring to a generalized mechanism of catalysis shown in Scheme 5. 

/--OH e~,OH 2 
"Zn 

~"-N ....... ""N 

( NIl','," Z ne,,~:'2 H 2 

RCOOR' R' 0 ° FO..--C aH 
% " L "Zn°'~ _ ..,i .,. 

N' "N N .......... N N . . . . . . . .  N 

° 0  ~ R 
Rcoo 

0 ~Z n ~'0 

N"" "%N 

Scheme 5. Summarized mechanism of the catalysis of the micellar model of a metalloenzyme 

First, complexation lowers the pK, of ligand-hydroxyl group which occurs more 
strongly with stronger complexation. Complexation of lipophilic ligands seems to 
occur more strongly in non-ionic than in cationic surfactant. In micellar phase, it 
is likely that an ion-pair between oxyanion and zinc ion is a much more powerful 
nucleophile than a free hydroxide anion in a bulk water media. The acylation takes 
place through substrate binding into the micellar phase and subsequent to the forma- 
tion follows decomposition of the tetrahedral addition intermediate. In all these 
steps, both substrate lipophilicity and metal ion binding ability appears to be important 
for the rate enhancement. It is likely that the zinc ion acts as an electrophile to polarize 
the carbonyl group or to assist the leaving of the p-nitrophenoxide anion, although 
these possibilities must be further examined by using substrates having weaker 
leaving groups. Final deacylation steps occur presumably through the attack of a zinc 
ion-bound hydroxide anion. This step is remarkably fast in the case of the bisimidazole 
complex 3 8 c - Z n  2 + (Table 6). It should be mentioned that the reaction stops at the 
acylation of the hydroxyl group in the case of Sigman's complex (3-Zn z + ion). There 
are many examples of micellar activation of the hydroxyl grofip for acylation, but 
subsequent deacylation is usually very slow. Thus, the zinc ion seems to play as 
both acid and base catalyst efficiently under neutral conditions. 
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The study on micellar models is still at the beginning. An  amphiphil ic ligand which 
can form micelles by itself has not  yet been prepared.  It is necessary to obtain com- 
plexes of  higher stabili ty in order  to activate the hydroxyl  group strong enough in 
the reactions of  inactive esters or  amides. Enantioselectivity must reach higher specifity. 
Nevertheless it seems to be clear that  many  features or  some impor tant  clues have 
al ready been disclosed for further refinements of  this micellar systems. More  details 
about  the present micellar reactions will be repor ted elsewhere in near future. 
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This review addresses the issues of the chemical and physical processes Whereby inorganic anions 
and cations are selectively retained by or passed through cell membranes. The channel and carrier 
mechanisms of membranes permeation are treated by means of model systems. The models are: 
the planar lipid bilayer for the cell membrane, Gramicidin for the channel mechanism, and 
Valinomycin for the carrier mechanism. 

With respect to the channel mechanism, the phenomenology of channel transport is noted; the 
molecular structure of the Gramicidin channel is briefly reviewed; the cation binding sites are 
located within the channel; using Eyring rate theory a free energy profile for ion transit through 
the channel is developed based on the location of the binding site and the determination of binding 
and rate constants by physical methods which are independent of the transport mechanism, and it is 
demonstrated that both binding site location and rate constants must be independently determined in 
order to achieve the unique description of ionic mechanism. It is shown that inorganic anion vs cation 
selectivity is the result of the chemical structure of polypeptides combined with conformational 
energetics of the channel; it is shown that monovalent vs multivalent cation selectivity is the result 
of the proximity of membrane lipid to the channel proper and properties are proposed for a 
divalent cation channel; and it is argued that selectivity among monovalent cations is enhanced 
by the conformation energetics of the channel. Furthermore, a formalism is given which leads to a 
means of evaluating thermodynamics relative to selectivity among monovalent cations. 

With respect to the carrier mechanism, the phenomenology of the carrier transport of ions is 
discussed in terms of the criteria and kinetic scheme for the carrier mechanism; the molecular 
structure of the Valinomycin-potassium ion complex is considered in terms of the 15olar core 
wherein the ion resides and comparison is made to the Enniatin B complexation of ions; it is seen 
again that anion vs cation selectivity is the result of chemical structure and conformation; 
lipid proximity and polar component of the polar core are discussed relative to monovalent vs 
multivalent cation selectivity and the dramatic monovalent cation selectivity of Valinomycin is 
demonstrated to be the result of the conformational energetics of forming polar cores of sizes 
suitable for different sized monovalent cations. 

"It should be apparent that the principles of selective ion transport are independent of the specific 
models being treated here and that many of these principles are ~ft variance with what were 
traditional views on the basis of selective membrane permeation by inorganic ions. Thus, the concept 
of selectivity among monovalent cations being based on values of hydrated radii is replaced by the 
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demonstration that greater selectivity comes with increased dehydration. The perspective that hydra- 
tion is the best way to lower ion self energy in order to pass through a protein component in a cell 
membrane is replaced by demonstration that peptide and ester carbonyls are far better solvators 
than water and that what is critical is the conformational energetics required to achieve adequate 
coordination, Furthermore, the earlier prevalent view that the repulsive image force due to the presence 
of the lipid layer would cause the rate limiting barrier to be in the middle of the membrane is shown 
to be entirely incorrect for monovalent cations but relevant indeed to multivalent cations. It 
should also be appreciated that there are other physiocochemical data available from these model 
systems such as the repulsion between ions at a known distance and separated by a string of water 
molecules and such as the energetics of lipid membrane deformation. Such information while relevant 
to the mechanisms of selective permeation of cell membranes has a more general and widespread 
application. 
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I Introduction 

Traditionally concepts of ion selective permeation of biological membranes have 
centered on differences in the effective radii of hydrated nuclei. An example of that 
perspective derives from consideration of the resting membrane potential, E, which 
in the squid axon is approximated by the Nernst equation 

RT [K+lin 
E = In - -  (1) 

F [K+lo.t 

where F is the Faraday, T is the absolute temperature (°K), R = kN is the Boltzmann's 
constant, k, times Avogadro's number, N, and [K÷]in and [K ÷]out are the molar activi- 
ties of potassium ion inside and outside, respectively, of the cell. The argument has 
been that the smaller hydrated radius o f K  +, e.g. 2.76 A for Na + and 2.32 A for K ÷ t~, 
resulted in the membrane being more permeable to this ion. The viewpoint of  hydrated 
nuclei being the permeant species is also consistent with the prevalent notion that 
hydration provides the most effective means of reducing ion self energy during 
transit across a barrier of  low dielectric constant. Generally, the walls of a trans- 
membrane conduit have been treated as a static continuum, though the conduit itself 
may be of irregular dimension with localized constrictions, and the ion has been 
considered with an essentially complete first hydration shell. This has been the case 
whether the approach was based on a free electro-diffusion model or on the discrete 
jumps of a rate theory model. Present detailed knowledge of lipid membrane 
permeation, derived from substantially characterized channel and carrier systems, 
demonstrates quite the inverse to be the case. The permeant ion is largely, or can even 
be totally, dehydrated and ion selectivity among monovalent cations derives in 
large part from the conformational energetics required to achieve carbonyl coordi- 
nation of the cation. This newer perspective of selective monovalent cation transport 
across cell membranes derives in greatest detail from studies on the Gramicidin A 
transmembrane channel and the Valinomycin carrier model systems. These will be 
discussed in this chapter but first it is useful to review the energetics problem of 
inorganic ionic species penetrating a lipid bilayer membrane. 

The Energetics Problem of Cation Transport Across Lipid Bilayer Membranes: 
A qualitative perspective of the barrier presented by a lipid bilayer membrane can be 
obtained from the Born expression 2) for solvation energy, SE, 

N°(ze)2 (1 _ 1 ) (2) 
SE = 2r 

where N ° is Avogadro's number, z is the unit charge on the ion, e (=  4.8 x 10 -l°) 
(esu) is the charge on an electron, r is the ionic radius and e is the dielectric constant. 
By this expression the solvation energy for a 1 A radius monovalent ion, on going 
from a vacuum to an infinite hydration shell with e = 81, would be --  164 kcal/mole. 
On going from a vacuum to an infinite lipid with e = 2.13 3~ would give --88 kcat/mole 
for the solvation energy. The correction for a finite lipid layer is small as may be 
demonstrated by considering a two shell model with a lipid shell from 1 A to 
15 A (i.e. about one-half the thickness of a membrane lipid layer) and an aqueous 
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shell from 15 A to infinity. The barrier encountered for a monovalent ion to pass 
from an aqueous medium without hydration into the center of a lipid membrane is 
enormous, greater than 70 kcal/mole. This barrier is an order of magnitude greater 
than the apparent barrier for Gramicidin A facilitated Na + transport across a 
lipid bilayer 4) and five times greater than that found for Valinomycin facilitated K ÷ 
transport 5). Clearly, a polar shell immediately surrounding the ion must be present 
during transit across the lipid layer. A trishell model can next be considered, i.e. 
polar-lipid-polar. If  the polar central shell were simply water, then there would be 
an unfavorable energy due to the water-lipid contact surface. This interfacial energy 
problem is solved by the structure of the carrier or channel as the ion transport struc- 
tures occur with a polar core and a lipid coat just as the structure of the membrane 
provides for the lipid to water transition by the polar head groups of the lipid. Thus, 
it is not unreasonable to consider a trishell model with N-methyl acetamide (NMA), 
a model for the peptide moiety with e = 179 as the material of the central polar core. 
The solvation energy of such a trishell model --  with a polar central shell 1 A to 
6 Awith  e = 179, a lipid shell 6 A to 15 A with ~ = 2 and a polar outer shell 15 A 
to infinity with e = 81 --  provides an estimate of barrier height 6) that approaches 
those determined for carrier and channel transport mechanisms 4"5). These effects 
of a lipid bilayer membrane on ion permeation and of the carrier and channel mecha- 
nisms which allow cation passage are schematically shown in Fig. 1. 

In the Born perspective the hydration shell extends for tens of Angstroms with 10 % 
of the hydration energy coming from the shell extending from 10 A on. In this view, 
as the fully hydrated ion approaches the membrane, it begins to loose its hydration 
shell and the associated solvation energy decreases. This is often referred to as a 
repulsive image force and the barrier which the lipid membrane presents to an ion is 
called the electrostatic energy barrier. This barrier is proportional to the square of the 
charge on the ion as indicated in Fig. I B. It is now clear that the large hydration shell 
is not required to achieve the solvation energy and that the calculated solvation 
energies are too high by at least 50 % but the charge squared effect does appear to 
follow well. These effects are discussed below in terms of the monovalent vs multi- 
valent ion selectivity of channels and in terms of the relative barrier sensed by neutral 
carrier and neutral carrier-cation complex as they cross the lipid membrane from 
one side to the other. 

The prespective to be gained thus far is that in order to pass through a lipid layer 
an ion must have an appropriate polar shell provided in large part by the carrier 
or channel structure which by virtue of its conformation and by also having lipo- 
philic side chains provides for the polar shell to lipid shell transition. While the 
relative permeability of monovalent vs divalent and trivalent ions can be qualitatively 
appreciated from the z 2 term in Eqn 2, as indicated in Figure 1 B, it is essential to 
know structural and mechanistic detail in order even qualitatively to understand anion 
vs cation selectivity and to understand selectivity among monovalent cations. 

With the adequacy of lipid bilayer membranes as models for the basic structural 
motif and hence for the ion transport barrier of biological membranes, studies of 
channel and carrier ion transport mechanisms across such membranes become 
of central relevance to transport across cell membranes. The fundamental principles 
derived from these studies, however, have generality beyond the specific model 
systems. As noted above and as will be treated below, it is found that selective transport 
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occurs with largely dehydrated  cations and that  the channel or carrier impar t  an ion 
selectivity due to the energetics of  their conformat ions  combined with the energetics 
o f  hydrat ion-dehydrat ion.  Basic information is obta ined on the role o f  proximal  
lipid in affecting barrier  heights, on the effectiveness o f  peptide carbonyls  as sites 
for compet ing with hydrat ion,  on the repulsion between ions at known distances 
with a column of  intervening water,  on the reason selective t ransmembrane ionic 
currents are almost exclusively cationic currents, on the magni tude of  ion selective 
cat ion currents, and on the usefulness of  certain methodologies,  such as noise analysis 
to characterize t ransport  processes. Of  m o s t  direct interest here is the information 
that  these model  systems provide on the basis o f  ion selectivity. This is to be con- 
sidered in three stages: 1) the basis o f  anion vs cat ion selectivity, 2) the basis o f  
monovalent  vs multivalent ion selectivity and 3) the base o f  selectivity among 
monovalent  ions. Fo r  such considerations,  prerequisite is discussion o f  phenomeno-  
logy, structure and ionic mechanisms. 

II The Channel Mechanism of Ion Transport: The Gramicidin Model 

The chemical basis for ion t ranspor t  specificity o f  the Gramicid in  channel is appro-  
ached by noting the phenomenology o f  channel t ransport ,  by considering molecular  
structure, by locating the binding sites within the channel,  by determining binding 
constants  and rate constants using means independent  o f  the t ranspor t  phenomeno-  

Fig. 1. Born ion self energy and the problem of inorganic ion passage through a lipid barrier. 
A. Hydration energy profile, using the Born formalism (Eqn. 1), shows the drop of ion self 
energy as a function of the radius of a hydration sphere. Note that even with a hydration shell 
of 10 A radius not all of the hydration energy is obtained. 
B. On approaching a lipid layer the hydration shell becomes increasingly replaced by the lipid; 
ion self energy increases, and approach is energetically unfavorable. This is referred to as a 
repulsive (or positive) image force and constitutes an energy barrier to approaching and penetrating a 
lipid layer. This barrier has a maximum at the center of the membrane. The magnitude of the 
repulsive force depends on the square of the charge on the ion, i.e. on z 2. While the magntidue of the 
solvation energy is overestimated by about 50% and the r -1 distance dependence is grossly 
incorrect, the z 2 dependance appears to obtain well. See text for discussion. 
C. Hydrated monovalent cation approaching an area of the membrane where an amphiphilic 
carrier is located with its lipid side in contact with the lipid layer and with polar oxygens directed 
outward into solution. On close approach to the carrier, water molecules in the first coordination 
shell become replaced by carrier oxygens. As the ion becomes enclosed, the carrier moves into the 
lipid layer. 
D. Hydrated monovalent cation approaching the carbonyl oxygens of a transmembrane channel. 
The carbonyl oxygens at the mouth replace water in the first coordination shell. As the ion 
moves through the channel, it retains one bound water molecule preceding and following it and the 
walls of the channel provide for lateral' coordination. (Parts A through D reproduced with per- 
mission from Ref. 6) 
E. Hydrated divalent cation approaching a channel with a slightly larger diameter than in D, but the 
energy of interaction with the divalent cation is sufficient to deform the channel drawing the walls 
in to make lateral coordination with the divalent cation. Since the channel is too small for a 
monovalent cation to pass through with its first hydration shell and since the monovalent cation 
channel interaction is insufficient to make the channel small enough for lateral coordination of the 
monovalent cation, the channel is selective for divalent cations. (Part E reproduced with permission 
from Ref. 6a~) 
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logy, and by deriving free energy profiles for ion passage through the channel. With 
such data and Eyring rate theory, it becomes possible to calculate single channel 
currents over wide ranges of ion activity and transmembrane potential. Having demon- 
strated this, effects of dynamic channel structure can be considered. With such back- 
ground information, issues of anion vs cation selectivity and of monovalent vs 
divalent ion selectivity can reasonably be discussed, and it is particularly on the 
issue of selectivity among monovalent cations that dynamic elements of the channel 
become of special interest in terms of what has been called the peptide libration 
mechanism. 

A Phenomenology of Channel Transport 

As first shown by Hladky and Haydon ~,8), it is possible to observe the current due 
to a single transmembrane channel by using extensions of the planar iipid hilAver 
approach of Muelter and Rudin 9) The basic system is shown in Fig. 2 and is 
commonly referred to as the black lipid membrane (BLM) method. This is because, 
as the lipid in the hole between the two chambers thins, the areas that have become 
planar bilayers are seen as black. Additional terms are bilayer lipid membranes or 
planar lipid bilayer membranes. These lipid bilayer membranes, particularly those 
which are solvent free, have capacitances which are very close to those of biological 
membranes. 
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Fig. 2. Experimental set up for characterizing channel or carrier induced currents crossing the small 
area of a planar lipid bilayer which is schematically shown in enlarged view. Net current derives from 
either an applied potential or a concentration gradient 
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Fig. 3. Step conductance changes across planar bilayer due to Gramicidin A (traces A and C), 
D - Leu 2 Gramicidin A (trace B) and N-acetyl desformyl Gramicidin A (trace D). 
A. and B. Diphytanoyl L~-lecithin n-decane membranes, 100 mV applied potential, 2 M KCI. 
Note that, while the height of the conductance steps (single channel conductances) are similar ]'or 
Gramicidin (above) and D" Leu 2 Gramicidin A (below), the channel lifetimes of the D. Leu z Gramici- 
din A analogue are shorter due to destablization of the head to head junction by the bulky Leu side 
chain. Reproduced with permission from Ref. lo) 
C. and D. Monoolein/hexadecane membranes, 100 mV applied potential 1 M RbC1 and 23 °C. Note 
that, during the time period of an average Gramicidin A channel (above), the N-acetyl desformyl 
Gramicidin A channel turns on and off many times and that the conductance step is smaller. The 
N-acetyl methyl replacing the formyl proton also crowds and destabilizes the head to head junction 
and results in less favorable lateral coordination of the cation at the junction. Reproduced with 
permission from Ref. 1t~ 

In Fig. 3 lO, 11) are traces of  the conductance changes across the lipid bilayer due to 
Gramicidin A (traces A and C), D .  LeuZ-Gramicidin A (trace B) and N-Acetyl 
desformyl Gramicidin A (trace D). A conductance step o f  16 picoSiemens (pS) 
or 16 × 10 -12 mhos at 100 mV represents a current o f  107 ions/sec passing through 
a single transmembrane channel. It is obvious that these three channel forming 
molecules exhibit different characteristics. While the height o f  the conductance step 
is similar for Gramicidin A and D • Leu 2 Gramicidin A, the duration of  the D • Leu 2 
Gramicidin A conductance is shorter. In the case o f  N-acetyl Gramicidin A both the 
conductance step and the duration are less than for Gramicidin A. The conductance 
steps can therefore be characterized in terms o f  their height (single channel con- 
ductance) and their duration (channel lifetime). For  a given channel structure, mem- 
brane composition, transmembrane potential, ionic species and concentration, tem- 
perature and to some extent channel concentration, histograms of  the distribution 
o f  single channel currents (or conductances) and of  the distribution o f  channel 
lifetimes become fingerprints for a given channel structure. In Fig. 4A is the histogram 
of  single channel conductances o f  Gramicidin A in diphytanoyl lecithin/n-decane 
membranes for 1 M, KC1, 130 mV, and 40 °C which resulted from the manual 
tabulation of  over 2,000 events 12~. In Fig. 4B is the histogram of  channel lifetimes 
for the same membrane and salt but at 15 °C and resulting from the manual tabulation 
o f  125 events 12). Recognizing that we normally get mean values for mM samplings, 
i.e. > 102o species, it is obvious why the histograms are yet somewhat irregular. 
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Fig. 4. A. Histogram of single channel conductances, T, of Gramicidin A in diphytanoyl L-~- 
lecithin/n-decane membranes for 1 M KC1, t30 mV potential and 40 °C. Note that single channel 
conductance is simply the single channel current, ix, divided by the applied potential. Reproduced 
from reference 12~ with permission. 
B. Histogram of channel lifetimes for Gramicidin A in diphytanoyl L-a-lecithin/n-decane membranes 
for 1 M KC1, 130 mV applied potential and 15 °C. 
C. Histogram of single channel conductances of Gramicidin A in glyceryl monoolein/hexadecane 
membranes for I M KC1, 103 mV applied potential and 23 °C. Reproduced with permission from 
Ref. 13) 

Computer  assisted analysis o f  single channel data is of  great help, as shown in Fig. 4C 
for Gramicidin A in glyceryl monooleate membranes ar 23 °C, 1 M KC1 and 
103 mV 13). Characterization of  channel activities, however, can be carried out at 
higher concentrations using fluctuation analysis methods of  autocorrelation ana- 
lysis 14,15) and of  spectral analysis lo,11,16). Indeed because single channel current 
data can be readily obtained for these model channels, comparison of  this data 
obtained at low channel concentrations with the results o f  noise (fluctuation) ana- 
lysis methods obtained at high channel concentrations provided verification o f  the 
latter methods. 
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B Molecular Structure of the Gramicidin Channel 

The pr imary  structure of  Gramicidin  A (GA)  was determined by Sarges and Wi tkop  17) 
to be HCO-L.ValX-GIy2-L.Alaa-D.Leu4-L.AIaS-D.VaI6,L.ValT-D-ValS-L.Trp9- 
D.Leu1°-L.Trpll-D-LeuX2-L.TrpI3-D-Leu14-L.Trp15-HNCH2CH2OH. Two com- 
mon,  natural ly  occurring analogs are Gramicid in  B which is Phe 11 G A  and Gramici -  
din C which is Tyr  11 G A ,  Addi t ional ly  residue one can also be Ile. These pr imary  
structures were also synthetically confirmed by Gross  and colleagues 13,19) using 
the solid phase method o f  pept ide synthesis. These linear pentadecapept ides  should 
not  be confused with Gramicidin  S (actually of  the tyrocidin family o f  antibiotics) 
which is a cyclodecapeptide 20) 
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Fig. K Space filling model of Gramicidin A transmembrane channel. 
A. Side view of channel spanning the lipid layer of a planar lipid bilayer. The structure is 
comprised of two monomers, each in a left-handed, single stranded 13~,3-helical conformation, and 
joined together at the head or formyl end by means of six.intermolecular hydrogen bonds. The 
two formyl protons are seen at the center of the structure in this view. Replacement of these 
protons by methyls destabilizes the conducting dimer as shown with N-acetyl desformyl Gramicidin A 
(Fig. 3D). 
B. Channel view showing a channel with a maximal diameter of 4 A. Also seen in this view are three 
carbonyl oxygens surrounding the channel and directed outward into solution. These are the peptide 
carbonyls of the Trp 15, Trp 13 and Trp 11 residues 
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The molecular structure of  the Gramicidin channel was proposed in 1971 21,22) 
to be as shown in Fig. 5. The channel is a dimer with each monomer  in a n6LD-helix 
(now called a 1361a-helix) 2a) in Which there are 6.3 residues per turn and in which 
the peptide C - - O  moieties alternately point toward the carboxyl end (L-residues) 
and toward the amino end (D-residues). The two molecules associate head to head 
(formyl end to formyl end) by means of  six intermolecular hydrogen bonds and the 
sense of  the helix is left-handed. The backbone conformation was independently 
proposed by Ramachandran and Chandresekharan 24,25) based on a poly L-Ala-D-Ala 
model which, however, did not make it possible to address the question of  helix 
sense nor o f  the nature of  a dimeric structure. Subsequently, double stranded helices, 
now referred to as double stranded fl-helices 26), were described for the Gramicidins 
in organic solvents 27) but the original proponents o f  the double stranded structure 28) 
and before that Bamberg and coworkers 29) have concluded that the dominant 
active channel is that given in Fig. 5. It should for purposes of  completeness be 
mentioned that there is yet one group which considers the double stranded 13-helices 
to be the dominant channel structure 30,31) While it is not the purpose of  this 
review to develop the arguments for molecular structure, it may be noted that 
the following data on the location of  binding sites in the channel are further evidence 
for the structure in Fig. 5. A separate review focusses on the issue of  molecular 
structure 32) 

C Location of Cation Binding Sites in the Channel 

The next step in developing a chemical basis for ion selectivity involves an element 
of  the ionic mechanism, the location of  the ion binding site. It has been shown that 
m M  concentrations o f  the channel state can be obtained by heating Gramicidin A 
in  the presence of  lysolecithin 33). This is a sufficient concentration to monitor  an 
isotopically enriched site by carbon-13 nuclear magnetic resonance. By synthesizing 
the pentadecapeptide with only one o f  the carbonyl carbons enriched s4), it is 
possible to determine whether that carbonyl carbon resonance exhibits an ion 
induced chemical shift in the presence o f  cations. Carbonyl carbon cation induced 
chemical shifts have already been observed in organic solvents for Valinomycin 35) 
and for enniatin B 36), the latter of  which is a cyclohexapeptide analog of  the Gram- 

icidins. 
Using six different enriched sites in six different syntheses - -  formyl 13C GA,  

(1-13C)Val 1 GA,  (1-~3C)Trp 9 GA,  (1-1SC)Trp 11 GA, (1-13C)Trp 13 G A  and (l't3C) 

Fig. 6A and B. Wire models of the single stranded, head to head d irnerized 13~.s-helix of the Gramicidin A 
transmembrane channel and plotted values for the Na + and T1 + ion induced chemical shifts as a func- 
tion of location along the channel. Depending on whether the helix sense is left-handed, a., or right- 
handed, b., the ion binding sites as defined by L-residue carbonyl carbon chemical shifts are separated 
by different distances. Importantly, however, the D. Leu 14 carbonyl is at the binding site for the 
left-handed structure whereas the D'Val 8 carbonyl is at the binding site for the right-handed 
structure. An observed ion induced chemical shift for D-Leu 14 C--O and the absence of a shift 
for the D.Val 8 C--O allows the conclusion of a left-handed helix sense and of the separation between 
sites of about 23 A. Reproduced with permission from Ref. ss) 

186 



Chemical Basis of Ion Transport Specificity in Biological Membranes 

i i  . A A v  

n-  ¢: X1 
.3 v. : r  

v \q. . . j  ] ., :No*  o ..... 

(X3 - ~. /: : T I  + , _ .  

, 2 

A 

= : . x =  O ~  

"J 1 2 - ,  

12 8 4 4' 8' 12' 
I I I I I I I I I I I i i  i !  I i i  I 

' ' ' 3 ' ' 3' ' 7 '  ' ' 1 "  '5'  f 5  I I  7 N F  NF  I I 
C a r b o n y l  O x y g e n  P o s i t i o n  

~ 0 

21 
v 

(X~ - I  
0 

" - 2  

B 

v 

_X ''~" '" \': : ,  
: V.. : I _! C....o / 

- .  ~ , j I  

1'4 I 0 6 

=. / - - -==--=: - -=-"  n;,Q × :~. , -  

N a ' o  .... " :  /o'/ ~b... / T I+ " - - -  
t 

2 NF NF' 2' 

r r  
~5 v 

I r ,  o 
LP 

2 "  
6' i o '  14' 

I I I i I ii I I I I I I i i I I I I 
,5 ,, -~'"'~'I ' , s  

C a r b o n y l  O x y g e n  P o s i t i o n  

187 



Dan W. Urry 

Trp 15 GA --  and examining the channel state in each case by carbon-13 nuclear 
magnetic resonance in the presence and absence of permeable cations, it was 
found that there are two binding sites related by two-fold symmetry 37~, as shown 
in Fig. 6 38). The magnitudes of the cation induced chemical shifts for complete 
site occupancy, about 2 ppm, indicate that the carbonyl oxygens directly coordinate 
the bare cation 36,37). As shown in Fig. 6, the actual distance between the two 
identified sites depends on whether the helix sense of the channel is left-handed 
or right-handed. The separation distance between the two sites and the helix 
sense of the channel depends on whether the D • Leu 14 C--O (left-handed) or the 
D .  Val 8 C--O (right-handed) is located within the binding site. Using synthetic 
(1-13C)D- Leu 14 GA and (1-13C)D • Val s GA, it was possible to show that only 
the D • Leu ~4 carbonyl carbon exhibited a cation induced chemical shift 3s). It was 
concluded therefore that the helix sense of the channel is left-handed as initially 
proposed 21.22) and that the binding sites are separated by just over 20 A. 

Additional isotopically enriched Gramicidin As have been synthesized in order to 
map more closely the amino end of the molecule for binding sites; these are 
(1-13C)L • Ala 3, (1-13C)L • Ala 5 and (1-13C)L, Val 7. None of these carbonyl carbons 
exhibited cation induced chemical shifts in the presence of 83 mM T1Ac nor in the 
presence of up to 1 M NaC1 39). In addition to being required for detailing the ionic 
mechanism of transport, identification of the presence and absence of binding sites 
bears on the question of  whether the channel is single stranded or double stranded. 
The absence of binding along the amino end for the first nine carbonyls o f  
Gramicidin A, the demonstration that the dominant channel state exhibits symmetric 
current/voltage curves 4o> requiring that the channel have a symmetric free energy 
profile as occurs with a two fold symmetry axis perpendicular to the channel axis 32), 
and the size of the binding site wherein the ion at a fixed location would give 
the observed chemical shifts are observations which are inconsistent with a double- 
stranded structure, parallel or antiparallel, but which are beautifully consistent with 
the structure in Fig. 5. Furthermore, the separation distance between binding sites seen 
in Fig. 6A, the repeating length of 26 A 26), and the helix diameter, which is within 
a tenth of an Angstrom of the structure in Fig. 5 23), have been observed in crystalline 
K ÷ and Cs ÷ complexes of Gramicidin A by X-ray diffraction 41). The conclusion 
appears inescapable, whether developed on the basis of ion transport studies 22, 29) or 
on the basis of independent physical characterizations of phospholipid packaged 
channels 2s, 37, 38), or by crystallographic studies on complexes 4~, that the structure 
in Fig. 6 is the correct structure of the Gramicidin A transmembrane channel. 

D Free Energy Profile for Cation Passage through the Gramicidin Channel 

1 Use of Eyring Rate Theory 

The thermodynamic form of the Eyring rate equation, 

kT k' = e-AG*/RT (3) 
-h-- 

where k, T, h, AG* and R are Boltzmann's constant, the absolute temperature (°K), 
Planck's constant, the Gibbs free energy of activation and the gas constant, 
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respectively, makes it possible to present in a single plot, called the free energy 
profile, essentially all that is required to describe transport at a given temperature. 
This simplification, which is a triumph of  the Eyring rate theory, makes achieving 
the free energy profile for passage through the Gramicidin channel an important stage 
in the development of  the understanding of  a transport process. The usefulness o f  the 
approach is made greater because the required rate constants for each elemental 
process can be determined by entirely independent physical methods and then applied 
to the calculation of  the transport process as determined by electrical measure- 
ments. The objective, therefore, is to calculate the single channel currents such as 
those reported in Fig. 3 and 4, while using rate constants determined by other 
unrelated physical methods. In this section, the relevant mathematical formalisms and 
experimental data will be reviewed. It is a successful, independent calculation of  
the single channel currents that provides the level of  confidence required for a 
meaningful discussion of  the chemical basis of  ion selectivity. 

In the previous section was given the experimental demonstration o f  two sites. 
Here the steady state scheme and equations necessary to calculate the single channel 
currents are given. The elemental rate constants are thereby defined and related to 
experimentally determinable rate constants. Eyring rate theory is then used to intro- 
duce the voltage dependence to these rate constants. Having identified the experi- 
mentally required quantities, these are then derived from nuclear magnetic resonance 
and dielectric relaxation studies on channel incorporated into lipid bilayers. 
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Fig. 7. A. Kinetic scheme for two 
site single filing channel. Ten rate 
constants are required. In the absence 
of a transmembrane potential, how- 
ever, the two-fold symmetry of the 
channel reduces this to five rate con- 
stants. Then Eyring rate theory i s  
used to introduce the voltage de- 
pendence as shown in Eq. 6. 
B. Steady state eq. for two-site single- 
filing channel. The values of the rate 
constants for given transmembrane 
potential and ion activity allows solv- 
ing for the probabilities of the occu- 
pancy states Z~. The quantity ~ is 
the rate of change with time of the 
occupancy state which under steady 
state conditions is zero. The solved 
for values of Z along with the values 
of the rate constants and the locations 
of the binding sites are then used in 
Eq. 4 or Eq. 5 to calculate the single 
channel current 
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2 Expression for the Single Channel Current,  i x 

In Fig. 7A is given the steady state scheme for two sites which defines each of  the 
elemental rate constants and in Fig. 7B are the steady state equations for the rate of  
change with time of the probability, Z, of  each of  the occupancy states of  the channel: 
oo, xo, ox and xx. C'~ and C~ are the concentrations of  the x ion on the left- 
and right-hand sides, respectively*. The general expression for the current, ix, due to 
the ionic species, x, passing through a single channel is 

ze 
i X = ~ {(d - -  ai) Cx(kl - -  k-2)  Z(oo) + [2azk5 - -  (d - -  a~) (k_z + C~ka)] Z(xo) 

+ [(d - -  at) (k2 + C~k4) - -  2alk_5] Z(ox) + (d - -  az) (k3 - -  k_4) Z(xx)} (4) 

Recognizing that  at steady state the net rate over each barrier is the same, the simplest 
expression for the current is obtained for the central barrier i.e. 

ix = ze[ksz(xo) __ k_sz(ox)] (5) 

As defined in Fig. 8A, the quantity 2d in Equation 4 is the total length f rom 
one side to the other of  the channel and a~ is the distance f rom the binding site to the 
central barrier. 
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Fig. 8. A. Free energy profile for Na + movement through the malonyl Gramicidin channel. 
Calculated using Eyring rate theory and the locations of binding sites in the channel. 
'B. Schematic representation of the channel aligned with the free energy profile above and indicating 
the direction of the field. Reproduced with permission from Ref. 45) 
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3 Introduction of Voltage Dependence to Rate Constants Determined in the Absence 
of an Electric Field 

Instead of the ten rate constants defined in Fig. 7A, in the absence of an applied field 
there are only five. These may be defined as the rate constants for the first ion 
entering the channel, kto,; the off-rate constant for one ion in the channel, ktoff; the 
rate constant for crossing the central barrier, kCb; and for an ion entering and leaving 
when there is already an ion in the channel, ko~ and ko~f, respectively. Actually the 
superscripts, t and w, stand for tight and weak sites, respectively. The difference in 
binding properties occurs, in spite of the two-fold symmetry and two identical sites, 
because of the effect of repulsion between two ions. Following the Eyring treatment 
42-,~), with the free energy change on going from one side to the other of the 
membrane being zFE (see Eqs. t and 2 for definitions), the effect on ions on the 
positive side of the membrane is to increase their free energy by zFE/2 and on the 
negative side of the membrane is to decrease their free energy by --zFE/2. At the 
center of the membrane or midway through the channel, the free energy change due to 
the applied field is zero. Now defining X - exp (zF.E/2dRT) and taking the potential 
gradient to be linear, which is a reasonable first approximation so far as the back- 
bone structure of the channel is concerned, we can now write each of the ten 
rate constants of Fig. 7B in terms of the five experimentally determinable rate 
constants i.e. 

ks ktonX is" k-s t., v-12 -~- ~ ~ axoffz ~ 

k2 = t 12 ; k o f f X  k - 2  _- k t o n X - l s  

k3 ---- k w f f x  12 , k - 3  - -  k w n X  - I s  

l( 4 = kWnXll ; k - 4 .  = k w f f x  - 12 

k5 = kcbX ~s ; k-s = k~bX -as 

(6) 

where ls = (d 
Therefore, by 
stant ks is 

- -  bl) and 12 = (bl --  a0  with as, bs and d as defined in Fig. 8A 45). 
way of example, the free energy change associated with,the rate con- 

AG~ = AGt. + (d --  b~) zFE/2dRT (7) 

For a more complete treatment of the derivations and determination of experi- 
mental rate constants (to be discussed briefly below) refer to Ref. 46 for Gramicidin A 
and Ref. 47 for the malonyl dimer of Gramicidin A. (Malonyl Gramicidin A is 
formed by deformylation of Gramicidin A and then joining to amino ends together 
using the malonyl moiety, - -CO--CH2--CO-- ,  to form the covalent dimer.) 

4 Determination of Binding and Rate Constants by Nontransport Physical Methods 

Utilizing ion nuclear magnetic resonance of nuclei with quadrupolar moments and 
carrying out longitudinal relaxation time studies ~a~, it is possible to determine 
binding constants for a tight binding site, Kl, = (kton/ktoff) and for a weak binding 
site, K~' = (koWn/koWff). Using malonyl GA, this has been done for sodium-23 
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(K~, = 63 M -1, K~' = 1 .4M-Z)  47), lithium-7 (K[ = 1 4 M  -1 K~ = 0 . 5 M - I )  49) 

and for cesium-133 (K~, - 50 M - t ,  K~' = 4 M -1) 50). In the case of  sodium-23, 
transverse relaxation times could also be utilized to determine off-rate constants:  
ktoff : 3 x 10~/sec; kWff -~- 2 × 107/sec 47.5t). Therefore for sodium ion four o f  the five 
rate constants  have been independently determined.  Wha t  has not  been obtained for 
sodium ion is the ra te  constant  for the central barrier,  k¢b. By means of  dielectric 
relaxation studies a rate constanf  considered to be for passage over the central 
barr ier ,  i.e. for jumping between sites, has been determined for T1 ÷ to be approxi-  
mately 4 × 106/sec 52). I f  we make the assumption that  the binding process functions 
as a normalizat ion of  free energies, recognize that  the contr ibut ion of  the lipid to the 
central  barrier  is independent of  the ion and note that  the channel is quite uniform, 
then it is reasonable to utilize the value of  4 x 106/sec for the sodium ion. 

5 Calculat ion o f  Single Channel  Currents and the Equivalent Free Energy Profile 

Util izing the above five experimentally derived rate constants and E y r i n g  rate 
theory,  the ten rate constants of  Eq. 6 are all obtained.  Wi th  the rate constants known, 
the probabi l i ty  of  each occupancy state, Z(ox) for example,  can be calculated and 
finally the single channel current can be calculated as a function of  molat  activity 
of  sodium ion. This is done for a 100 mV t ransmembrane  potential  in Fig. 9. I t  
should be emphasized that Fig. 9 represents a calculation of  single channel currents 

i O0 . . . . . . . . .  ~ . . . . . . . .  t . . . . . . . .  

X 

10 

I 
i 

11 
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/ I  • 
/ l  

I 

0 . I 0 . 0 1  , . . . . . . .  , . . . . . . . .  , . . . . . .  0.1 I I 0 

ionact~vity (molat) 

Fig. 9. Calculation of malonyt Gramicidin single channel current due to Na + using only 
experimentally determined rate constants and binding site locations. There are no parameters. The 
data points are the experimental single channel current values from Ref. ,7~ The greater un- 
certainty in the experimental values is with the value of kt~ef. Because it is required to calculate kton 
from the tight site binding constant K~, this means that kto, is also in question due to K~ = ktn/ktofr. 
Further experimental data in progress suggests that ktn is a little too large consistent with the higher 
calculated values at low ion activity. The experimental values used can be considered to be 
accurate only within a factor of two or three. Accordingly in Fig. 10B, the experimental values 
have been allowed to vary to achieve a "'best fit". The changes on achieving a "'best-fit" are 
within the experimental uncertainties 
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Fig. 10. Calculated sodium ion single channel currents for the malonyl Gramicidin channel and 
comparison with experimental data points using four .different models all o f  which fit the data 
well but only one o f  which, B., is correct. The point to be made is that both the independent 
determination of  rate constants and oFthe binding site locations are required. 
A. Two site model with two equivalent non-interacting binding sites. Kb = 1.2 M -1, ko, = 6.6 x 106/ 
sec, kcb = 1,3 × 107/sec. This model is incorrect because a tight and a weak site have been observed 
with different off-rate constants as listed in part B. 
B. Two site model with equivalent but interacting binding sites. K~, = 200 M -1, kt~, = 1.6 x 10S/sec, 
kcb = 1,3 × 107/sec, K~' = 1.3 M -1, koWff = 7.9 x 106/sec. These values are within a factor of  two or 
three of  the experimentally determined values and the two sites have been demonstrated to be 
correct. 
C. Three site model with virtual weak sites. This model places the tight site midway thrdugh the 
channel and with the tight site occupied then two weak sites become stabilized just inside the 
mouth of  the channel. With two ions in the channel, one at the central tight site and one at a weak 
site, a rate constant for the shift of  the ions in the direction of  the empty weak site is defined as kc,. 

K~, = 100 M -1, kto, = 1.1 × 105/sec, k,s = 4.8× 1 0 6 / s e c ,  K~' = 1.0 M -1, koWff = 518× 10~/sec. While 
the values of  the constants are reasonably close to the experimental values, this model is not 
correct due to the absence of  a binding site midway through the channel. 
D. General three site model with a parameter, A, for ion repulsion K~, = 75 M -1, ktoet = 2.9= 1 0 7 / s e c ,  

K~' = 1.0 M -1, A = 3.1 kcal-A/mole. This model is incorrect due to the absense of  a binding site in 
the middle o f  the channel and due to the value of  ktoff. 
Part A reproduced with permission from reference 45. Parts B, C ~nd D reproduced with per- 
mission from Ref. 47) 
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using only experimentally derived rate constants. There are no parameters'. Realizing, 
however, that the experimentally determined rate constants can be in error by a factor 
of two or three and realizing that the lipid in the planar bilayer studies and in the 
suspension studies has the common phosphatidyl choline head group but has differ- 
ences in the acyl chains, it becomes of interest to see what happens when a 
"best fit" is attempted by letting the rate constants vary. Indeed when this is done 
for the 50 mV (a), 100 mV (b), 150 mV (c) and 200 mV (d) curves of Fig. 10B, the 
rate constants change by no more than the anticipated error in their determination 
and the fit falls within the accuracy for determining the most probable single channel 
current. Accordingly, with these values we can plot the free energy profile as shown 
in Fig. 8A using Eqs. 3 and 6. 

Thus, we have achieved a free energy profile for sodium passage through the 
malonyl Gramicidin A channel, without parameters, but rather with experimentally 
determined rate constants which have real meaning and with prior determination 
of the locations of the binding sites. It is useful to realize that different combinations 
of occupancy models and of rate constants can also achieve fits to the experimental 
currents but these (see Figs. 10A, C and D) have no physical reality. With regard 
to the two site model with non-interacting sites (see Fig. 10A), there is not 
agreement with the experimental demonstration of a tight site binding constant using 
sodium-23 NMR nor of the confirmation of this tight binding site by directly observ- 
ing the channel component with carbon-13 NMR. Additionally, it is reasonable 
to expect some repulsion between ions on double occupancy. The two three site 
models (Fig. 10C and D) are calculable using the experimental values for the rate 
constants but the demonstrated absence of binding midway through the channel 
excludes these occupancy models. The point to be made is that both independent 
experimental values for the rate constants and independent demonstration of binding 
site location appear necessary to arrive at a unique mechanism. 

E Comments on the Free Energy Profile 

1 Free Energy Change on Binding 

Since the sodium ion binding constant, K~,, for the first ion to enter the channel is 
,-~ 63 M- l ,  the free energy change on binding, AG~,, is 

AG~, = - -RT In K~, (8) 

= --2.5 kcal/mole 

This demonstrates that the peptide carbonyls are better solvators than water 
molecules, in spite of the proximity of the lipid. Also the sodium-23 nuclear 
magnetic resonance chemical shift is upfield by more than 20 ppm 47) on interaction 
with the channel. The upfield chemical shift indicates a greater electron density 
surrounding the cation once within the channel, as might be expected for a favorable 
cation binding site. Analogously, the downfield chemical shift of the L-residue 
carbonyl carbon resonances, shown in Fig. 6A, indicates electron density loss to the 
cation. The carbonyls in the region of the binding site, as shown in Fig. 6A, are the 
carbonyls of residues 9, 11, 13, 14 and 15. While the D - Leu 1. carbonyl is at the 
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binding site, the chemical shift is upfield indicating that only the L-residue carbonyls 
coordinate the cation at~d that the hydrogen bonding of the Leu 14 C--O is weakened 
and/or the carbonyl oxygen librates outward toward the lower dielectric constant of 
the lipid 38). Thus, four carbonyls, two of which (those of Trp 11 and Trp ~3) most 
significantly, induce the cation into the channel with a favorable 2.5 kcal/mole 
change in free energy. Structurally this allows for two water molecules, one preceding 
and one following the ion through the channel, to retain direct coordination with the 
cation. 

• 2 Repulsion Between Ions on Double Occupancy 

Binding for the second ion is less favorable with a free energy change of about 
--0.2 kcal/mole (=  - -RT In K~'). Since the molecular structure has two-fold symmetry 
making the binding sites identical, this means that there is a repulsion between ions 
of about 2.3 kcal/mole at the separation distance of 23 A, based on a repeat distance 
of 1.53 A/dipeptide 53). Structurally, there is room for no more than five water mole- 
cules separating the two ions i.e. about 4 A per water molecule. With the repulsion 
between ions being given by (ze)Z/~r and with e2/ao = 627 kcal/mole given ao = 0.529 A., 
then the effective dielectric constant, e, with five interceding water molecules would 
be about 6. This is a reasonable number of considerable interest to electrochemists 
and physical chemists in general. 

3 The Rate Limiting Barrier 

Due to the low dielectric constant of the lipid, in the past it has been assumed 
that the central barrier would be rate limiting for ion penetration across biomembranes. 
With the Gramicidin channel studies it has been demonstrated that, with the minimal 
shelding of one thickness of polypeptide backbone, the rate constant for the central 
barrier was experimentally determined and also fitted to be 4 × 106/sec for malonyl 
GA 47, 52) and was fitted to be 7.2 × 107/sec for GA 46). With the solution as the 
reference state of 0 kcal/mole, this gives the free energy values for the central barrier 
of 5.9 kcal/mole for malonyl GA and 4.5 kcal/mole for GA. On the other hand, the 
entry barrier, determined from rate constants of 3 x 107/sec for GA and malonyl GA, 
is just over 7 kcal/mole. Thus, the rate limiting barrier is at the entrance to 
the channel; it is the partial dehydration step. Two components of that barrier may be 
considered to be the barrier for replacing a coordinating water molecule with a 
coordinating carbonyl and the energy to depart from the channel coordinates 
sufficient to bring the several carbonyls into adequate contact with the cation. 
These two elements will be discussed in connection with selectivity among mono- 
valent cations. 

F Ion Selectivity of the Gramicidin A Transmembrane Channel 

With the foregoing developments and with additional results to be discussed in this 
section, it is possible to demonstrate a qualitative understanding of the chemical 
basis of ion selectivity. As further studies complete the determination of the elemental 
rate constants, as further studes adequately determine temperature dependencies, and 
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as further theoretical calculations more accurately describe conformations and ion 
interactions, a more quantitative picture will emerge. This is particularly important 
with the more subtle and very interesting problem of selectivity among monovalent 
cations. As will be presented below, it is the chemical structure and its conformational 
energetics that gives rise to selectivity for cations over anions; it is the proximity of 
the lipid which results in exclusion of multivalent cations; and it is dominantly 
the energetics of conformational dynamics, the energetics of peptide librations, 
coupled with the energetics of partial dehydration that give rise to selectivity 
among monovalent cations. 

1 Anion vs Cation Selectivity 

Whether the species of interest is an inorganic cation or anion, the perspective 
derived from the channel structure with a channel diameter of no greater than 4 A 
(see Fig. 5) is the requirement for partial replacement of the waters of hydration 
in order to pass through the channel. The candidates for replacing the waters of 
hydration are obvious: the peptide carbonyl oxygens for cations and the peptide 
NH hydrogens for anions. The relative effectiveness of such interactions is apparent 
from Fig. 11 which contains the partial charges on each atom of the peptide 
moiety 54, ss). The carbonyl oxygen has a negative charge of --0.384 whereas the posi- 
tive charge on the hydrogen is less than half that magnitude, 0,176. All other 
aspects being equal, the energy barrier for permeation of anions through the channel 
could be expected to be twice that of cations. But all other aspects are not equal. 
As is shown below, the structure itself favors cation permeation; the arrangement 
of carbonyl oxygens and the conformational energetics required to achieve ion 
coordination favor cation entry into the channel. 

0.176 

\ 
0 . 4 5  C 

/ 
H ~ N - o . 3 5 6  

\ 

0 -0.584 

Fig. 11. Peptide moiety indicating the monopoles (net 
charges) on each of the atoms 54.55). This demonstrates 
that, on the basis of size, charge and accessibility, a 
polypeptide could more effectively provide selectivity 
for cations 

I . t  Role of Channel Structure 

As viewed from solution, the entrance to the channel (see Fig. 5B) is guarded by 
three carbonyl oxygens; they are the carbonyls of L-Trp 15, L-Trp 13 and L-Trp ~1. 
Less imposing are the smaller, somewhat recessed peptide NH moieties of the same 
residues with their lesser positive partial charge. Accordingly, the entrance to the 
channel presents a negative potential which is attractive to cations and repulsive to 
anions. The approach of cations is obviously favored. Yet within the channel, and to 
some extent at the entr~mce, the potential, whether positive or negative as viewed by an 
ion on the channel axis, depends on the energetics of peptide libration, the rocking 
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or torsional oscillation o f  the peptide moiety. The potential for a species on the 
channel axis depends on whether it is more favorable in terms of  conformational 
energy for the oxygen end of  the peptide moiety or the proton end of  the peptide 
moiety to librate into the channel. The peptide libration decreases the channel 
radius from a maximum of  about 2 A to a radius capable o f  providing adequate 
lateral coordination of  the bare ion. 

1.2 Energetics of Peptide Limited Libration 

Our most current energy minimized conformation of  the single stranded 136,3-helix 
is given in Fig. 12A 5a). In this stereoperspective along the channel axis, it is 
apparent that the carbonyl oxygens of  the L-residues are already librated into the 
channel and the carbonyl oxygens o f  the D-residues are librated slightly outward. 
This lines the channel with the negative ends o f  the carbonyl and creates a 

B 

A 

Fig, 12. Stereoperspectives giving channel view from solution of one-half of a Gramicidin A 
transmembrane channel. 
A. In vacuo lowest energy conformation showing the peptide carbonyls to be slightly librated 
into the channel by about 10 °, Reproduced with permission from Ref. 53j 
B. In vacuo calculation of a librated state of the Gramicidin channel showing the peptide NH 
moieties to be librated into the channel. This is a relatively high energy conformation, some 
8 kcal/mole higher than in A. C. M. Venkatachalam and D. W. Urry, unpublished results 
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negative potential for cations. The channel radius for this lowest energy conformation 
is such that it would be optimal for an ionic radius between that of Rb ÷ and Cs + 
whose ionic radii are 1.47 A and 1.67 A, respectively. 

It is energetically possible for the D-residue carbonyls to librate further outward 
which brings the L-residue NH into the channel, as shown in Fig. 12B 56). This 
structure, though energetically less favorable by about 8 kcat/mole channel, would 
be suitable for anion permeation. Relative to cation passage through the channel seen 
in Fig. 12A, anion passage by means of the conformation in Fig. 12B is impaired due 
to the relatively higher energy of this conformation and due to the lesser effectiveness 
of the peptide NH hydrogen in providing a partial positive charge for an ionic 
species in the channel. Thus, cation selectivity is the result of the energetics of the 
channel structure and the chemical nature of the peptide moiety. 

1.3 Possibility of Limited Anion Interaction Site 

While under most conditions there is no significant anion permeability 57, 58), anion 
exclusion is rtot absolute. As shown by Eisenman et al. 59, 6o), there are conditions 
of high thallium ion occupancy that acetate and chloride may be about 1/10 as 
permeant as T1 +. This is consistent with the above structural perspective which may 
be further considered to call attention to a location within the channel that would 
provide a localized anion binding site. By virtue of the head to head dimerized 
single stranded [3-helical structure 21.22) and as is apparent by careful examination of 
the abscissa in Fig. 6A, the entrances to the channel are dominated by L-residue 
carbonyls which can tibrate into the channel. Similarly, the formyl ends which occur 
midway through the channel are dominated by the D-residue carbonyls that can most 
readily librate outward. Due to the planarity of the peptide moiety, this brings the 
L-residue NH moieties into the channel. Accordingly, the structure would provide for 
a local minimum for anions in the region of the head to head junction. This is, 
of course, superimposed on the positive image force of the lipid which is most 
sensed midway through the channel. Particularly with T1 + in each of the two cation 
binding sites, an anion placed midway between them may not constitute an 
energetically unacceptable configuration. 

2 Monovalent vs Multivalent Cation Selectivity 

2.1 Multivalent Ion Exclusion 

The calcium ion conductance of the Gramicidin A channel is very low 8), no value 
having yet been established. Sodium ion and calcium ion have essentially the same 
ionic radius, 0.97 A and 0.99 A, respectively. Why then does sodium ion pass through 
at rates of 107 ion/see when there is no measurable conductance for calcium ion? 
Calcium ion does affect channel function, however. The single channel conductance 
due to monovatent cations is decreased by the presence of calcium ion 8,62). Based 
on analyses of blocking effects, Bamberg and Lauger 62) estimated binding constants 
for Ca 2 + and Ba z + binding to a site at or near the mouth of the channel to be of the 
order of 1 to 10 M -~. Using (i-13C) enriched synthetic Gramicidin As, it has been 
possible to demonstrate Ca 2 + 62) and Ba 2 + 63) binding in the channel (see Fig. 13). On 
the basis of calcium ion concentration dependence of chemical shift, a binding 
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Fig. 13. Location of calcium ion binding site in the Gramicidin A channel 
~ .  For comparison, the sodium ion binding site is included 
- - - .  Calcium ion binding site is 1 to 2 A closer to the aqueous solution and pushed away from the 
lipid layer. Since exchange with the binding site is fast, the lack of Ca 2 ÷ transport must be due to 
the repulsive image force of the lipid. Reproduced with permission from Ref. 62) 

constant of  1 M -1 could be estimated 62). Additionally as only one resonance was 
observed for the (1-~aC) carbonyl carbon throughout the titration up to 1 M CaCl2 or 
1 M BaC12, it can be deduced that the exchange rate of  the divalent ion with the 
binding site is faster than 106/sec. Thus, divalent ions like Ca 2 + and Ba 2+ can bind 
in the channel and can exchange rapidly with the binding site but they cannot pass 
through the channel at a detectable rate. 

It has also been shown in organic solvents that Ca 2 + has a much more favorable 
interaction with Gramicidin A than do Na  + and K + 6), yet when the Gramicidin A is in 
the membrane just the inverse is true. In addition to having a weaker binding constant 
for interaction with membrane incorporated Gramicidin A, the calcium ion binding 
site is pushed outward toward the solution by one or two Angstroms (see Fig. t3). 
A weaker binding constant itself does not lead to less conductance. In Fig. 10A, the 
two-site model with equivalent noninteracting (weak) sites, the binding constant is 
1.2 M -~ and yet the conductance is high. Accordingly, if the entry barrier is not rate 
limiting and the magnitude o f  the binding constant is not a factor, then the rate 
limiting barrier for divalent ions must be the central barrier. Specifically, it must be 
that part  o f  the central barrier that derives from the proximity o f  the lipid. As shown 
above, the central barrier for Na  + conductance through the G A  channel is 4.5 kcal/ 
mole above the solution reference state. Additionally, it may be noted that there is a 
preference for binding to the Trp end of  the channel even in organic solvents 64) so that 
the intrinsic difference in interaction between the ethanolamine (Trp) and formyl ends 
of  the monomer  could be about 1.5 kcal/mole or more. This allows an estimate 
of  that part of  the central barrier which is due to the repulsive image force of  the 
lipid (see Fig. 1B) to be about 3 kcal/mole for the Na  + ion. I f  we now utilize the 
z 2 term in the Born expression (see Eq. 2) as the essential difference between 
monovalent and divalent ions for this effect, the contribution to the central barrier 
for a divalent ion due to the lipid surrounding the Gramicidin channel would be of  the 
order o f  z 2 x 3 or 12 kcal/mole. It may be noted here that the relative hydration 
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energies follow very well the z 2 dependence of Eq. 2, because the best experimental 
determinations of the Gibbs free energies of  hydration for ions of 1.0 A radius 
are approximately 100 kcal/mole, 400 kcal/mole and 900 kcal/mole for monovalent, 
divalent and trivalent ions, respectively 6~-67~ The z 2 effect would reduce the 
10 7 ion/sec current for a sodium ion to the order of 101° ions/sec for a calcium ion. 
Thus, the proximity of the lipid provides the mechanism for selectivity against 
multivalent cations. 

2.2 Proposed Properties of a Divalent Ion Channel 

With this general reasoning, it has been argued that a channel would require 
an extended polarizable layer as indicated in Figure 1E in order to allow passage of 
divalent cations 6s). The problem for a calcium ion channel then becomes one of 
achieving selectivity over sodium ions, i.e., of impeding passage of sodium ions. As 
the calcium ion can have very favorable binding constants with peptides and proteins 
of the order of 106 M-  1 69.7o), the free energy of binding can be as high as 8.5 kcal/mole. 
If part of that free energy change were utilized to achieve a conformational change, 
as great as 5 kcal/mole, there would still be an adequate binding constant for 
channel transport. The channel binding site could, therefore, require a 5 kcal/mole 
deformation energy before a 1 /k radius ion would be adequately coordinated. As 
sodium ion binding constants only reach values of 10 s M - t ,  the 4 kcal/mole inter- 
action energy would not be sufficient to bring about the conformational change 
required for achieving the interaction. Accordingly, a calcium ion channel should have 
a diameter too small for hydrated sodium to pass through but the conformational 
energy should be such that the calcium ion can achieve the librational or other 
conformational change required for coordination but sodium ion cannot. Thus, the 
studies on the Gramicidin channel provide an insight to a possible means of  
achieving a divalent cation channel. 

3 Selectivity Among Monovalent Cations 

The alkali metal ion permeability ratios for Gramicidin channels in erythrocyte 
lipid/n-decane planar bilayers was determined by Myers and Haydon s7~ to be: 
Li ÷ (0.33) < Na ÷ (1.0) < K ÷ (3.9) < Rb + (5.5) < Cs + (5.8). This is the same order 
as for ionic mobility (1) which may also be ratioed to sodium ion to give: 
Li + (0.77) < Na + (1.0) < K + (1.48) < Rb + (1.55) < Cs + (1.56). While indeed the 
order is the same, the significant point is that the range of discrimination has been  
expanded hy almost an order of magnitude. The concern then becomes the mechanism 
whereby the Gramicidin channel effects this enhancement of selectivity. An important 
source of selectivity that must be considered is the relative solvation energy of water 
and peptide. This has been examined by Eisenman and colleagues 71) and found for 
formamide, N-methyl acetamide and dimethyl formamide to give the selectivity 
series Li + < Na + < Cs + < Rb + < K+. Only the first two are in the correct order. 
The last three are in an inverse order. The amide selectivity series does not 
provide an explanation for the selectivity of the Gramicidin A transmembrane 
channel. Another mechanism must be dominant. The mechanism is called the peptide 
libration mechanism; it was proposed in the original papers 22, 23) and has already 
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been employed in the above discussion on anion vs cation selectivity. This mechanism 
takes advantage o f  the different ionic radii: Li ÷ (0.68 A), Na  + (0.97 A), K ÷ (t.33 A), 
Rb + (1.47 A) and Cs + (1.67 A). 

3.1 Peptide Libration Mechanism 

The original Fig. depicting the peptide libration mechanism 23) is given in Fig. 14. 
As drawn, both L- and D-residue carbonyls are shown coordinating a laterally 
dehydrated potassium ion. About  a 20 ° libration is required to achieve close contact 
between carbonyl oxygen and cation. As shown in Fig. 12A, our must recent in vacuo 
calculations give a lowest energy conformation in which the L-residue carbonyl oxy- 
gens are already partly librated into the channel 55). Also, as considered in the section 
treating the location o f  the ion binding sites, it is seen that only the L-residue 
carbonyl oxygens coordinate the monovalent cation (see Fig. 6A). A channel axis 
view from solution of  the L-Trp carbonyl oxygens coordinating a sodium ion is 
shown in Fig. 15 where the extent o f  libration o f  the oxygens into the channel is 
greater than in Fig. 14A for K ÷. The lowest energy calculated structure, seen in 
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Fig. 14. Peptide libration mecha- 
nism as orginally depicted 23) The 
rocking or torsional oscillation 
of the peptide moiety brings the 
carbonyl oxygen into the channel 
making the channel suitable for 
cation interaction. In this depic- 
tion, both L- and D-residue car- 
bonyls are shown interacting with 
K ÷. Subsequent studies have 
shown that only the L-residue 
carbonyl binds to the cation 381. 
A 20 ° libration is shown as ade- 
quate to bring the carbonyt oxy- 
gen into close contact with a 
potassium ion. A lesser libration 
angle would be required for Rb + 
and Cs + interaction whereas a 
progressively greater libration 
angle would be required for Na + 
and Li ÷. Taking the energy to 
increase with angle of libration, 
this becomes a mechanism for 
discriminating against ions of 
smaller radius. Reproduced with 
permission from Ref. 2al 
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Trp13 

Trpll 
(10.5) 
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Fig. 15. Librated states of the L-Trp 9'11't3"15 
carbonyls to achieve interaction with Na ÷ at the 
binding site. The numbers in parentheses are the 
distances of the oxygen atoms and Na ÷ from the 
two fold symmetry axis of the channel. The water 
molecules are to indicate that water is expected 
to be bound on each side of the cation as it 
passes through the channel. 

Fig. 12A, has a 10 ° libration. This gives a channel size which would be optimal 
lbr an ionic radius between that o f  Rb + and Cs +. Therefore enhanced discrimination 
is not expected between Rb  ÷ and Cs ÷, but the energy required to librate further 
inward to make contact with smaller ions in the series can be expected to enhance 
selectivity between these ions. Work  is currently in progress to calculate the change in 
channel energy as a function of  libration angle or of  the equivalent, the effective 
channel radius 56). The implications of  a peptide libration mechanism for enhancing 
ion selectivity can also be pursued experimentally as outlined below. 

3.2 Formalism for Evaluating Thermodynamics Relevant 
to Selectivity Among Monovalent Cations 

A general expression for the single channel current equation may be obtained by 
rewriting Eq. 4 as 

ix = ze ~. g, ~ ~'r~qr~ (9) 
F s 

~r is the probability of  the r th occupancy state, e.g., the xo state. ~r~ is the fractional 
length across the membrane that an ion moves as the r t~ occupancy state changes 
by any of  the s possible ways, for example by the jump over the central barrier from 
the xo state to the ox state which involves the fractional length, a~/d (see Fig. 8A for 
definitions o f  the lengths). The fractional length, ~,s, is a signed quantity being 
positive when the ion movement is with the potential gradient and negative when it 
is against the field. The quantity, q~s, is the rate for the process; it may simply be the 
rate constant, e.g., k5 as when going from xo to ox or k-1 when going from xo to oo;  
or it could be the product of  a rate constant and a concentration as when going from 
oo to ox where it would be C~'ka. 

Equation 9 and Eq. 4, however, consider only the rates o f  changes of  occupancy 
states and assume that the channel itself is a constant unchanging entity. But the 
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channel is a dynamic structure. It has different energy states, i.e. different librated 
states, that are required for conductance of different ions and the probability distri- 
butions of the conformations change with temperature. Accordingly, it is necessary to 
introduce the dynamic nature of the channel into the current equation in order to 
approach experimentally those channel energy components relevant to ion selectiv- 
ity. 

Whether concern is with the fraction of time that a given molecule is in a particular 
state or with the fraction of molecules within a large collection of molecules that are 
in the state of interest, the formalism is essentially the same. When considering 
single channel currents, a histogram of the frequency of occurrence of conductance 
states is obtained which shows a dispersity of conductance values and which is 
necessary to define a mean or most probable single channel current (see Fig. 4A and C). 
In the case of Gramicidin A channels at low concentration, a pair of monomers may 
associate to give a channel with a given conductance; the pair may dissociate and 
reform to give a channel with the same or a different conductance; a new pair of mono- 
mers may form a channel with similar or different conductance, or a given channel 
can change its conductance state without turning off and then on 4o). It is our 
perspective that the different conductance states represented in the histogram result in 
the main from the same basic channel conformation, the !eft-handed, single stranded, 
head to head dimerized 139.3-helical structure; and that different combinations of side 
chain orientations and different metastable combinations of q)L, ~/L and ~PD, ~O 
torsion angles result in different single channel currents. A proper description of 
these effects needs to be introduced into the expression for single channel currents. 
It may be noted that a general formalism for the effects of dynamic channels has 
been presented by Lauger 72) 

Considering a segment of the channel involved in a single rate process, for 
example the set of residues involved in the entrance barrier, there is the probability, 
P~, that the segment is in a librated state suitable for ion entry. Writing the 
probability of all the other states of the segment as Po, the ratio of probabilities is 
equivalent to an equilibrium constant, K °, relating all other states to the librated 
state, i.e., 

P0 
- -  = K ° ( 1 0 )  
Pl 

Since Pl + Po = 1 and Po = K°PI then 

PI = (1 + K°) -1 (11) 

As each individual rate process is designated by the subscript, rs, the constant should 
be indentified as K~ and the rate constant, qr~, should be multipied by the 
probability that the involved channel segment is in the librated state required for 
conductance. Accordingly, Eq. 9 becomes 

ix = ze ~ Zr ~ ~qrs(1 + Kr*~) -1 (12) 
r s 

If  all of the peptide carbonyls were optimally librated for conducting then each 
P~ would be one and each K~ would be zero, recovering Eq. 9. Since there is a 
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dispersity of single channel currents, as seen in Fig. 4A and C, this means that 
each channel state in the histogram differs by at least one value of K~. If the 
index t is used to sum over the different Kr~ values for each q~, the mean single 
channel current, ix, would be obtained by summing over the single channel currents 
in Fig. 4A or C and dividing by the number of channels N, i.e., 

(13) 

A B 

3.3 Temperature Dependence df Single Channel Currents 

A simpler phenomenological form of Eq. 13 or 12 is useful. This may be approached 
by using Eq. 4 or its equivalent, Eq. 9, with the rate constants determined for Na ÷ 
transport. Solving for the AG~ using Eqn. (3) and taking AG* to equal AHj*, that is 
the AS* = 0, the temperature dependence ofi  x can be calculated as shown in Fig. 16A. 
In spite of the complex series of barriers and states of the channel, a plot of 
log i x vs the inverse temperature(°K) is linear. Accordingly, the series of barriers can 
be expressed as a simple rate process with a mean enthalpy of activation A-H* even 
though the transport requires ten rate constants to describe it mechanistically. This 
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Fig. 16. A. Plot of togiN, as a function of T - t  (°K) asing the experimental values of the rate 
constants and the location of the binding sites in Eq. 4. The Gibbs free energy of activation is 
calculated from Eq. 3; the AS* are taken to be zero, and the current is calculated by means of Eq. 4. 
The purpose is to demonstrate that multibarrier channel transport can be seen as single rate 
process with average values for the enthalpies of activation. Non-linearity of such a plot is then 
taken to arise form the dynamic nature of the channel. 
B. Plot of log iK vs T -1 (°K) introducing the effect of a dynamic librating channel as treated in 
Eq. 13 and 17. The curvature is due to the (1 + 1~°) -1 term in Eq. 15, and the curve was 
calculated to fit the temperature dependence of K ÷ single channel currents in diphytanoyl 
lecithin/n-decane membranes, 130 mV, 1 M KC1 (73). 
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means that the thermodynamic form of the Eyring rate eq. can be used, i.e., 

i x = CT e ~*/x e -~*/Rar (14) 

where C is a constant and therefore that Eq. 12 can be written as 

~x = CT e ~*/R e-£fi*/Rr(1 + £o)-1 (15) 

where I(  ° is an average value for the equilibrium between the librated state for 
a specific cation conductance and the remainder of  the channel states. Since 

Y-,° = e ~°/~ e -a-'-fi°/Rr (16) 

the natural logarithim of the single channel current becomes 

In ix = In C' + In T - A--H*/RT - In (1 + e ~°/R e -~°/~x) (17) 

where C'  is a constant that also includes A-S*/R. When I(  ° is non-zero, this term 
will introduce a non-linearity into the In i x vs T -1 (°K) curve. Using values of  
A H * =  3.5kcat/mole, A-S°=- -60ca l /mole  degree and A H ° = - - 1 8 k c a l / m o t e  
channels in Eq. 17, the curve plotted in Fig. 16B is obtained. 

The curvature seen in Fig. 16B approximates that obtained for the temperature 
dependence of Gramicidin A single channel currents for 1 M KC1 at 130 mV using 
diphytanoyl lecithin/n-decane membranes 73). I f  the energy of peptide libration were 
to increase monotonically with an increase in the angle of libration, then the 
curvature in Fig. 16B may be expected to increase as the ionic radius decreases. 
Studies to check this are in progress. By this approach, the selectivity among 
monovalent cations can be discussed in mechanistic and thermodynamic terms and 
compared with theoretical calculations on the conformational energy as a function 
of angle of  libration. 

The perspective for selectivity among alkali metal cations, as seen in terms of the 
Gramicidin channel, is one of a lowest energy state of  the channel in which there is 
little effect on the relative mobilities of  Rb ÷ and Cs ÷ but in which there is 
progressive retardation of K ÷, Na ÷ and Li ÷ due to the progressively greater 
conformational energy required to achieve the degree of peptide libration necessary 
for lateral coordination of  the cation. 

III The Carrier Mechanism of Ion Transport: 
The Valinomycin Model 

As schematically shown in Fig. 1C, a carrier is an amphiphilic molecule capable of 
residing at the membrane aqueous interface with its lipophilic side interacting with the 
lipid of  the membrane, with polar moieties directed outward into the aqueous phase, 
and with the polar moieties of  a chemical nature to induce an ion into inter- 
action. In the process of a carrier interacting and complexing with the ion, it 
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envelopes the ion in a polar core while completing the lipophilic coat suitable for 
becoming entirely surrounded by lipid. The carrier-ion complex can then cross the 
lipid barrier to the opposite interface and carry out the inverse process of release. Net 
transport is the result of an ion concentration (activity) gradient or a potential 
gradient. The carrier mechanism effectively trades the high transport rates of a 
channel process for the potential of greater ion selectivity. So selective can carriers 
become that they can be used as the basis for very effective ion selective 
electrodes ~4-76) 

Fundamental to the function of a carrier with its polar core of limited size 
is a re-evaluation of the Born expression and a recognition of its limitations. The 
plot in Fig. 1A, which uses Eq. 2, indicates that a hydration sphere containing more 

• than 100 water molecules is required to achieve better than 90% of the hydration 
energy. The landmark experimental studies of Kebarle and colleagues 77.78) on 
ion-water molecule gas phase equilibria "indicate that the decisive interactions deter- 
mining heats of hydrations occur during the attachment of the first 8-12 molecules" 78). 
These results are also consitent with the theoretical calculations of Clementi and 
colleagues 79,80) and of the Beveridge group sl,82). Combining those considerations 
with the greater heat of solvation achievable from models of  the peptide moiety 71,83), 
it would appear that the essential solvation energy can be achieved by an appropriately 
designed polar core of limited size and that the electrostatic barrier or repulsive image 
force due to the lipid need not be a large effect. This will be demonstrated when 
comparing the rates at which carrier alone and carrier with cation can cross from 
one side to the other of the lipid membrane. 

In what follows, the phenomenology of carrier transport wilt be briefly reviewed 
along with the mechanism of the Valinomycin model of carrier transport. The 
development of the molecular structure of Valinomycin will be considered in some 
detail, since the key to the dramatic selectivity of Valinomycin is thought to 
reside in the energetics of the molecular structure. Confidence in an understanding 
of the molecular structure of the Valinomycin-cation complex becomes tantamount 
to confidence in the presented basis of ion selectivity. 

A Phenomenology of Carrier Transport 

The assay systems for carrier transport are more varied than for channel transport. 
One of the simplest has been called the Pressman cell 84) which is a refinement of the 
older more cumbersome U-tube as) In both cases, a dense organic solvent, such as 
chloroform or carbon tetrachloride, separates two aqueous phases and transport is 
measured from one aqueous phase through the organic phase to the second aqueous 
phase. Somewhat more refined are the ion selective electrodes which use an organic 
solvent, such as diphenyl ether, to impregnate a disc that separates two aqueous 
phases. For studies of direct relevance to cell membranes, the planar bilayer system 
of Fig. 2 is again used. The conductance of planar lipid bilayers, without carriers or 
channels, is of the order or 10-8 mhos/cm 2 86). On addition of a carrier, the conduc- 
tance can increase by many orders of magnitude as ions are transported across the 
bilayer 9). Careful characterization of this transport can lead to kinetic mechanism 
which with structure allow discussion of ion selectivity. 
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1 Criteria for a Carrier Mechanism 

The 1972 review by Lauger 87) of carrier-mediated transport which resulted form 
work of his Laboratory with his collegues Benz, Ketterer, Neumcke and Stark a8-92) 
stands as a cogent description of  Valinomycin-mediated transport. The following 
brief statement of  phenomenology and kinetic mechanism draws largely from that 
source. As shown in Fig. 17A for 1 M KC1, the membrane conductance is linear with 
Valinomycin concentration giving a slope of one. In Fig. 17B for 10-7 M Valinomycin 
in the aqueous phase, conductance is also linear with KC1 concentration again with a 
slope of 1 88). The saturation effect above I 0-1 M KC1 is dependent on the Valinomycin 
concentration. The most obvious interpretation of these results is a carrier mecha- 
nism with a 1:1 ratio of  carrier to cation. A dramatic verification of  the carrier 
mechanism is due to Krasne, Eisenman and Szabo 93) in studies of  membrane con- 
ductance as a function of freezing and melting of the lipid bilayers. Using glyceryl 
dipalmitate:glyceryl distearate (1 : 1)/n-decane membranes that undergo a melting- 
freezing transition between 40 ° and 42 °C, they demonstrated with 10 -7 M Valino- 
mycin that on melting membrane conductance increased four orders of  magnitude 
from 10 -7 mhos/cm 2 to 10 -3 rnhos/cm 2. A drop was also observed on going from 
liquid to frozen membrane. Valinomycin mediated conductance required a fluid 
membrane whereas, in the same report it was shown that Gramicidin conductance 
continued with a reasonable temperature dependence of conductance. Carrier- 
mediated conductance requires a fluid lipid layer whereas channel-mediated conduc- 
tance does not. 
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Fig. 17. Membrane current, ~,  of a dioleoyllecithin membrane, A. as a function of Valinomycin 
concentration at 1 M KC1 and B. as a function of KC1 concentration at 10 -7 M Valinomycin. The 
linearity and slope of one indicates a carrier mechanism with a 1:1 carrier to cation stoichio- 
metry. Reproduced with permission from Ref. sT) 

2 Kinetic Scheme for Carrier Mechanisms 

The kinetic scheme applicable to the Valinomycin carrier system is given in 
Fig. 18 where S is the carrier and MS + is the carrier-cation complex. There are five 
unknown parameters, the four rate constants and Ns, the interfacial concentration of 
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Fig. 18. Kinetic scheme for the Valinomyein carrier 
mechanism of transport. Reproduced with permission 
from Ref. 87) 

free carrier molecules. Steady state conductance measurements with variables of  cation 
and carrier concentrations and of voltage provide values for three of the five 
unknowns and amplitude and time course of conductance change resulting from 
electric field relaxation studies provide for the other tWO 88'89'91'92). For the 
Valinomycin-K ÷ system in a phosphatidyl ethanolamine membrane, the rate con- 
stants are estimated to be sT~ 

k R --- 5 × 104/M sec 

kD ~-- 5 x 104/see 

k s --~ 2 x 104/see 

kMs ~-- 2 x 104/see 

(18) 

And when the aqueous concentration of Valinomycin is 10 -7 M, N s is 1.2 x 1012 
Valinomycin molecules/cm 2 membrane. 

Two interesting points that can be made from these values are the turnover number 
which is the maximum rate of transport per carrier, and the similarity of magnitude 
of k s and kMs. ,The turnover number, f, is given by the expression 

f = ( ~ - - ~ l ~ )  - l + ~ +  

and for the Valinomycin-K + system is of the order of 104 potassium ions per second. 
This may be compared with 10 ~ to 108 ions/see by the channel mechanism. It was 
noted above that the total hydration energy is achieved by less than twelve water 
molecules and that the solvation power of carbonyls is greater than that of water. 
These factors combine to argue that the electrostatic image" force for a monovalent 
cation held within a suitable polar core may not be a significant factor. Thus, it may 
not be surpising that the lipid barrier translocation rate constants for neutral carrier 
and ion charged carrier are similar and that kMs can even be as much as 10 times 
greater than k s 5~ As will be shown below the structure of the Valinomycin-K ÷ 
complex is such that the repulsive image force would be expected to be considerably 
less. 

208 



Chemical Basis of Ion Transport Specificity in Biological Membranes 

B Molecular Structure of the Valinomyein-K ÷ Complex 

The primary structure of Valinomycin was determined by Shemyakin etal. 9¢) to be 

the cyclododecadepsipeptide [(L-Lactyl-L • Valyl-D • Hydroxyisovaleryl-D • Valyl)-]3. 
The secondary structure of the Valinomycin-K ÷ complex was derived independently 
by Ivanov et al, 9s) based primarily on infrared studies and by this Laboratory 96) 

using proton nuclear magnetic ~esonance. A coarse X-ray structure verified the 
solution secondary structure and gave the correct direction that the chain wrapped 
around the ion ss). The first complete and correct solution conformatin of the 
Valinomycin-K + complex, based on the proton magnetic resonance data and general 
arguments of  the 13-turn energetics, appeared shortly thereafter 97,98) It included an 
important element in terms of the energetics and stability of  the conformation which 
was the orientation of  the isopropyl side chains. The space-filling models as 
originally published 97,98) are given in Fig. 19. The common reference in the literature 
is to the "bracelet" conformation 96) It seems appropriate in this review to stay with 
the term polar "core" conformation 97,98) as the ion resides in a polar core and the 
energetics of  core size is relevant to ion selectivity. 

A 13 

Fig. 19. Space filling models of the molecular structure of the Valinomycin-potassium ion complex 
as originally determined. 
A. Top (D .VaI-L .Lac) side. Reproduced with permission from Ref. 97) 
B. Bottom (L .Val-D-HyV) side. Reproduced with permission from Ref. 98) 
Note that the ctCH-13CH torsion angle is trans in all cases (D. W. Urry and N. G. Kumar, 
Biochemistry, 13, 1829-1831, (1974). A gauche orientation gives so much steric crowding that the 
complex will not form 99) 

Using a combination of conformation energy calculations and proton nuclear 
magnetic resonance data, a complete argument was presented for the solution 
structure of  the Valinomycin-K ÷ complex which provided a listing of atomic 
coordinates 99) That result, plotted in Fig. 20A, is of  direct interest to the focus of  
this review for it was used to calculate conformational energy as a function of the 
size of  the polar core. As will be presented below, the size of the polar core 
presents a structural argument for the striking selectivity of Valinomycin transport. 
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Fig. 20. A. Conformation of the Valinomycin-cation complex derived for solution using a combina- 
tion of proton magnetic resonance data and conformational energy calculations. This structure agrees 
within tenths of an Angstrom with the crystal structure subsequently determined (100) and shown in 
Fig. 21. Reproduced with permission from Ref. 99}. 
B. Plot of the relative orientations of carbonyl oxygen and cation taken along the plane indicated 
by the dashed line in A. Depending on the librated state of the carbonyls, the polar core size will 
vary, The solid oxygen spheres are at an optimal position for the K ÷ ion. The dashed oxygen 
spheres are the optimal position for a Cs + ion. The plot of conformational energy as a function 
of the oxygen atom-cation distance, r, is given in Fig. 24. 
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Fig. 21. Crystal structure of the Valinomycin-K + complex. Reproduced with permission from Ref. 100} 
This crystal structure confirmed within tenths of an Angstrom the structure derived previously in 
solution 97, 98) and by means of conformational energy calculations 99} 
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It is helful, therefore, to appreciate that the subsequent detailed X-ray structure, 
shown in Fig. 21 100), constituted an important verification of the earlier derived 
solution conformation with no atom out of place by as much as 0.5 A. Given the 
twelve residue depsipeptide with 24 backbone torsion angles, six side chain torsion 
angles and the very large number of possible conformations that were a priori 
possible, this is a satisfying result, particularly since it was achieved over a decade 
ago using potential functions and computational methods of an even earlier 
vintage. The success in deriving the solution conformation of the Valinomycin-K ÷ 
complex provides confidence in the arguments of the associated conformationat 
energetics which are presented here as relevant to ion selectivity. 

Another useful element of structure determination is obtained from the carbon-13 
nuclear magnetic resonance of K ÷ complexation with Enniatin B and with Valino- 
mycin 101,36) In Fig. 22A is a plot of the downfield chemical shift of the carbonyl 
carbon resonances during titration with K +. As only one resonance is observed, 
exchange of ion with ionophore is fast, > 106/sec. Of particular interest is the 
magnitude of the chemical shifts. As the structure of Enniatin B has an alternating 
L, D sequence, [(N-Me-L.Valyl-D.Hydroxyisovaleryl)-] 3 lo2), it may be considered 
to be a cyclic analogue of Gramicidin A. As such it provides an estimate of the 
magnitude of carbonyl carbon resonance chemical shift that could be expected for 
Gramicidin A (see Fig. 6 and 13) and allows for the argument for lateral coordination 
of a bare ion in the channel. This is because both crystal lo3) and solution 1°4) 
structures show direct coordination of carbonyls by K÷, as shown in Fig. 23. In 
Fig. 22B are the carbonyl carbon spectra for complexation of Valinomycin by K ÷. 
Here the exchange is slow such that throughout the titration the two states of the 
carbonyls, free and complexed, are resolved. The large magnitude of downfield 
shift is evidence of an even more favorable ion binding site in the Valinomycin polar 
core than in Enniatin B or in Gramicidin A. Furthermore, with the resonances 
assigned the shifts themselves demonstrate which carbonyls are coordinating the 
ion 36,101). This is yet another piece of evidence confirming the Val-K ÷ conformation 
just as it was added evidence for the Gramicidin A channel as discussed above. 

C Ion Selectivity and the Energetics of Forming Polar Core Structures 

1 Anion vs Cation Selectivity 

The transmembrane potential derived from a concentration gradient is calculable by 
means of the Nernst equation. If K ÷ were the only permeable ion then the membrane 
potential would be given by Eq. 1. With an ion activity (concentration) gradient for 
K ÷ of  10:1 from one side t o t h e  other of the membrane at 20 °C, the membrane 
potential that develops on addition of Valinomycin approaches a limiting value of 
58 mV 87) This is what is calculated from Eq. 1 and indicates that cation over 
anion selectivity is essentially total. As the conformation of Valinomycin in nonpolar 
solvents in the absence of cation is similar to that of the cation complex lo5), it is 
quite understandable that anions have no location for interaction. One could with the 
Valinomycin structure construct a conformation in which a polar core were formed 
with six peptide N - - H  moieties directed inward in place of the C--O moieties but 
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this would leave no hydrogen bonding capabilities. The ring of hydrogen bonded 
peptide moieties would be replaced by a ring of esters with repulsive C--O ... 0 
(alkyl) interactions. Accordingly, essentially complete selectivity of inorganic cations 
over inorganic anions is explicable in terms of the structure of Valinomycin. 
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Fig. 23. Space filling model of the Enniatin B--K + com- 
plex after the crystal structure 103). Since the carbonyl 
moieties coordinating the cation are similar for Enniatin B 
and Valinomycin, the difference in selectivities must arise 
due to the energetics of the conformations required to 
achieve coordination of the cation 

2 Monovalen t  vs Multivalent  Cation Selectivity 

This reviewer has not  found well-described experimental  da ta  which places limits 
on the relative Valinomycin t ransport  across p lanar  lipid bilayers of  inorganic 
monovalent  and multivalent  cations. I t  is, o f  course, anticipated that  the z 2 effect 
would dramat ica l ly  reduce multivalent  conductance and perhaps make it nondetect-  
able in a manner  analogous to that  discussed above for the Gramicidin  channel. Com- 
par ing the Gramicidin  channel and the Val inomycin polar  core, however, it would 
appear  that  the Valinomycin core would more  effectively shield charge from the 
lipid. The Gramicidin  channel has a relatively more limited coordinat ing capabil i ty 
and utilizes the one layer o f  pept ide backbone  separat ing it from the lipid. 
Val inomycin on the other hand has a polar  core formed by six well-coordinated 
carbonyls  (as is also apparent  from the magni tude of  the ion induced carbonyl  
carbon chemical  shifts shown in Fig. 22B) and in addi t ion there is a lateral ring 
of  hydrogen bonded peptide moieties forming a layer of  polypept ide backbone.  By 
this reasoning, a relative Valinomycin vs Gramic id in  channel divalent cat ion 

4 

Fig. 22. Carbon-13 nuclear magnetic resonance of carbonyl carbon chemical shifts on complexation 
of K ÷. 
A. KBr titration of Enniatin B in methanol. Since exchange of cation between solution and carrier 
is relatively rapid only one signal is seen per chemically distinct carbonyl. The titration shows the 
magnitude of the chemical shift observed. Since Enniatin B may be considered a cyclic analogue 
of Gramicidin A, these chemical shifts indicate the magnitudes of chemical shifts that can be 
expected in the Gramicidin A channel (see Fig. 6 and 13) for direct interaction of carbonyl with 
cation. 
B. KBr interaction with Valinomycin carbonyls in trifluoroethanol. Here the exchange is slow on the 
nuclear magnetic resonance time scale such that at 60 ~ of the way through the titration, for example, 
complexed and free carbonyls are both seen. It is the Val carbonyls that are interacting with the 
cation. The shifts of the HyV and Lac carbonyls are due to the intramolecutar hydrogen bonding 
shown in Fig. 20 and 21. The large chemical shifts of the Val carbonyl carbon resonances reflect 
the favorable cation interaction with a bond angle of about 120 ° (see Fig. 20B). An angle closer to 90 ° 
obtains for the Enniatin B--K + complex (see Fig. 23). Reproduced with permission from 
Ref. ~oi) 
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conductance would favor Valinomycin. However,  there is limited shielding at the 
top and bo t tom of  the Valinomycin-cat ion complex whereas in the channel there is 
a string of  water molecules. Similarly from a compar ison of  the kMs and k s values 
for Valinomycin monovalent  cation t ranspor t  87,106) with the estimated contr ibut ion 
of  the repulsive image force to the central barrier  o f  the Gramicidin  channel as 
discussed above, it would appear  that  the effect of  the proximity o f  lipid could be 
less o f  a limiting factor for Valinomycin than for Gramicidin  transport .  In  the 
Val inomycin based ion selective electrode systems, the selectivity for K ÷ over Ba +2 
with their almost identical ionic radii  (1.33 A and 1.34 A, respectively) is essentially 
the same as the selectivity of  K + over N a  ÷ which is greater than 104 lo7) 

3 Selectivity Among  Monovalent  Cat ions 

The conductances of  alkali metal  ions due to Vatinomycin (10 -7 M) using 10 -2 M 
salts and dioleoyl phosphat idyl  choline membranes  have been reported by Benz 106) 
F rom that  da ta  the following conductance ratios are obtained:  Li + (0.39) < N a  + (1.0) 
< K + (1200) < Rb + (3900) > Cs + (760). These may  be compared with those of  
Enniat in B (5 x 10 -6) from the same source and under  the same condit ions (106): 
Li + (0.67) < N a  + (1.0) < K + (15) > R b  + (12) > Cs + (5.9). This compar ison  is 
part icular ly intersting as both carriers coordinate  the cations by the same number  o f  
similar carbonyl  moieties:  six ester carbonyls  for Valinomycin and 3 ester and 3 N- 
methyl peptide carbonyls for Enniatin B. Accordingly,  differences arising from the 
carbonyl  selectivity series cannot  be considered as a basis for the large differences in 
selectivities nor  can the number  of  al iphatic carbons per residue. The greater 
number  of  al iphatic carbons per  residue of  Enniat in B neither increases conductance 
nor  selectivity lo6) Thus, it appears necessary to consider the conformat ional  
energetics required to achieve an opt imal  polar  core for carbonyl  coordinat ion of  the 
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Fig. 24. Calculation of the conforma- 
tional energy of Valinomycin as a 
function of the size of the polar core 
which contains the ion. This uses the 
structure of Fig. 20. The verticle lines 
are the optimal core sizes for the 
indicated ions. Based on the confor- 
mational energy component, selec- 
tivity for K ÷ and Rb ÷ would be 
similar and Cs ÷ less favored. Na + 
is off the curve suggesting that this 
conformation cannot form a polar 
core small enough to complex Na + 
by means of this conformation. 
Adapted with permission from 
Ref. 99) 

It seems quite apparent that the dra- 
matic selectivity of K ÷ over Na + is 
the result of the conformational 
energy required to achieve adequate 
coordination of the ion 
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Starting from the conformation shown in Fig. 20, the carbonyl moieties can be 
librated inward and outwai'd changing the size of the polar core as shown in 
Fig. 20B. As was done over a decade ago 99), the conformational energy can be 
calculated as a function of libration which changes the distance from the center 
of the structure where the ion is located to the carbonyl oxygen center. A plot of the 
conformational energy versus the carbonyl oxygen-metal atom distance is shown in 
Fig. 24 99) On interaction of the metal atom with the carbonyl oxygen there is a 
bonding that leads to a distance between ion center and oxygen center that is 
slightly less than the sum of the ionic radius and the oxygen van der Waals radius. In 
the Valinomycin-K + crystal the average shortening is 0.075 ,~ 10o). Using this figure, 
O--Me distances are indicated in Fig. 24 as lines crossing the energy curve. 
Interestingly K ÷ and Rb + straddle the conformational energy minimum and Cs + is 
slightly higher. Most significantly, however, is that Na + is off the curve where the 
energy rise on this scale appears almost verticle. This indicates that the polar core 
cannot become small enough to coordinate Na ÷ without a substantial increase in con- 
formational energy. Indeed in organic solvents Na ÷ forms 1:2 cation to Valinomycin 
sandwich complexes los~ rather than the 1:1 complexes involved in K + transport 
across lipid bilayer membranes. It would appear that the dramatic selectivity between 
Na + and K +, exhibited by Valinomycin, is due in large part to the conformational 
energy required to form the conducting polar core conformation. 

The experimental values that would be of particular interest for comparison with 
the conformational energy calculations would be kR(Na +) and kR(K +) or the ratio 
kR/kD for each ion. A complete kinetic analysis of Na ÷ transport by Valinomycin, 
however, is not available, presumably due to sensitivity problems arising from the 
low inherent conductance for sodium. A complete kinetic analysis of alkali metal ion 
complexation by Valinomycin in methanol is available lo9, Ho) and the relative binding 
constants closely follow the relative conductance with relative values of K ÷ (1700) 
< Rb ÷ (3600) > Cs ÷ (560). The discrimination against sodium is greater with Na ÷ 
being 0.1 on this scale. In this study by Grell, Funck and Eggers 1°9'11°), an 
intermediate complex was observed. A comparison of the relative affinities for the 
intermediate complex contains the relative selectivity with respect to methanol. While 
the order is the same as for transport across lipid bilayer membranes, the selectivity 
is low for the intermediate complex favoring K ÷ over Na ÷ by only a factor of 2.3. 
On the other hand, opening from the completed solution conformation indicates that 
complexation favors K ÷ over Na ÷ by a factor of 1800. These results constitute experi- 
mental verification that the conformational energetics involved in forming a polar 
core of a size suitable for the ion is the dominant factor responsible for the mono- 
valent cation selectivity displayed by Valinomycin transport. 

IV Acknowledgements 

This work was supported in part by NIH Grant GM-26898. The author particularly 
wishes to thank present and past members of the Laboratory of Molecular Bio- 
physics whose cumulative efforts of  more than a decade have made this review 
possible. 

215 



Dan W. Urry 

V References 

1. Cotton, F. A., Wilkinson, G. : Advanced Inorganic Chemistry, A Comprehensive Text, p. 321, 
Interscience Publishers, 1962 

2. Born, M.: Z. Physik. 1, 45 (1920) 
3. Fettiplace, R., Andrews, D. M., Haydon, D. A.: J. Membrane Biol. 5, 277 (1971) 
4. Bamberg, E., Lauger, P.: Biochim. Biophys. Acta 367, 127 (1974) 
5. Benz, R., Lauger, P. : J. Membr. Biol. 27, 171 (1976) 
6. Urry, D. W. : Ann. NY Acad. SCi. 307, 3 (1978) 
7. Hladky, S. B., Haydon, D. A.: Nature 225, 451 (1970) 
8. Hladky, S. B., Haydon, D. A.: Biochim. Biophys. Acta 274, 294 (1972) 
9. Mueller, P., Rudin, D. O.: Biochem. Biophys. Res. Commun. 26, 398 (1967) 

10. Bradley, R. J., Prasad, K. U., Urry, D. W.: Biochim. Biophys. Acta 649, 281 (1981) 
11. Szabo, G., Urry, D. W.: Science 203, 55 (1979) 
12. Urry, D. W., Alonso-Romanowski, S., Bradley, R. J.: in preparation 
13. Prasad, K. U., Trapane, T. L ,  Busath, D., Szabo, G., Urry, D. W.: Int. J. Pept. Protein 

Res. 19(2), 162 (1982) 
14. Kolb, H.-A., Lauger, P., Bamberg, E.: J. Membrane Biol. 20, 133 (1975) 
15. Zingsheim, H. P ,  Neher, E.: Biophys. Chem. 2, 197 (1974) 
16. DeFelice, L. J.: Int. Rev. Neurobiol. 20, 169 (1977) 
17. Sarges, R., Witkop, B. : Biochemistry 4, 2491 (1965) 
18. Fontana, A., Gross, E.: Peptides, Proc. of the 12th Eur. Peptide Symp., p. 229, 1972 
19. Noda, K., Gross, E.: Chemistry and Biology of Peptides, (ed. Meienhofer, J.), p. 241, 

Ann Arbor Science Publishers, Inc., Ann Arbor, Michigan 1972 
20. Hunter, F. E., Jr., Schwartz, L. S.: Antibiotics, Vol. I : Mechanism of Action (ed. Gottlieb, D., 

Shaw, P. D.), p. 636, Springer-Verlag New York Inc., 1967 
21. Urry, D. W.: Proc. Natl. Acad. Sei. USA 68, 672 (1971) 
22. Urry, D. W. et al.: ibid. 68, 1907 (1971) 
23. Urry, D. W. : Coformation of Biological Molecules and Polymers - -  The Jerusalem Symposia 

on Quantum Chemistry and Biochemistry, V, (eds. Bergman, E. D., Pullman, B.), p. 723, Jeru- 
salem, Israel Academy of Sciences 1973 

24. Ramachandran, G. N., Chandrasekharan, R.: Progress in Peptide Research --  Volume II 
(ed. Lande, S.), p. 195, Gordon and Breach, Science Publishers, Inc., New York 1972 

25. Ramachandran, G. N., Chandrasekaran, R. : Indian J. Biochem. Biophys. 9, 1 (1972) 
26. Urry, D. W. et al.: Ann. NY Acad. Sci. 264, 203 (1975) 
27. Veatch, W. R., Blout, E. R. : Biochemistry 13, 5257 (1974) 
28. Weinstein, S. et al. : Proc. Natl. Acad. Sci. USA 76, 2402 (1979) 
29. Bamberg, E., Apell, H.-J., Alpes, H.: A. J. 74, 2402 (1977) 
30. Sychev, S. V., lvanov, V. T.: Membranes and Transport Vol. 2, (ed. Martonosi, A. N.), 

p. 301, Plenum Press, New York 1982 
31. Ovchinnikov, Y. A., Ivanov, V. T. : Conformation in Biology (eds. Srinivasan, R., Sarma, R. H.), 

p. 155, Adenine Press, Guilderland, New York 1982 
32. Urry, D. W. : The Enzymes of Biological Membranes (ed. Martonosi, A. N.), Plenum 

Press, New York, in press 
33. Urry, D. W., Spisni, A., Khaled, M. A.: Biochem. Biophys. Res. Commun. 88(3), 940 (t979) 
34. Urry, D. W. et al.: Int. J. Pept. Protein Res., 21, 16 (1983) 
35. Ohnishi, M. et al.: Biochem. Biophys. Res. Commun. 46, 313 (1972) 
36. Urry, D. W. : Nuclear magnetic resonance and the conformation of membrane-active peptides. 

In: Enzymes of Biological Membranes, Vol. 1, (ed. Martonosi, A.), p. 31, Plenum Publishing 
Corp., New York 1976 

37. Urry, D. W., Prased, K. U., Trapane, T. L. : Proc. Natl. Acad. Sci. USA 79, 390 (1982) 
38 l~rry, D. W., Walker, J. T., Trapane, T. L.: J. Membr. Biol. 69, 225 (1982) 
39. Urry, D. W., Trapane, T. L., Prasad, K. U. : Science, in press 
40. Busath, D. Szabo, G.: Nature 294, 371 (1981) 
41. Koeppe, R. E., II et al.: Nature (London) 279, 723 (1979) 
42. Zwolinski, B. t., Eyring, H., Reese, C. E.: J. Phys. Chem. 53, 1426 (1949) 

216 



Chemical Basis of Ion Transport Specificity in Biological Membranes 

43. Parlin, B., Eyring, H.: Ion Transport Across Membranes (ed. Clarke, H. T.), p. 103, 
Academic, New York 1954 

44. Eyring, H., Urry, D. W.: Ber. Bunsenges. Phys. Chem. 67, 731 (1963) 
45. Urry, D. W. : On the Molecular Structure and Ion Transport Mechanism of the Gramicidin 

Transmembrane Channel. In: Membranes and Transport, Vol. 2, (ed. Martonosi, A.), p. 285, 
Plenum Publishing Corporation, New York 1982 

46. Urry, D. W., et al.: Proc. Natl. Acad. Sci. USA 77, 2028 (1980) 
47. Urry, D. W., et al.: J. Membr. Biol. 55, 29 (1980) 
48. James, T. L., Noggle, J. H.: Proc. Natl. Acad. Sci. USA 62, 644 (1969) 
49. Urry, D. W., et al.: J. Phys. Chem. in press 
50. Urry, D. W., et al.: in preparation 
51. Venkataehalam, C. M., Urry, D. W.: J. Magn. Resonance 41, 313 (1980) 
52. Henze, R., et al.: J. Membr. Biol. 64 (3), 233 (1982) 
53. Venkatachatam, C. M., Urry, D. W.: J. Comput. Chem., in press 
54. Momany, F. A., et al.: J. Phys. Chem. 78, 1595 (1974) 
55. Momany, F. A., et al.: ibid. 79, 2361 (1975) 
56. Venkatachalam, C. M., Urry, D. W.: J. Comput. Chem., in press 
57. Myers, V. B., Haydon, D. A.: Biochim. Biophys. Acta 274, 313 (1972) 
58. Bamberg, E., Kolb, H.-A., Lauger, P.: in The Structural Basis of Membrane Function (ed. 

Hatefi, Y.), p. 143, Academic Press, New York 133-167 
59. Eisenman, G., Sandblom, J., Neher, E.: Biophys. J. 22 (2), 307 (1978) 
60. Eisenman, G., Sandblom, J., Neher, E.: Metal-Ligand Interactions in Organic Chemistry and 

Biochemistry, Part 2, (eds. Pullman, B., Goldblum, N.), p. 1, D. Reidel, Dordrecht- 
Holland 

61. Bamberg, E., I.auger, P.: J. Membrane Biol. 35, 351 (1977) 
62. Urry, D. W., et al.: J. Biol. Chem. 257, 6659 (1982) 
63. Urry, D. W., Trapane, T. L., Prasad, K. U. : Int. J. Quantum Chem. : Quantum Biology Symp. 

No. 9, 31 (1982) 
64. Hinton, J. F., Turner, G. L., Millett, F. S.: J. Magnetic Res. 45, 42 (1981) 
65. Rosseinsky, D. R.: Chem. Rev. 65, 467 (1965) 
66. Stokes, R. H.: J. Am. Chem. Soc. 86, 979 (1964) 
67. Noyes, R.M.:  ibid. 84, 513 (1962) 
68. Urry, D. W. : Frontiers of Biological Energetics, Vol. 2 (eds. Dutton, P. L., Leigh, J., 

Scarpa, A.), p. 1227, Academic Press, New York 1978 
69. Potter, J. D., Gergely, J. : J. Biol. Chem. 250, 4628 (1975) 
70. Cox, J. A., Wnuk, W., Stein, E. A.: Calcium Binding Proteins and Calcium Function (eds. 

Wasserman, R. H., Corradion, R. A., Carafoli, E., Kretsinger, R. H., MacLennan, D. H., 
Siegel, F. L.), p. 266, Elsevier/North Holland, New York 1977 

71. Krasne, S., Eisenman, G. : Membranes, Vol. 2, Lipid Bilayer And Antibiotics (ed. Eisenman, G.), 
p. 273, Marcel Dekker, Inc. New York 1973 

72. Lauger, P. : J. Membrane Biol. 57, 163 (1980) 
73. Urry, D. W., Alonso-Romanowski, S., Bradley, R. J.: in preparation 
74. Stefanac, Z., Simon, W.: Chimia (Switzerland) 20, 436 (1966) 
75. Pioda, L. A. R., Stankova, V., Simon, W.: Anal. Lett. 7, 665 (1969) 
76. Simon, W., Morf, W. : Membranes - -  A Series of Advances, Vol. 2, p. 29, (ed. Eisenman, G., 

Dekker, New York 1973 
77. Dzidie, I., Kebarle, P. :J .  Phys. Chem. 74, 1466 (1970) 
78. Arshadi, M., Yamdagni, R., Kebarle, P.: ibid. 74, 1475 (1970) 
79. Kistenmacher, H., Popkie, H., Clementi, E.: J. Chem. Phys. 61, 799 (1974) 
80. Kistenmacher, H., Popkie, H., Ciementi, E.: ibid. 58, 1689 (1973) 
81. Mezei, M., Beveridge, D. L.: ibid. 74 (1), 622 (1981) 
82. Mezei, M., Beveridge, D. L.: ibid. 74 (I2), 6902 (1981) 
83. Balasubramanian, D., Misra, B. C. : Biopolymers 14, 1019 (1975) 
84. Pressman, B. C.: Fed. Proc. 32, 1698 (1973) 
85. Pinkerton, M., Steinruf, L. K., Dawkins, K.: Biochem. Biophys. Res. Commun. 35, 512 

(1969) 
86. Mueller, P., et al.: J. Phys. Chem. 67, 534 (1963) 

217 



Dan W. Urry 

87. Laager, P. : Science 178, 24 (1972) 
88. Stark, G., Benz, R.: J. Membr. Biol. 5, 133 (1971) 
89. Ketterer, B., Neumcke, B., Lauger, P.: ibid. 5, 225 (1971) 
90. Neumcke, B., Lauger, P.: Biophys. J. 9, 1160 (1969) 
91. Lauger, P., Stark, G.: Biochim. Biophys. Aeta 211, 458 (1970) 
92. Stark, G., et al. : Biophys. J. 11, 981 (1971) 
93. Krasne, S., Eisenman, G., Szabo, G.: Science 174, 412 (1971) 
94. Shemyakin, M. M., et at.: Expcricntia 21, 548 (1965) 
95. Urry, D. W. : J. Phys. Chem. 72, 3035 (1968) 
96. Ohnishi, M., Urry, D. W.: Biochem. Biophys. Res. Common. 36, 194 (1969) 
97. Urry, D. W., Ohnishi, M.: Spectroscopic Approaches to Biomolecular Conformation, p. 263, 

(ed. Urry, D. W.), American Medical Association Press, Chicago, Illinois 1970 
98. Ohnishi, M., Urry, D. W.: Science 168, 1091 (1970) 
99. Mayers, D. F., Urry, D. W.: J. Am, Chem. Soc. 94, 77 (1972) 

100. Neupert-Laves, K., Dobler, M. : Hetv. Claim. Acta 58, 432 (1975) 
101. Urry, D. W.: Enzymes of Biological Membranes, Vol. 1, (od. Martonosi, A.), p. 31, 

Plenum Publishing Corp., New York, New York 1976 
102. Plattner, PL. A., et al.: Heir. Chim. Acta 46, 927 (1963) 
103. Dobler, M., Dunitz, J. D., Krajewski, J.: J. Mol. Biol, 42, 603 (1969) 
104. Shemyakin, M. M., et al.: J. Membr. Biol. I, 402 (1969) 
105. Bystrov, V. F., ett al. : Eur. J. Biochem. 78, 63 (1977) 
106. tknz, R. : J. Membr. Biol. 43, 367 (1978) 
107. Fiedler, U., Ruzieka, J. : Anal. Claim. Acta 67, 179 (1973) 
108. Ivanov, V. T.: Ann. N.Y. Acad. Sci. 264, 221 (1975) 
109. Grell, E., Funek, Th. : J. Supramol. Structure I, 307 (1973) 
110. Funck, Von Th., Eggers, F., Grell, E.: Chimia 26, 637 (1972) 

218 



Ion-Selective Bulk Membranes 
as Models for Biomembranes 

Active Ion Transport as a Consequence of  Stationary State Situations at Asymmetric 
Biomembranes 

Karl Cammann 

Department of Analytical Chemistry, University of Ulm, 7900 Ulm, FRG 

Table of Contents 

A Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . .  220 

I Gene ra l  . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  220 

II  His tor ica l  D e v e l o p m e n t  . . . . . . . . . . . . . . . . . . . . . .  224 

B Theore t ica l  Approaches  for Ion-Select ive Membranes  . . . . . . . . . . .  225 

I T h e r m o d y n a m i c  Equ i l ib r ium at  the  Phase  B o u n d a r y  . . . . . . . . .  225 

II  N o  T h e r m o d y n a m i c  Equ i l ib r ium at the Phase  B o u n d a r y  . . . . . . .  228 

C S ta t ionary-S ta te  Potent ia l  Differences a t  Asymmetr ic  Biological  M e m b r a n e s .  237 

D Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  239 

E Appendix . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  240 

F References  . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  257 

Ion-selective bulk membranes are the electro-active component of ion-selective electrodes, which 
sense the activity of certain ions by developing an ion-selective potential difference according to the 
Nernst equation at their phase boundary with the solution to be measured. The main differences to • 
biological membranes are their thickness and their symmetrical structure. Nevertheless they are 
used as models for biomembranes. 
The general theoretical treatment of ion-selective membranes assumes a homogeneous membrane 
phase and thermodynamic equilibrium at the phase boundaries. Obvious deviations from a Nernstian 
behavior are explained by an additional diffusion potential inside the membrane. However, allowing 
stationary state conditions in which the thermodynamic equilibrium is not established some hitherto 
difficult to explain facts (e.g., super-Nernstian slope, dependence of the selectivity of ion-transport 
upon the availability of co-ions, etc.) can be understood more easily. 
A consequence of this theoretical approach which includes kinetic parameters is the establishment 
and coupling of certain ion fluxes across the phase boundary (equality of the sum of cathodic and 
anodic partial currents leading to a mixed potential). If a similar approach can be applied to asym- 
metric biological membranes with different thermodynamic equilibrium situations at both surfaces, 
the active ion transport could also be understood. 
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K a r l  C a m m a n n  

A Introduction 

I General 

Ion-selective bulk membranes are the electro-active component of ion-selective 
electrodes. They differ from biological membranes in many aspects, the most marked 
being their thickness which is normally more then 10s times greater, therefore 
electroneutrality exists in the interior. A further difference is given by the 
fact that ion-selective membranes are homogeneous and symmetric with respect 
to their functioning. However, because of certain similarities with biomembranes 
(e.g., ion-selectivity order, etc.) the more easily to handle ion-selective membranes 
were studied extensively also by many physiologists and biochemists as model 
membranes. For this reason research in the field of bio-membranes, and develop- 
ments in the field of ion-selective electrodes have been of mutual benefit. 

Ion-selective electrodes are electrochemical half-cells in which a potential differ- 
ence arises across the phase boundary: electro-active membrane/measuring solution. 
This potential difference ideally depends only on the activity of one kind of ions 
and follows the Nernst equation. Most ion-selective electrodes are in principle built 
up like the well-known pH glass-membrane electrode, i.e., with a suitable internal 
solution and an electrode of second kind (e.g., Ag/AgC1) to conduct the variable 
potential difference at the outer phase boundary to the high impedance voltmeter. 
Besides glass membranes, other membranes with an ion-selective behavior have 
been developed. Liquid electro-active phases are normally supported by more or 
less electro-inactive membrane filters, porous ceramic materials or embedded together 
with an appropriate plasticizer in a PVC matrix forming rigid membranes. But also 
pressed pellets and/or single crystals are used. Table A1 in the appendix gives a 
survey of commercially available ion-selective electrodes. 

If the measuring circuit is completed with a proper reference electrode, an ion- 
selective EMF response which can be described within certain limits by an extended 
Nernst equation is obtained 1,2). 

R - T [ k:pot t ~zM/z,] 
E = E o + - - l n  a M + Y', (1) 

z M • F ~x "'M, i~av j 

with: Eo = 
R = 
T = 
Z M 

Z 1 

F = 

a M 

a I 

K E '  1 = 

EMF of the cell with a standard solution aM = 1 M, a, = 0 
gas constant 
temperature in Kelvin 
charge of the ion to be measured 
charge of the interfering ion 
Faraday constant 
activity of the ions measured 
activity of the interfering ions 
selectivity coefficient between the measured ion M and an interfering 
ion I. 

The so-called potentiometric selectivity coefficient K~]  reflects the non-ideal be- 
havior of ion-selective membranes and determines the specificity of this electro- 
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analytical  method.  F o r  the development of  further ion-selective membranes it is 
therefore of  vital importance to know which factors influence this coefficient. The 
answer should be obtainable  through the right theoretical  approach.  

Ion-selective electrodes are increasingly used in analytical  chemistry. The possibili ty 
of  differentiating ions o f  the same element by their valence status (e.g., NI-lg vs .  

NO~',  S 2- ,  vs .  SO~- ,  C1- vs.  C10~-, etc.) enables new analytical  approaches.  In 
many instances t ime-consuming sample preparat ions  such as filtrations, disti l lations, 
etc. can be avoided.  Figure 1 - -  without  being exhaustive - -  shows a survey o f  
some species which can be determined with the help o f  ion-selective electrodes with 
the accuracies given in Table 1. The instrumentat ion is equivalent to the electrometric 
pH instrumentat ion and therefore well established and simple. Often, a few micro- 

liters o f  samples solution (e.g., a wetted spot of  filter paper)  is sufficient for an analysis. 
F low-through cells with a minimal dead volume are equally possible. Ion-selective 
micro-electrodes for N a  +, K ÷, Ca 2÷, Li +, C I - ,  etc. are unchallenged for physio- 

logical measurements in biological cells. Their broad  analytical  range - -  from saturated 
solutions down to concentrations of  less than 1 0 - S M  (in ion-buffered solutions 
occasionally to < 10 -17 M) - -  together with their rapid response of  a few seconds 
made  them a very valuable tool  in the field o f  analytical  chemistry in the labora tory  
as well as in industrial  process control.  Industr ial  moni tors  for more than a dozen 
species (e.g., C12, SO2, NH3, NOx, H2S, C N - ,  C I - ,  N a  ÷, K ÷, Ca 2÷, water  hardness, 

Table l. Total error 

analytical method error with error with remarks 
monovalent divalent ions 
ions 

direct potentiometry 1-5 ~o 2-10 
(analogous to mV-error x 4 mV-error × 8 
pH-measurements) = ~ error = ~ error 

standard addition or 1-4 ~o 2-8 ~o 
subtraction with 
known electrode slope 

standard addition or ca. 8~  ca. 16~o 
subtraction with un- 
known electrode slope 
(double addition or 
subtraction or addition 
and subsequent dilu- 
tion) 
Gran-plot (multiple 0.1-3 ~ 0.1-3 
standard addition 
with 10 AE/s vs. 
concentration) 

titration with in- ca. 1 ~ ca. I 
flection point evalua- 
tion 
tangent crossing < 1 ~o < 1 
method 

error is smaller if concentration of stan- 
dard is close to the sample concentra- 
tion; activity measurements in general 
limited by the accuracy of the activity- 
standard 
determination of total concentration, if 
ionic strength, degree of complexation, 
and slope remain constant 

in general only recommended when 
working near the detection limit 

less accurate if interfering ions are pre- 
sent; best results if many points be- 
tween 30 and 80 ~ of a titration curve 
are evaluated and discordant points are 
eliminated 
accurate endpoint determination only 
with symmetrical titration curves 

also higher valent ions can be indirectly 
determined with high accuracies 
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Ion-Selective Bulk Membranes as Models for Biomembranes 

etc.) are already commercially available. During recent years more than five new 
clinical electrolyte analyzers for Na  ÷, K +, Ca 2+, and CI -  based on ion-selective 
electrodes were introduced. Even companies famous for their traditional flame 
photometric analyzers entered the ion-selective electrode market. 

The number of  applications of  ion-selective electrodes is steadily increasing. This 
is partially due to the fact that special electrodes selective for certain ions have been 
constructed by the user, and partly because substances are determined indirectly 

Table 2. Short survey of the behavior of ion-selective electrodes and selected fields of application 

Advantage of ion-selective electrodes 
o Simple instrumentation ( ~ $ 500) 
o Information over the state of oxidation and degree of binding 
o Determination of the activity of the free ion (important in physiology) 
o Measurement without sample consumption 
o Measuring range between ~ 10 -~7 M and saturated solutions with constant accuracy 
o Delivery of a continuous electric signal with response times in the seconds range 
o Easy miniaturization 

Drawbacks of ion-selective electrodes 
o Selectivity not always sufficient 
o Direct read-out is less accurate with higher valent ions 
o EMF-Drift may require frequent standardization 

Fields of Application for ion-selective electrodes 
o Routine-analytical work in the laboratory 

(direct or as end-point indicators; application frequency in industry ~ 30 %) 
o Clinical analyzers for Na +, K +, Ca 2+, pH, pCO2, etc. 
o Process analyzers 
o Enzyme electrodes for the determination of biochemical important substrates 
o Microelectrodes used in physiology for Na +, K +, Ca z+, Li +, CI-, etc. 
o Physico-chemicai research (single ion activity coefficient) 
~. Potentiometric ionophore-modulation immunoassay 

via a stoichiometrically known chemical reaction where an ion, for which an ion- 
selective electrode exists, is released or removed. Typical examples are the enzyme 
sensors (Table A2 in the appendix) in which a substrate is transformed into measur- 
able species with the aid of  one or more enzymes. For  details the reader is referred 
to special monographs and reviews 3-5~. A novel aplication is the potentiometric 
immunoassay for the determination of  antibodies [5a]. This new technique shows 
the specificity and sensitivity of  the radioimmunoassay but does not require a radio- 
active labeling. 

This short review cannot be comprehensive as o f  the exponential increase of  the 
literature dealing with new procedures and applications. Table 2 summarizes 
selected data and lists fields o f  application. For  a more inclusive view on the subject 
the interested reader is referred to existing monographs 6-16~ or  to the critical 
biennial review in Analytical Chemistry. As the readers o f  this general volume 
on membranes most likely are acquainted with electro-analytical sensors, this article 
will be limited to the introduction o f  a theoretical approach which might be helpful 
also to researchers in the bio-membrane field. 
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II Historical Development 

The history of ion-selective membranes as the active part of ion-selective elec- 
trodes began with the discovery by Cremer in 1906 --  reported in a physiological 
journal iv) _ that membranes made from certain sorts of soft glass showed a trans- 
membrane potential if solutions of different pH were separated by them. Haber 
and Klemensiewicz is) studied this effect in more detail and published their results 
in 1909 demonstrating a near Nernstian H+-response of certain sorts of Thuringian 
glasses. But already in 1908 Haber showed that ionically conducting solid electro- 
lytes develop a transmembrane potential in relation to the concentration of the 
ions also constituting the solid membrane phase. Fused discs, pressed pellets, 
and also salts embedded in paraffin were used as membranes. With respect to the 
instrumentation, some of these high-impedance measurements were extremely diffi- 
cult to perform without distortion of the electrochemical equilibrium at the cor- 
responding phase boundary. In 1908 Haber and Beutner 19) also published results 
with liquid water-immiscible phases, e.g., nitrobenzene, whose behavior resembles 
that of salt phases. Acidic liquids responded to cations, and basic liquids to anions. 

Such phase boundary potentials were already described in 1902 by Nernst and 
Riesenfeld 2o) who investigated "oil cells" saturated with a common compound. 
A classical review of this research dealing with membrane potentials was published 
in 1922 by Michaelis 21) 

In 1923 it was shown 22,23) that pH glass membranes also responded to other 
monovalent cations like silver, sodium, and potassium, especially at high pH values 
(alkali error). MacInnes and Dole z4) in 1930 optimized the glass composition 
which afforded a considerably error-free pH range and minimum resistance (high 
impedance electrometers were extremely delicate at that time). The so-called 
MacInnes glass made by Coming Glass Works with the designation 015 consists 
of 72~  SiO2, 22~o Na20, and 6~o CaO. In 1934, Lengyel and Blum 25)published 
their results on the interrelation of glass composition and the so-called alkali 
error and showed that this error drastically increased when certain amounts of 
trivatent metal oxides (e.g., A1203 or B203) were added to the glasses. At high pH 
values those glasses responded in a Nernstian manner to monovalent cations like 
silver, sodium, and potassium. This was the beginning of the development of 
membranes sensitive also to other ions than H +. But before this phenomenon was 
investigated further, Sokolof and Passynsk 2oj made some lithia-based pH-glasses 
which showed Nernstian responses up to pH 12.5 and a minimum alkali error in 
solutions with a high Li+-concentration only. 

Parallel to this development of glass membranes Beutner 27) and Osterhout 2s~, 
from 1920 to t935, investigated liquid phases with a protoplasma-like behavior. 
However, none of the systems was selective and no phase showed the slightest theo- 
retical Nernstian response. In 1929 Michaelis 29) published his classical studies on 
collodion membranes which showed a nearly Nernstian behavior toward some 
alkali ions. This led Teorell 3o) and Meyer and Sievers 31) to the development of a 
theory viewing membranes as ion-exchange bodies (fixed-charge theory). 

As early as 1937, Kolthoff and Sanders 32~ used silver halide discs as ion-sensitive 
membranes for the corresponding anion. They found that interferences through 
redox-systems were negligible with those membranes compared to electrodes of 
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second kind. In the following years many ion-conducting electrolytes (mostly 
solids) were tested in membrane form either as pieces, pressed pellets, or embedded 
in an inert support material (e.g., paraffin) in an effort to dicover ion-specific mem- 
branes which could be of some analytical use. Here, the classical work of Marshall 
and collaborators 33-35J should be mentioned along with that of Sollner and co- 
workers 36-38) In the years 1939-1954 Marshall studied natural minerals and 
Sollner used differently treated collodion to obtain cation-sensitive (oxidized collo- 
dion) or anion-sensitive (protamine containing) membranes. But unfortunately all 
these attempts to build highly ion specific membranes failed. The selectivity was 
rather poor and a general analytical applicability was therefore not found. An 
exception is the sodium selective NAS 11-18 glass membrane described by Eisenman, 
Rudin, and Casby 39). 

The first stage in the development of the so-called ion-selective electrodes was the 
finding of Pungor and collaborators 4o-41) in 1964 that silicon rubber was an ideal 
support material for various ionic conducting salts, e.g., silver halides which, em- 
bedded in the silicon gave fairly selective membranes for Ag ÷ and the corresponding 
halide. Electrodes of this type were still manufactured until 1982 by the Hungarian 
company Radelkis. But the real break-through was only in 1966 when Frant and 
Ross filed their patents for the fluoride- and sulfide-selective electrodes based on a 
LaF 3 single crystal and a Ag2S pressed pellet, respectively 43'44). Subsequently, 
several ion-selective membranes were developed in just a few years which led to the 
currently available electrodes and to the expression "renaissance in potentiometry". 

Only a few milestones should be mentioned: The calcium-selective membrane of 
Ross 44) consisting of calcium di-(n-decyl)phosphate in di-(n-octylphenyl)phosphonate 
and that of Shatkay and co-workers 45~ consisting ofthenoyltrifluoroacetone in a PVC- 
tributylphosphate matrix, as well as the use of Aliquat S 336 for anion-sensitive 
membranes studied by Coetzee and Freiser 46). ~tefanac and Simon 47~ constructed 
the first highly selective potassium electrode using valinomycin as the electro-active 
compound. Moody, Oke, and Thomas 48) optimized a calcium-selective membrane 
with the use of PVC as an inert matrix; with this technique other membranes also 
can be improved over the common liquid membrane constructions. Excellent ion- 
selective membranes for Ca 2÷, Ba 2÷, Na ÷, Li ÷, etc. made from neutral non-cyclic 
carriers in a PVC matrix were developed by Simon's group 49-~2), which remains 
very active and leading in this field. It is self-evident that the progress in the field 
of ion-selective membranes was also strongly influenced by the progress in other 
areas, e.g., instrumentation (electrometer amplifier), bio-membrane research, semi- 
conductor research, etc. 

B Theoretical Approaches for Ion-Selective Membranes 

I Thermodynamic Equilibrium at the Phase Boundary 

The most popular theoretical description of the potentiometric behavior of ion- 
selective membranes makes use of the three-segmented membrane model introduced 
by Sollner 53), Teorell 3o,~4), and Meyer and Sievers 31,55). In this model the two 
phase boundaries and the interior of the membrane are treated separately. Here, the 
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total trans-membrane potential consists of two phase boundary potentials (treated as 
Donnan-potentiats s6,57)) and, in case of different mobilities of the various ions 
in the interior, of an additional diffusion potential inside the membrane. The 
individual potential contributions can be evaluated if a series of fundamental model 
assumptions is accepted ss): 
1. At each phase boundary there exists a thermodynamic equilibrium between the 

membrane surface and the respective adjacent solution. The resulting thermo- 
dynamic equilibrium potential can then be treated like a Donnan-potential if 
interfering ions are excluded from the membrane phase 59-61). This means that 
the ion distributions and the potential difference across each interface can be 
expressed in thermodynamic terms. 

2. The mobilities of all particles within the membrane are invariant. 
3. The chemical standard potentials of all particles within the membrane are in- 

variant with space and time. 
4. Pressure and temperature gradients do not exist across the membrane. 
5. The system is in a zero-current steady-state. 
6. The membrane is homogeneous with respect to a direction parallel to the phase 

boundaries. 
7. The same solvent is used for the electrolyte solutions on either side of the 

membrane. 
8. The effect of solvent flow across the membrane is negligible. 
9. The local activity coefficients are the same for all ions in the membrane, or the 

individual activity coefficients in the membrane are the same for all cations and 
anions. 

If a diffusion potential occurs inside the membrane, the relation between mass 
transport and electrochemical potential gradient -- as the driving force for the 
diffusion of ions -- has to be examined in more detail. This can be done by three 
different approaches: 
a) Proper use of the Nernst-Planck flux equation 62,63) 

b) Application of Eyring's absolute rate theory 64). 
c) Application of the laws of irreversible thermodynamics 45) 

Since such theoretical considerations also describe the important ion transport 
through biological membranes, all three approaches are extensively used and were 
originally developed for the description of thin membranes. For the description 
of thick ion-selective membranes the first approach is generally used although the 
others often lead to very similar or identical results. The interested reader is 
referred to the excellent monograph of W. Morf sS~. Nonetheless, the results should 
be mentioned here. The main purpose of the theory should be an accurate des- 
cription of the behavior of real ion-selective membranes. With respect to their 
analytical usefulness the selectivity is of great importance. Therefore, a proper theory 
should enable the calculation of the selectivity coefficient, preferable with in- 
dependently measurable physico-chemical parameters. 

According to the nine assumptions and approach a) for the diffusion potential 
inside the membrane the selectivity coefficient K ~  can be expressed by other 
parameters. Table 3 shows the results for the different kinds of membranes 66~. In 
some cases the expressions for K ~  t contain ion-mobilities inside the membrane 
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Table 3. The selectivity coefficient K~°~_t expressed by other parameters 66~ 

membrane type K~°t_ i 

solid membranes 
slightly soluble inorganic salts, e.g., 
Ag2S + AgC1 etc. 
ion-exchange membranes, i.e., glass membranes 

liquid membranes 
charged ion exchangers 
a) dissociated complexes 
b) strongly associated complexes 

c0 mobility of free sites is small 
~) mobility of free sites is large 

electroneutral carrier 
when U~s ~ Uus 

S.P.Mx/S.P.xx 

(ul/uu) K~]" 

(ulkj)/(uMk.~) 

(ul + Us)kd(UM + Us)kM 
U tKStab~ k 1 / r u  ~K stab~ k a 

is~ is ,~m I J/l_ MS~ MS )m MJ 
kl/ku 

stab slab 
( K l s ) a q / t ( K M s  )aq 

S.P.Mx, S.P.~x = solubility products of MX and IX, 
M = measured ion, I = interfering ion, S = site in the membrane; 
u i = mobility of particle i in the membrane; 
K~ = ion-exchange equilibrium constant for the reaction 
Is+lutlon + + + + Mmembrane ~:~ Imembrane + M.ol.tio., 
k = single ion distribution coefficient; 
[KStab]m,a q = stability constant of the complexes in the membrane phase and in the aqueous phase 

phase; this indicates that kinetic parameters are at least occasionally necessary 
for an accurate description of  the potentiometric behavior of  ion-selective mem- 
branes. By scientific theory we may ask how to measure the potential-dependent 
individual ion mobilities inside the membrane as well as the other parameters in- 
dependently and not via potentiometric measurements, followed by a method of  curve 
fitting. Furthermore, the results in Table 3 do not indicate the given dependence 
o f  the selectivity coefficient on the concentration o f  the ion to be measured and the 
interfering ion, as well as on the method used for the empirical determination. An  
IUPAC commission 67) therefore suggests the fixed interference method. 

The three-segment potential theory can hardly describe membranes with blocked 
interfaces 68), coated wire electrodes 69), Rf~irka selectrodes ® 7o), or ion-selective 
field effect transistors 71,72) without internal solution. The latter operate with ex- 
tremely thin layers o f  the electro-active compound (e.g., SiO2 or Si3N4 show a 
pH-response with layers around 25 A 73~). Furthermore, a variable selectivity depend- 
ing on conditioning 69) or a change from a sodium selectivity to a potassium selectivity 
when the glass membrane is electrolyzed cathodicatly in a potassium salt solution 74), 
cannot be deducted from the expressions in Table 3. This holds true also for a 
super Nernstian slope sometimes obtained even after appropriate corrections for a 
varying liquid junction potential. In recent years several artificial systems which 
exhibit active and passive ion transport with mobile carriers in bulky liquid mem- 
branes have been reported. For  a review see 75). Here, the ion transport selectivity 
depends upon the fact wether the ion o f  interest is studied alone or  together with one 
or more co-ions. 
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Finally some assumptions could not be verified as, e.g., the complete co-ion 
exclusion necessary for the treatment of the phase boundary potential as a Donnan 
potential, or the constant ion mobility through glass membranes with hydrated 
layers 76j 

II No Thermodynamic Equilibrium at the Phase Boundary 

If  the separate solution method is used for the determination of the potentiometric 
selectivity coefficient, it is tacitly assumed that for the ion to be measured and 
for the interfering ion, EMF vs. log. activity curves display identical slopes. This 
can indeed be found in many cases. Because both slopes then approach the theo- 
retical value, the conclusion can be drawn that the interfering ions also show a 
reversible behavior. The latter indicates that they rapidly pass the phase boundary 58) 
to reach their thermodynamic equilibrium in a relatively short timel However, if the 
ion to be measured is present in the sample solution together with such inter- 
fering ions, parallel charge transfer reactions cannot be excluded. In such a 
case the establishment of the thermodynamic equilibrium of the ion to be measured 
depends not only on the fact that its charge transfer kinetics is high, but to an even 
higher degree on the ratio of the charge transfer kinetics between the ion to be 
measured and the interfering ions.* 

General electrochemical experience, however, has shown that parallel electrode 
reactions necessarily lead to a mixed potential lying in between the quilibrium 
potentials of each parallel reaction. Furthermore, it has been found - -  and it is a well 
established fact in corrosion research - -  that the mixed potential can be predicted 
if the current-voltage curve for each of the parallel electrode reaction is known. 
Current voltage curves can be described by the Butler-Volmer equation 77,78). One 
important parameter of  this equation is the exchange current density it 79~ which 
reflects the phase boundary kinetics. A high exchange current density is necessary 
for a good potentiometric sensor 80-84) and is equivalent to a non-polarizable elec- 
trode, i.e., a small external current flowing across the phase boundary should not 
change the equilibrium potential. In a current-voltage curve such a behavior is 
demonstrated by a very steep slope, nearly parallel to the current axis (as is the 
case, e.g., for good reference half-cells). 

In Fig. 2 an example is given to illustrate how the mixed potential of  a silver wire 
in an oxygen-containing electrolyte can be found. Of  main importance is the fact 
that in the final analysis a reaction takes place, although there is no external current: 
Dissolved oxygen oxidizes the silver at a constant rate given by the current density 
at the mixed potential point. The mixed potential is the result of a stationary state 
situation; it changes if one of the parallel reactions, i.e., the oxygen-reduction-rate 
is altered. If  the latter is diffusion controlled, a change of the stirring speed will alter 
the mixed potential. Stirring sensitivity with ion-selective electrodes at a high con- 
centration of the ion to be measured therefore indicates a mixed potential at the 
membrane. 

* The rate of this charge transfer is not necessarely identical with the rate constant of ion com- 
plexation in homogeneous solution which may be diffusion limited! 75~ 
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a 

ianodic 
( mA/cm 2 } 

Ag ~-  Ag*+e 2H20 ~4H'+  O2"1" 4e ] 

\ /i 
///  

A~gi Ag/Ag÷+O,8 [V] /  Mixed potential . / "  

. . . .  
0~5 / ~ ~j . . . . .  \ 115 Potential (V) 

I 3--~ \ N,H.E. 
Ag*+e~-Ag- ' i / / . .  - ' "  ~ A~gi O2/202---+1,23(V) 

diffusion controlled..,'/ O2+4H÷÷4e ~ 2H20 

i cathodic ~ ~  

+1,23 

*0,8 

0 

b 

IV) 

N.H.E. ~ i a n o d  
=/.~. io (02/202- ) 

~ n e t i c  control 

i l  //icath.,., diffus=on" control 

----- tog i (mA/cm 2} 
current density 
lanod. = icath. 
=rate of the reaction: 4Ag +02 + 4 H * ~  4Ag'+2H20 

Fig, 2. Current-voltage curves illustrating the mixed potential 
a In a silver ion and oxygen-containing electrolyte the thermodynamic equilibrium-potential 
A*~, for the Ag+/Ag-system cannot be reached; instead a mixed potential is established where the 
cathodic partial current density of the oxygen reduction equals the anodic partial current density of 
the silver dissolution (=  corrosion of silver at a constant rate controlled mainly through the kinetics 
of the O2-reduction, which is exaggerated here for clarity). 
b In an Evans-diagram (electrode potential vs. a reference electrode as ordinate versus logarithm 
of the current density as abscissa) the two partial current densities leading to the mixed potential in a) 
are drawn in the same quadrant. Their intersect allows an easy location of the mixed potential. 
Simultaneously the slopes of the log i-voltage curves ( =  Tafel plots) allow some conclusions con- 
cerning the electrode reaction mechanism. Here it is assumed that the cathodic partial current density 
is still under kinetic control; N.H.E. = normal hydrogen electrode; the electron e bears a negative 
charge not extra indicated throughout this article 
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Another example of the importance of the exchange current density and the 
underlying current-voltage characteristic for the behavior under no external current 
flow (potentiometric condition) are the amalgam electrodes. In principle, all ions 
forming an amalgam in the reduced state can be determined in single electrolyte 
solutions with the corresponding amalgam electrodes; but their practicability (e.g., 
selectivity, redox-sensitivity, poisoning) was very limited so that they were scarcely 
used for analytical purposes 3~. However, the use of liquid amalgams for quanti- 
tative cementation of a variety of ions as a special case of liquid-liquid extraction 
offers many advantages especially in trace analysis and is often performed s 5 - 8 8 )  

During the cementation process an amalgam of a less noble element, e.g., Zn(Hg) 
is used to reduce and extract more noble species, e.g., Cu z+ according to the inter- 
facial reaction 

Cu 2 + + Zn(Hg) ~ Cu(Hg) + Zn 2 + 

The cementation process starts with a large difference of the equilibrium potentials 
[e.g., Cu2+/Cu(Hg) and Zn2+/Zn(Hg)] and will arrest when the potentials of both 
systems are equal, i.e., when (at 298 K) ss-ss~ 

E~z~ + 0.029 lg ac,2 + = E)n + 0.029 lg azn2 + 

Given 

E~u = +0.34 V 

E~, = --0.76 V 

one can calculate the ratio of activities of both metals in the solution and thereby the 
extraction coefficient under this condition. Under the assumption that the E°-values 
remain constant it will be 

azn2+ = 1 0 3 8  

acu2 + 

This value does not express the actual result since side and/or parallel reactions 
(e.g., H + or 02 reduction) are not considered, but it does demonstrate the com- 
pleteness of the cementation process and the effectiveness of this liquid-liquid ex- 
traction. During this extraction no external current flows through the phase boundary 
Hg (amalgam)/solution thereby establishing a potentiometric condition. The question 
of the potential difference at the phase boundary can be answered by constructing 
the experimentally accessible current-voltage curves for the reactions: 

Cu 2 + + 2e ~ Cu(Hg) 

and 
Zn(Hg) - -  2e ~ Zn 2+ 

In an Evans diagram ag~ the mixed potential can easily be found and also be verified 
by measuring the open circuit potential of a zinc-amalgam electrode in a Cu E +-ion 
solution. Even the complication by the simultaneous presence of another reducible 
species, e.g., Pb 2 + can be graphically demonstrated for different limiting conditions 
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Fig. 3. Evans-diagram for the cementation of  Cu z* and Pb z * with zinc amalgam of  different zinc 
content. I f  the zinc concentration in the mercury employed for this special extraction technique 
is low, the anodic zinc-dissolution current density may be diffusion controlled and below the limiting 
cathodic current density for the copper reduction. The resulting mixed potential will tie near the half- 
wave potential for the reaction Cu 2* + 2 e ~ Cu°(Hg) and only Cu ' *  ions are cemented into the 
mercury. 

I f  - -  during this process - -  the CuZ+-concantration decrcases, the mixed potential wil l  shift 
along the cathodic partial current density curve (like a polarographic curve in this example) toward the 
equilibrium potential of  the zinc amalgam, in case the amalgam reservior is large enough. 

I f  the zinc amalgam concentration is high, both Cu = + - and Pb z +-ions are simultaneously cemented 
from the very beginning and the mixed potential lies near the equilibrium potential of  the zinc 
amalgam. 

This figure demonstrates that also under potentiometric conditions (=  no external current flow) 
electrochemical net reactions occur. The EMF of the zinc.amalgam in a given Zn e*-ion solution 
depends on the current-voltage characteristic of  other ions (in this example, Cu e+ and Pb e÷ are 
interfering ions with respect to the Zn 2. equilibrium potential) at the amalgam electrode. EMF 
drifts are thus explainable. 

(Fig. 3). In this case the cathodic current-voltage curve is given by the corresponding 
polarogram for Cu 2+ and Pb 2+. The non-equilibrium stationary state potential 
during the cementation of both ions now depends on the concentration ratio 
Cu2+/Pb z÷ and the value of  the kinetically or diffusion controlled (limited) anodic 
current for the zinc-dissolution. If  the latter is greater than the sum of the diffusion 
limited cathodic currents of  copper and lead, the mixed potential at the beginning 
of  the cementation process lies closer to the half-wave potential of zinc, and Cu 2 + 
and Pb 2 + are simultaneously reduced at a rate according to their wave heights. I f  
the limited anodic current is smaller than the diffusion current for the copper 
reduction the mixed potential at the beginning will lie closer to the half-wave 
potential of  the latter and in the beginning only copper will be cemented. Because 
of the diminishing Cu 2 +-concentration the anodic current will soon be larger (large 
amalgam reservior) than i,m, cathodic Cu and the cementation ofPb  2 + will start with a 
corresponding shift in the mixed potential. The limited anodic current for the zinc dis- 
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Fig. 4. Evans-diagram of  a cation selective membrane;  circles indicate mixed potentials. Unbroken  
lines describe the current-voltage curves of the measured ion M + at different activites. Broken lines 
are the corresponding current-voltage curves for interfering ions if they are simultaneously present. 
In the upper part, an interfering cation I ÷ is assumed to have an equilibrium galvani potential 
(without M + ions being present) lying between the potentials of  10 -4 and 10 -s  M solutions of  the 
measured ion. This is equivalent to assuming a selectivity coefficient of about  Ku+ _i + ~ 3 - 10 -3. 
If  present at a concentration exceeding 10 -4 M, M ÷ will then cause a positive overpotentia111 for 
the equilibrium reaction of  I +, driving the reaction I(~) --* I(,+), the release of  interfering ions from 
the membrane  phase (m) into the solution phase (s). The corresponding current in the opposite 
direction is the transfer of measured ions from the solution into the membrane:  M(,% --) M(+~), 
since the equilibrium galvani potential of the interfering ions A(1)~a+ acts like a negative overpo- 
tential T1 for the equilibrium of  the measured ions. The current caused by the interfaciat reaction 
l~m) + -'* It +)~ cannot  be distinguished from the current caused by the flow of  some less lipophilic anions 
in the opposite direction Ic~ ] --* I(~) not shown here, since it would require concentratipn-dependent 
partial current-voltage curves (as demonstrated with the strongly lipophilic anion) rendering the 
Figure fully into a maze. Depending on the exact course of  the current-voltage curve of  the inter- 
fering ions, different cases a)-c) may be encountered:  Course a), the interfering ion I + is present in 
the membrane phase only in minute amounts so that  the current of the reaction I(+,,) ---) I(, +) is very 
small compared to the exchange current density of the measured ion M + ; the resulting response is 
near Nernstian. Course b), the interfering ion I + is present in the membrane phase in higher amounts  
than in the previous case and the current-voltage curve for positive overpotentials shows a considerable 
current with a diffusion-limited plateau. As the signs ( ( o r ) )  indicate, the calibration curve shows 
a sub-Nernstian response for low and a super-Nernstian slope for high M + activities. Course c), the 
current-voltage behavior of  the interfering ions in case of a positive overvottage acts like a kinetically 
controlled curve resulting always in a sub-Nernstian slope of the calibration curve of M +. With 
M+-activities of 10 -5 and 10 - 6  M ,  the opposite reactions, as indicated in the figure, occur at the 
membrane surface leading to one and the same mixed potential which defines the detection limit. 
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solution depends on the zinc concentration in the mercury and on the diffusional 
conditions inside the mercury and on the solution side. 

In the mixed potential theory of ion-selective electrodes so-s4.1o6~ the ion-selective 
membrane/sample solution interface is treated as being similiar to the better known 
metal/electrolyte-solution interface, especially with respect to the kinetics of the 
interfacial reactions involved and their effect upon an ideal Nernstian behavior. 
It has been shown by Gerischer 9o~ that the interfacial model developed so far for 
metallic electrodes can also be used with some modifications to describe the analogous 
situations at semiconductor/electrolyte-solution interfaces. Because ion-selective 
membranes are sometimes semiconductors (Ag2S pressed pellet membranes) or 
insulators with a larger band gap (glass membranes), it was pointed out as early as 
1973 H) that parallel charge transfer processes lead to deviations from a thermo- 
dynamic equilibrium and, consequently, to mixed potentials, which depend very 
much on the kinetics of  the interacting interfacial reactions. Thus, in order to study 
the ion-exchange kinetics at ion-selective membranes, some measurement techniques 
developed for metallic electrodes to determine the important exchange current density, 
io, were also used in the former case. The author succeeded in 1975 in obtaining con- 
sistent results by applying different techniques for Ag2S-, glass-, and valinomycin- 
based liquid membranes 80,84) and also for LaFa-membranes 83), not being aware 
of  the research of Guastalla 91~ and Gavach 92,93) in the field of electrochemistry at the 
interface of two immiscible electrolyte solutions (ITIES), which also demonstrated the 
similarity with metallic interfaces. However, knowing the uncertainties involved 
(amount of  Frumkin- and double layer charging corrections, measurement problems 
in obtaining a reliable determination of a small charge transfer resistance in series 
with a much larger - -  and sometimes slowly changing - -  ohmic bulk resistance), 
the results were carefully considered as being only "apparent exchange current density 
estimates". Surprisingly, these early results agree very well with recent determina- 
tions 94-98~ using more elaborate techniques. 

Of fundamental importance in understanding the electrochemistry of ion-selective 
membranes and also of biomembranes is the research in the field of voltammetry at 
ITIES mainly pioneered by Koryta and coworkers 99-IOt) Koryta also demonstrated 
convincingly that a treatment like corroding metal electrodes is possible xoz) For 
the latter, the description in the form of an Evans-diagram is most appropriate; 
Fig. 4 shows schematically some mixed potentials, which are likely to arise at cation- 
selective membranes if interfering ions disturb an ideal Nernstian behavior 82). 
Here, the vertical axis describes the galvani potential differences (absolute po- 

In the lower part of the figure, an interfering lipophilic anion I-  is considered. Because of its 
negative charge, the enormous positive overpotential of the measured ions drives the reaction 
I~ ---, I~-~,), the extraction of the anion together with M + into the membrane phase. It is assumed 
that the reaction M~+) ~ M~ is diffusion controlled, which means that any kind of stirring may 
reduce the diffusion layer thickness by AS, thereby resulting in a higher partial current density. A 
consequence of these effects is that the mixed potential can vary within relatively wide limits. All 
mixed potentials in the lower part of the figure follow the typical calibration curve of a valinomycin- 
based potassium electrode with KSCN-solutions, e.g. beginning in a sub-Nernstian positive slope 
and ending in a super-Nernstian fashion with a negative slope of about 70 mV/decade. 
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tential difference) across the phase boundary: ion-selective membrane/sample 
solution, with the latter taken as reference. This means that whenever a cation 
gains energy leaving the aqueous solution and entering the membrane phase, 
a positive potential difference (according to AG = --n • F • A~) is created. The 
opposite holds for anions. Because the absolute potential difference across an inter- 
phase cannot be measured, an absolute scale has been omitted in Fig. 4. But 
changes in that potential difference (e.g., according to the Nernst-equation) are 
indicated. It is further assumed that the standard thermodynamic equilibrium 
potential difference A~o,t+ for the interfering cation lies between 1 0  - 4  and 10-5 M 
of that of the ion to be measured (thus indicating a selectivity coefficient 
around 10-4). For concentrations > 10-* M of M + the ion to be measured 
AOc,1+ acts like a negative overvoltage forcing the reaction Mt]) ~ M ~  i [(s) 
stands for solution, (m) for membrane], for smaller concentrations of M + 
it acts like a positive overvoltage forcing this reaction in the opposite direc- 
tion. At the same time, the equilibrium potential difference of the ions to be 
measured A~e,u+ acts accordingly upon A~,~+ like a positive or negative over- 

voltage. The interfering ions do not determine the galvani potential difference at the 
membrane/solution interface until their exchange current density (current at A~ e 

parallel to the log i axis) is comparable to that of the ion to be measured. This leads 
to a reduced Nernstian behavior for the latter at low concentrations. If A~.~+ would 

always be more positive than A~M+ the membrane phase thermodynamically 

would favor the interfering ions (e.g., Zn 2÷ at some Ca2+-sensitive, Rb + at K +- 
sensitive membranes). The reaction I~]) ~ I~+m) would always be driven by the negative 

overvoltage rl established through A~,, M ÷ . During longer periods the concentration 

of interfering ions would increase in the membrane phase at the expense of the 
concentration of the ions to be measured. Since the exchange current density is 
concentration dependent, it will change accordingly. A drifting potential differ- 
ence will result as well as a failure to show a response in a Nernstian manner to the 
ion to be measured. Since such interfering ions can be present at least in trace 
amounts in every real sample solution the limited lifetime of certain ion-selective 
membranes and the influence of interfering ions thereon can be understood. Of course, 
the loss of electro-active substance from the membrane phase may also limit the life 
time ~oa) 

The circles in Fig. 4 represent stationary state conditions (mixed potentials). The 
reaction I + I + is viewed here as an anodic current flowing across the phase (m) ~ (s) 

boundary because A ~ +  creates a positive overvoltage 11 for this reaction. This 
partial current-voltage curve can also been sustained by the interfacial reaction of 
interfering anions I-  in the opposite direction I~) ~ I~-m). In order to distinguish 

between both possibilities additional analyses have to be performed. The cathodic 
current is here the transfer of measuring ions from the solution phase into the 
membrane phase M~+~ ~ M(+~) driven by the negative overvoltage created through 
AO, ~+. The stationary state exists when the net current flow is zero, that is when the 

anodic current density is equal to the cathodic current density. In the case of the 
circles of row a) the exchange current density of the ion to be measured is several 
orders of magnitude higher than the current density at the mixed potential so that the 
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equilibrium potential difference of M ÷ is not disturbed by this small current 
flow relative to i o. 

At anodically polarized metal electrodes (corroding metal) the metal dissolution 
follows a 1] vs. log i law over several orders of magnitude since the concentration 
on the metal side can be regarded as exceptionally high. However, with cathodic 
polarization this kinetically controlled range depends on the concentration of the 
ion in the solution and is much smaller leading soon to a diffusion controlled situation. 
With ion selective membranes the latter situation can arise also with anodic polari- 
zation. The course of the anodic polarization curve depends on the availability and 
mobility of the ion under study in "the membrane phase. This is demonstrated 
in Fig. 4 with the circles of row b) and c) for the anodic current through I¢+m) --* I~+). In 
case c) the resulting potential differences between the mixed potential points in course ( 2,3.R.T) 
of several concentration decades is always sub-Nernstian slope < z .  F / " 

In case b) a potentiometrically measured calibration curve for ion M + would show 
a sigmoidal form, starting with a sub-Nernstian slope leading to a super-Nernstian 

slope > z ~ F- behavior. This might be the case when the interfering cation 

concentration and mobility in the membrane phase is relatively high or some slightly 
lipophilic anions is present in the sample solution. In the former case a conditioning 
of the membrane with the ion to be measured would transfer row b) into row a). 

Figure 4 also demonstrates qualitatively the EMF vs. activity curve in case of a 
lipophilic anion (e.g., a KSCN solution measured with a valinomycin-based po- 
tassium electrode) characteristized here with the anodic branches of the current-voltage 
curves with the interfacial reaction I(~ -* I~m ). If the membrane is not conditioned 
with SCN- anions the calibration curve will start at low KSCN concentrations with a 
reduced cation-sensitive slope of about 25 mV/decade changing at about 10 -z M to a 
SCN-sensitivity of about 70 mV/decade. This is because during the experiment the 
membrane becomes increasingly conditioned with the lipophilic anion leading to an 
increasing exchange current density for that ion until the latter is similar to that of 
the cation. At high concentrations of KSCN experiments have shown that the mem- 
brane potential becomes very sensitive to stirring. This is expressed in the model by 
assuming a diffusion limited current for the M ÷ ~ M + reaction with a stirring- (s) ~m) 
dependent change in the diffusion layer thickness & If both reactions M~+~ ~ M~+m~ and 
ItS)---, I~-m) (equivalent to a MI-salt extraction) were to be diffusion controlled at 
similar current densities, a totally unstable mixed potential would occur leading to 
unreproducible measurements [84]. It should be mentioned that in case of a picrate 
conditioned valinomycin membrane the exchange current density for the picrate 
anion is normally higher than that for potassium leading to an anion response 
over the total concentration range. The addition of extremely lipophilic anions, such 
as tetraphenylborate to the membrane phase improves the behavior of carrier-based 
cationic sensitive membranes 5s) at least toward less lipophilic anions like SCN-.  It 
is assumed that this is the case because negative charges in the membrane reduce the 
transfer rate of  anions. On the other hand, together with the lipophilic anion a 
corresponding amount of  the ion to be measured has been incorporated into the 

235 



Karl Cammann 

membrane phase leading to a higher exchange current density coupled to an im- 
proved potentiometric behavior for the latter. 

Figure 4 also demonstrates that through the influence of the different equilibrium 
potentials upon each other, which is equivalent to externally applied overvoltages, 
the corresponding interfacial reaction rates at the mixed potential point depend 
very much on the shape of the partial current-voltage curves involved [104]. If the 
charge transfer rate is expressed by an electronic analog, the charge-transfer resistances 
of lipophilic cations and anions are not necessarily additive, as was found to be 
true for thin lipid bilayer membranes lo5~ 

Summarizing Fig. 4, it should be noted that at the mixed potential points two 
different electrochemical (i.e., charge-transfer) reactions are coupled. The driving 
force is the overpotential given by the difference between the individual thermo- 
dynamic equilibrium potential differences and the mixed potential. As long as the 
overpotential remains constant, both reactions run at the same rate. Because of the 
limited mass capacity of both phases, a net change in the composition of both or only 
one phase occurs. In the long run this leads to a slowly drifting potential difference, 
common to most ion-selective membranes. 

In the mixed potential model, pure solutions containing only the ion to be 
measured give the fastest responses since the tendency to form a mixed potential 
is minimal (e.g., trace impurities in the sample solution or the membrane). However, 
if a relatively high concentration of an interfering ion is present the establishment of a 
mixed potential takes more time despite the fact that it lies near the thermodynamic 
equilibrium potential difference of the ion to be measured. The new stationary state 
may lead to a new diffusion condition for the interfering ion. Thus, the response 
time may follow a characteristic ~ law. It should be noted that the diffusion 
current is not necessarily parallel to the voltage axis since migration (movement in an 
electric field) is involved. This occurs because a large excess of a supporting 
electrolyte is normally missing. If the time response follows an exponential law, a 
kinetically controlled, mixed potential may be established. It should also be mentioned 
that i x R drops within the membrane surface can alter the shape of the individual 
current-voltage curves. The former may be effected by so-called mediators or 
modifiers added empirically to PVC membranes to improve the potentiometric 
response. 

The explicit mathematical treatment for such stationary-state situations at certain 
ion-selective membranes was performed by Iljuschenko and Mirkin lo6) As the 
publication is in Russian and in a not widely distributed journal, their work 
will be cited in the appendix. The authors obtain an equation (s. (34) on page 28) 
similar to the one developed by Eisenman et al. 6) for glass membranes using the 
three-segment potential approach. However, the mobilities used in the stationary- 
state treatment are those which describe the ion migration in an electric field through 
a diffusion layer at the phase boundary. A diffusion process through the entire mem- 
brane with constant ion mobilities does not have to be assumed. The non-Nernstian 
behavior of extremely thin layers (i.e., ISFET) can therefore also be described, as well 
as the role o f  an electron transfer at solid-state membranes. 
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Stationary-State Potential Differences 
at Asymmetric Biological Membranes 

Although the author of  this review is far from being an expert in the field of  bio- 
membrane research, some literature studied so far seems to indicate that the molecular 
mechanisms of the active ion transport are still not known 107) 

"Despite the immense literature about the biochemical properties of  the transporting 
enzyme - -  the Na+/K ÷ activated membrane ATPase - -  the intrinsic mechanisms 
or the mechanistic details by which Na ÷ and K ÷ ions are transferred through 
the cell membrane against their concentration gradient still remain unknown" los, lo9~. 
The phenomenology of electrical events occurring on excitable cell membranes 
can be described in detail by the Hodgkin-Huxley equation i ~ 1) "but the attempts to 
construct physically reliable microscopic models have been rather speculative" 1t2) 

The model proposed by Jardetzky ~0) remains consistent with most of the ex- 
perimental evidence ~07), but, unfortunately, not with all. 

Otherwise it has been shown that the accumulation of electrolytes by many cells 
runs at the expense of cellular energy and "is in no sense an equilibrium condition" 113) 
and that the "use of equilibrium thermodynamic equations (e.g., the Nernst-equation) 
is not allowed in systems with appreciable leaks which indicate a kinetic steady- 
state" 114). In addition, a superposition of partial current-voltage curves was used to 
explain the excitability of biological membranes 112). In interdisciplinary research 
the adaptation of a successful theory developed in a neighboring discipline may be 
beneficial, thus an attempt will be made here, to use the mixed potential model 
for ion-selective membranes also in the context of biomembrane surfaces. 

Studies on the Na+/K+-activated transport enzyme for sodium and potassium 
indicated that for intact membranes an asymmetric situation exists 11s). It is postulated 
that the enzyme has specific inner and outer sodium and potassium binding sites and 
that the Na: K affinity ratio for the inner sites differs from the K: Na affinity ratio for 
the outer sites. The latter ratio has been estimated to be ,-, 100: 1. If  such a situation is 
transferred to a stationary-state situation at an asymmetric membrane, the result 
could be as illustrated in Fig. 5. According to the different affinities (AG for the ion 
transfer from the solution into the membrane or the macromolecular enzyme) on the 
outer membrane side, potassium ions establish a more positive equilibrium galvani po- 
tential difference than sodium ions. The reverse holds true for the inner side. The 
establishment of a mixed potential in the region between the two equilibrium poten- 
tials consequently results in the ion fluxes indicated in Fig. 5. It  is assumed that 
certain anions are passively distributed across the membrane. In the proposed model, 
it is absolutely necessary that sodium and potassium (or equivalent ions, e.g., Rb ÷ 
can replace K ÷) are botl~, present on either side. The potential dependence of the 
pump current ios) becomes understandable through the differences of  the potassium 
and sodium equilibrium potentials, which lead to different current densities at the 
mixed potential point. Hyperpolarization after injecting sodium ions into the cell 
interiors lOS) can  be explained by an increase of the internal equilibrium potential 
difference for sodium ions and a corresponding shift of the mixed potential 
on the interior side of the membrane. In the mixed potential model the current 

densities for K and Na are equal ( l : l )  in the stationary state. I f  a different ratio 
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Fig. 5. Tentative mixed potential model for the sodium-potassium pump in biological mem- 
branes; the vertical lines symbolyze the surface of the ATP-ase and at the same time the 
ordinate of the virtual current-voltage curves on either side resulting in different Evans-diagrams. 
The scale of  the absolute potential difference between the ATP-ase and the solution phase is 
indicated in the upper left corner of the figure. On each side of the enzyme a mixed potential 
( =  circle) between Na +, K + and also other ions (i.e. Ca2+!) is established, resulting in 
a transmembrane potential of around - -  60 mV. This number is not essential; it is also 
possible that this value is established by a passive diffusion of mainly K+-ions out of the 
cell at a different location. This would mean that the electric field across the cell-membranes 
is not uniformly distributed. 

According to the Evans-diagram treatment, the asymmetric surfaces of the Na-K-ATPase show 
different equilibrium galvani potentials h ~ ,  for Na + and K+-ions inside (i) and outside (o). These 
galvani potentials act as a corresponding overpotential rl driving the indicated surface reactions, 
where the symbol (s) stands for solution phase and (m) for membrane (more acurately: enzyme) 
phase. The ions accumulated at the enzyme surtaces then move through the membrane (maybe in- 
between the phospholipid layer and the ATPase surface and/or along 13-sheet domains known to 
have a relatively, large dielectric constant) by passive diffusion along their concentration gradient. 

It is very likely that ATP is necessary for creating and sustaining the asymmetric behavior besides 
the energetic aspect. Quabein and other substances can block certain enzyme positions and thus 
alter the exchange current density of one or more of the involved ions, resulting in other mixed poten- 
tials with different net ion fluxes, (According to the Post scheme A(I), Na~ + is established in the enzyme 
conformation state E 1, A~., Ki + then corresponds to E2-ATP, A(I), K + corresponds to E2 and A~:, 
Nao + to El-P). It should be noted that the course of the individual current-voltage curves depends 
upon several factors (e.g., charge transfer kinetics, ion migration, i ×R drop, diffusion layer thickness 
etc.). Given the concentration differences between Na + and K ÷ , it is very likely that one curve is 
always diffusion limited. 

According to the exact position of the equilibrium galvani potential for Ca2+-ions on the voltage 
axis, stimulation or inhibition of the Na + - K  ÷ exchange can be understood• The effect of anions 
(e.g., MgATF a - )  may be similiar as shown in Fig. 4. 

238 



Ion-Selective Bulk Membranes as Models for Biomembranes 

(e.g., 2:3) is found, additional reactions must be involved, e.g., in the hydrolysis of 
ATP there are hydrogen ions involved which also could participate in the stationary- 
state situation at both membrane surfaces and/or a corresponding anion-flux across 
the interface occurs simultaneously (e.g. Na ÷ + MgATP z- "extraction" --  s. Fig. 4 -  
onto the inner membrane/ATPase surface). 

It is possible that the stationary-state situations leading to an active ion transport 
occur only in localized regions of the membrane, i.e., at ATPase molecule units with 
diameters of about 50 A and a length of  80 A. The vectorial ion currents at 
locations with a mixed potential and special equipotential lines would appear pheno- 
menologically like ionic channels. If the membrane area where the passive diffusion 
occurs is large, it may determine the rest potential of the whole cell. 

D Conclusion 

In this review article an attempt has been made to convey the idea that parallel 
electrochemical processes like those occurring at metal electrodes (i.e., corrosion, 
analytically used amalgams) are also possible at ion-selective membranes. A super- 
position of partial current-voltage curves for the ion to be measured and for the 
interfering ions allows the exact localization of the resulting mixed potential and 
explains in an easily surveyable manner the different behaviors, as there are: sub- 
and super-Nernstian response, EMF-drift, effect of conditioning and/or co-ions, 
failure due to more lipophilic interfering ions, stirring sensitivity of the EMF, 
non-ideal functioning of ISFETs, response-times of very thick membranes with or 
without the presence of interfering ions, EMF-drift, life-times, etc. Of course, 
the partial current-voltage curves have not been measured empirically due to the 
great difficulties arising from the high membrane impedances; however, the total 
current-voltage curves to which the individual add up at ITIES 99-102), extremely 
thin glass membranes, bilayer membranes, and at cellular bio-membranes, have been 
measured 116,117,10s,118~. On the other hand, the semiconducting properties of lipid 
films have been demonstrated ~19-121~ and the kinetics at semidonductor surfaces 
have been described theoretically 9°~. Since ion-selective membranes are similar 
to biological membranes and at least some of them also show semiconductor pro- 
perties 11,122~ it is justified to apply the laws of electrochemical kinetics in both cases. 
Thus, "conductances across a membrane are equivalent to kinetic rate constants, 
permeability through carriers is equivalent to catalytic processes, and different 
surface reactions preceding or following the transport process are equivalent to 
similar reactions in the electrode process" 1~7~. An electronic equivalent circuit of a 
three layer lipid membrane has already been proposed 123~ 

Concerning the comparison between the three-segment potential theory, which 
assumes a thermodynamic equilibrium at the phase boundaries, and the proposed 
mixed potential theory it should be mentioned that both are identical in describing 
the EMF versus concentration behavior. The former requires such parameters 
as the individual ion mobilities within the membrane and single ion extraction co- 
efficients both often obtained a posteriori (through curve fitting of the corresponding 
EMF versus concentration curve). The latter requires the individual current-voltage 
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curves of  all involved parallel reactions. The graphical presentation may be more 
distinct in showing that for a stationary state condition, ions are indeed moved at a 
constant rate across the phase boundary. 

The proposed model for the so-called sodium-potassium pump should be regarded 
as a first tentative attempt to stimulate the well-informed specialists in that field to 
investigate the details, i.e., the exact form of the sodium and potassium current-voltage 
curves at the inner and outer membrane surfaces to demonstrate the excitability 
(e.g. N, S or Z shaped) connected with changes in the conductance and ion fluxes with 
this model. To date, the latter is explained by the theory of Hodgkin and Huxley H1) 
which does not take into account the possibility of solid-state conduction and the fact 
that a fraction of Na + in nerves is complexed as indicated by NMR-studies 124) As 
shown by Iljuschenko and Mirkin 106), the stationary-state approach also considers 
electron transfer reactions at semiconductors like those of ionselective membranes. It 
is hoped that this article may facilitate the translation of concepts from the domain 
of electrodes in corrosion research to membrane research. 

E Appendix 

Stationary state situations at ion-selective membranes after Iljuschenko and Mirkin lo6) 

The presupposition is that parallel electrochemical reactions (i.e., ion or electron 
transfer) occur across the phase boundary, if the measured ions and interfering 
ions are both present in the solution. A redox process in which electrons pass the 
phase boundary is also considered an interfering electrochemical reaction. 

For the stationary state the mixed potential Aemix can be described as (see also 
Figs. 1-4): 

A(I)mixed ---- A(I)e,A + 'qA = AO,,B + ~B . . . .  (2) 

with: AgD~, A; AaD,,8, . . . .  equilibrium galvani potential for species or electrochemical 
reactions A, B .... 
T1A; rlB; ... = overpotential for the electrochemical reaction of A, B . . .  at the 
phase boundary' including the right sign 

The sum of all cathodic partial currents across the phase boundary equals the 
sum of all anodic partial currents at the mixed potential; therefore, a further con- 
dition is: 

Ei i = 0 (3) 

with: i i = current density of the involved species. The establishment of such a 
stationary state can create ion-fluxes across the interface and can result in changes 
in the composition of the involved phases at least near the phase boundary. 

If  these changes are small (i.e., a current of 1 pA corresponds to an amount of 
about 10 - t°  mol/s only) and the capacity factor (e.g., charge density) in the involved 
phases is large, the mixed potential can be stable over a long period of time and 
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can also be very reproducible. On the other hand, the limited lifetime of certain 
ion-selective membranes (e.g., liquid membranes, PVC-based membranes) can be 
explained by a change in their composition leading to greater deviations from the 
Nernst equation. 

Mixed potential resulting from an interfering redox reaction at membranes with finite 
electronic conductance 

Kinetic domain 

The combination of the Butler-Volmer equation 

i =  io Iexp C " z F "  1(1 - ~ ) z . F .  ox (, (4) 

with: i0 = standard exchange current density 
ct = transfer coefficient 

with the condition for a stationary potential (2) and condition (3) leads to the follow- 
ing equations, describing the interference of the reaction of species A by a parallel 
redox reaction B: 

RT RT 
with:qA "~ -F--andrlB '~ --F-one obtains: 

io, a- z~ RT aA, s 
AOmix  ----- A~0 A io, A" ZA rib + ~ In - - -  (5) 

' aA, m 

with: A ~ O , A  ~ - -  

io, A 

io, B 

Z A ~-- 

Z B 

aA, s : 

aA, m : 

standard equilibrium potential of species A 
standard exchange current density for the electrochemical reaction 
of species A (e.g., for the distribution kinetics across the interphase) 
standard exchange current density for the interfering electron transfer 
(redox reaction B) 
charge of species A 
amount of charges transferred by redox-reaction B 
overpotential for reaction B 
activity of species A in the solution 
activity of species A in the membrane 

RT RT 
in caseri A ,~ --F-and rib >> ~ -  the following expression is obtained: 

RT i o , B  %znF RT aA, s 
AOmix ~ A~o A exp ~ - - ~ -  rib + In - - -  

' ZAF i0, A Z ~  aA, ra 
(6) 
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RT RT 
and in the case~A >> -F- andqB >> ~--: 

A~mix  --- A(1)o, A + 
(1 ~XA) ZAF ha - -  - 10, A /  

0tBz B R T  a A ,  s 

+ (1 - czA) ZA rIB + z ~  In - -  (7) 
aA, m 

with: ~ZA, B = the corresponding transfer coefficient 
In Eqs. (5)-(7) the equilibrium potential AOc, A of the potential-determining ion A 

was expressed according to: 

RT aA, s (8) 
A O e ,  A : A(I)o ,  A -~- Z ~  In aA.m 

For an interfering redox reaction at an ion-selective membrane, the overpotential 
rl~ can be easily determined experimentally. It is the potential difference between the 
ion-selective membrane and an inert redox electrode in the same solution containing 
the measured ion and an interfering redox system. 

Diffusion overpotential for the potential-determining reaction 

In this case the activity of ion A at the membrane surface a~aq ~ is different from the 
activity in the bulk of the solution aA~aq ~ . °  The mixed potential can then be described 
as :  

R T  a~(,q) 
AOmix = AOo A + z--A-- F" In ..... ACe, n +rlB 

' a A ,  m 

(9) 

Using the equation for the diffusion current i under the conditions of stationary 
diffusion: 

0 s 

i = ziFD i _ _ a i  --  ai (10) 

with: D i = diffusion coefficient 
= diffusion layer thickness, assumed to be the same for all species; 

With Eqs. (3) and (4) the following expressions for the mixed potentials are ob- 
tained: 

RT 
IfqB ~ ~ - :  

0 zBio, B ~A 
RT aA(aq~ + ZADART rIB 

A(1)mix -'~ AdPo, A + ZA F In aA, m (t 1} 
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At l )ml  x ~ A( I )o ,  A + - -  

~BZBF 
iO, B6 A exp ~ qB 

0 

RT aAtaq) + ZADAF 
In (12) 

Z A F  a A ,  m 

Because equations (11) and (12) contain the thickness of the diffusion layer ~A 
which depends on the hydrodynamic conditions, the stationary potential can vary 
with the stirring speed. It follows further that the redox sensitivity of such mem- 
branes (e.g. Ag2S, Ag halogenide, Ag2Se, Ag2Te and Ag) is given solely by the standard 
exchange current density of the interfering redox reaction. The latter is higher if the 
membrane shows electronic conductance. Equations (5)-(7) and (11)-(12) allow as 
to guess the influence of corrosion of solid state membrane electrodes upon their 
functioning as reversible Nernstian sensors. If the influence of the kinetic parameters 
in this equation is greater than the relative potential change given by an activity 
difference, the detection limit of the particular electrode is reached. If small over- 
potentials are established for a potential-determining reaction, deviations from an 
ideal Nernstian behavior occur. The EMF vs. log C function can still be linear 
but the slope may be sub- or super-Nernstian. 

Mixed potential in case of  a solid state membrane 
Dissolving without complexing agents 

The membrane consists of a binary compound ArABy B of constant composition. 

Ion activities in the solid state are 1. At the membrane surface the activities of A and B 
in the aqueous phase are given by the solubility product: 

S.P. = (a~0 vA- (a]~) TM (13) 

In case of a steady state with a constant diffusion layer thickness for all ions it 
follows [for simplicity the surfix (aq) is ommitted]: 

ZADA(a ° -- a~,) + ZaDB(a ° -- a~) = 0 (14) 

The stationary potential according to Eq. (2) is then by: 

RT RT 
A(t)mi x = A(I)o, A + z-~ln  a~, = A(l)o, B + z ~ l n  a~ (15) 

Combination of Eqs. (13) and (14) yields: 

VA VA 1 
- - + 1  - -  

ZADA(a~)VB -- (ZADAaA o + ZnDA ao) (a~,)~a + ZBDB(S" p.)vB = 0 (16) 
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Since Eq. (16) is not solvable, only the special case 

ZA = IzBI = 1 a n d  V A = V B = 1 

will be discussed. 
Then Eq. (16) reads: 

DA(ak) 2 - -  (DAa°a --  D.a  °) a~ -- D.(S.P.) = 0 (17) 

and 

s 
a A ~--- 

DA a° - D.a ° + V(DAa° - D.aO) 2 + 4DAD.(S. P.) 

2DA 

(18) 

Insertion of Eqs. (18) in (15) results in an Equation for a dissolving solid state 
membrane electrode in the absence of complexing agents. In case a ° = a g = 0 
(e.g., pure H20) the stationary potential can be expressed as: 

RT DB 
A O m l  x = AlY0o, A + ~ l n  G--(S.P.) (19) 

D&solving with comptexing agents 

For the reaction at a silver halide membrane: 

AgX + 2Y-  ~ [AgYz]- + X-  

the same treatment as above leads to: 

RT ( 2Dx- a0_~ 
AOmlx = AOo - -if- In ay °_ + Oy_ // (20) 

with 

RT 2Dx-  
A~; = A~o,Ag + -F- In ~ (S.P.agX) (21) 

Such a relationship has indeed been found for CN-  at AgI membranes. 

Mixed potential with interfering ions 

In the diffusion-controlled domain (preferable in situations with large overpotentials) 
a diffusion layer is formed. This layer is found on the solution side of solid-state 
membranes; it is located with in the membrane surface of liquid and glass mem- 
branes. 

Solid-state membranes 
Hulanicki and Levenstam ~25) already suggested a model with a diffusion layer 
inside the solution. The stationary-state treatment of Ilushenko and Mirkin in 
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case of a membrane made up of the active compound AX which is in a solution 
containing the ions A and B (also forming an insoluble compound BX) yields, under 
the conditions of Eqs. (3) and (12): 

s S. P'AX a A K . . . .  (22) 
a~ S.P.Bx 

and: 

KDA a° KDBa ° s __ aA + (23) 
KD A + DB KD A + D B 

this inserted in Eq. (15) results in: 

with: 

( D°) RT In a ° + a ° 
Aq~mix = Aq~o, A + ZA----F DAA 

RT KD A 
AO6, A = Aq)o, A + Z~- In KDA + DB 

(24) 

(25) 

Amalgam electrodes, and liquid and glass membrane electrodes 

As has been shown s2,ss-sa), the behavior of amalgam electrodes under conditions 
of cementation is very similar to that of liquid and glass membrane electrodes under 
stationary state conditions. Here, Eq. (2) should be written in the following way: 

RT In aA(aq) 
A(l)mix : A(l)o, A + ZA F a~tm ) 

R T  aB(aq ) 
= A@o, ~ + - -  In (26) 

zI~F a~(m) 

with: a~., B(m) = activity of A or B in the surface layer of the amalgam or membrane 
Since the surface layer is in equilibrium with the solution the exchange reaction 

A(m) + B(aq) ~ A(aq) + B(,,) can take place. 
For isovalent ions the law of mass action results in : 

aA(aq) -- K aB(aq) - aA(aq) + KaB(aq) (27) 
s s s s 

aA(m)  aB(m)  aA(m) --~ aB(m) 

Combined with Eq. (25) this expression yields: 

RT aAtaq ) + KaBtaq ) 
A(1)mix = A(1)o, A -~- - - I n  s s ( 2 8 )  

ZAF aAtm) + aB(m) 

If the condition 

s s aA(m) q- aB(m) = cons t .  (29) 
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is valid, the potential of, for example, an amalgam electrode is independent of the 
ion activities in the electrode phase. 

The conductivity of liquid and glass membranes is determined by ion-migration 
(absence of an excess of supporting electrolyte is assumed) in the diffusion layer. 
Equation (25) should then be written as: 

RT 
A*,mx = qOhm + AOo A + Z ~  In aA(aq) 

' a~ tm)  
(30) 

with :qohm = overpotential due to ohmic polarization within the diffusion layer 
If the stationary-state condition [Eq. (3)] is valid, the ohmic polarization in the 

diffusion'layer can be expressed by the diffusion potential eo 

qO~m = eD (31) 

Therefore, the Henderson approach 117) for monovalent ions of the same sign 
for calculating eD can be applied: 

S $ 
RT UAaA(m) + UBaB(m) 

r/ohm = - -  In (32) F o UAaA(m) 

with: a°(m~ = activity of ion A in the bulk of the membrane phase 
UA, B = mobility of ions A, B within the diffusion layer 

It is assumed that the activity of the interfering ion B in the bulk of the membrane 
phase a°¢m) = 0. Since a°(m) = const. Eqs. (28) and (32) yield: 

~Ohm ~ 

RT [aA~aq)+KU" ] s + - -  aa(aq > [aA~m> + amm)] 
RTln  o + - - l n  UA 

_ - -  _ _  aAtm) F F aA¢aq ~ + KaB(aq) 

(33) 

If Eqs. (28) and (32) are inserted into Eq. (30) the mixed potential of the ion- 
selective membrane for an ion exchange process of only monovalent ions of the 
same sign is obtained: 

u" l A(l)mi x = A(1) 0 + y In  aA(aq ) + - -  KaB(aq) 
U A 

(34) 

with 

RT o (35) 
AO6 = Ed0O,A -- ~ In aA(m) 
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