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Foreword 

Density functional theory (DFT) is an entrancing subject. It is entrancing to chem- 
ists and physicists alike, and it is entrancing for those who like to work on math- 
ematical physical aspects of problems, for those who relish computing observable 
properties from theory and for those who most enjoy developing correct qualitative 
descriptions of phenomena in the service of the broader scientific community. 

DFT brings all these people together, and DFT needs all of these people, because 
it is an immature subject, with much research yet to be done. And yet, it has already 
proved itself to be highly useful both for the calculation of molecular electronic 
ground states and for the qualitative description of molecular behavior. It is already 
competitive with the best conventional methods, and it is particularly promising in 
the applications of quantum chemistry to problems in molecular biology which are 
just now beginning. This is in spite of the lack of complete development of DFT 
itself. In the basic researches in DFT that must go on, there are a multitude of  prob- 
lems to be solved, and several different points of  view to find full expression. 

Thousands of papers on DFT have been published, but most of them will be- 
come out of date in the future. Even collections of  works such as those in the present 
volumes, presentations by masters, will soon be of mainly historic interest. Such 
collections are all the more important, however, when a subject is changing so fast 
as DFT is. Ative workers need the discipline imposed on them by being exposed to 
the works of each other. New workers can lean heavily on these sources to learn the 
different viewpoints and the new discoveries. They help allay the difficulties associ- 
ated with the fact that the literature is in both physics journals and chemistry jour- 
nals. [For the first two-thirds of  my own scientific career, for example, I felt confi- 
dent that I would miss nothing important if I very closely followed the Journal of 
Chemical Physics. Most physicists, I would guess, never felt the need to consult 
JCP. What inorganic or organic chemist in the old days took the time to browse in 
the physics journals?] The literature of DFT is half-divided, and DFT applications 
are ramping into chemical and physical journals, pure and applied. Watch JCP, Physi- 
cal Review A and Physical Review B, and watch even Physical Review Letters, if 
you are a chemist interested in applying DFT. Or ponder the edited volumes, includ- 
ing the present two. Then you will not be surprised by the next round of  improve- 
ments in DFT methods. Improvements are coming. 



VIII Foreword 

The applications of quantum mechanics to molecular electronic structure may 
be regarded as beginning with Pauling's Nature of the Chemical Bond, simple mo- 
lecular orbital ideas, and the Huckel and Extended Huckel Methods. The molecular 
orbital method then was systematically quantified in the Hartree-Fock SCF Method; 
at about the same time, its appropriateness for chemical description reached its most 
elegant manifestation in the analysis by Charles Coulson of  the Huckel method. 
Chemists interested in structure learned and taught the nature of the Hartree-Fock 
orbital description and the importance of electron correlation in it. The Hartree- 
Fock single determinant is only an approximation. Configurations must be mixed to 
achieve high accuracy. Finally, sophisticated computational programs were devel- 
oped by the professional theoreticians that enabled one to compute anything. Some 
good methods involve empirical elements, some do not, but the road ahead to higher 
and higher accuracy seemed clear: Hartree-Fock plus correction for electron corre- 
lation. Simple concepts in the everyday language of non theoretical chemists can be 
analyzed (and of course have been much analyzed) in this context. 

Then, however, something new came along, density functional theory. This is, 
o f  course, what the present volumes are about. DFT involves a profound change in 
the theory. We do not have merely a new computational gimmick that improves 
accuracy of calculation. We have rather a big shift of emphasis. The basic variable is 
the electron density, not the many-body wavefunction. The single determinant of  
interest is the single determinant that is the exact wavefuntion for a noninteracting 
(electron-electron repulsion-less) system corresponding to our particular system of 
interest, and has the same electron density as our system of interest. This single 
determinant, called the Kohn-Sham single determinant, replaces the Hartree-Fock 
determinant as the wavefunction of  paramount interest, with electron correlation 
now playing a lesser role than before. It affects the potential which occurs in the 
equation which determines the Kohn-Sahm orbitals, bus once that potential is deter- 
mined, there is no configurational mixing or the like required to determine the accu- 
rate electron density and the accurate total electronic energy. Hartree-Fock orbitals 
and Kohn-Sham orbitals are quantitatively very similar, it has turned out. Of the two 
determinants, the one of Kohn-Sham orbitals is mathematically more simple than 
the one of Hartree-Fock orbitals. Thus, each KS orbital has its own characteristic 
asymptotic decay; HF orbitals all share in the same asymptotic decay. The highest 
KS eigenvalue is the exact first ionization potential; the highest HF eigenvalue is an 
approximation to the first ionization potential. The KS effective potential is a local 
multiplicative potential; the HF potential is nonlocal and nonmultiplicative. And so 
on. When at the Krakow meeting I mentioned to a physicist that I thought that chem- 
ists and physicists all should be urged to adopt the KS determinant as the basic 
descriptor for electronic structure, he quickly replied that the physicists had already 
done so. So, I now offer that suggestion to the chemistry community. 

On the conceptual side, the powers of DFT have been shown to be considerable. 
Without going into detail, I mention only that the Coulson work referred to above 
anticipated in large part the formal manner in which DFT describes molecular changes, 
and that the ideas of electronegativity and hardness fall into place, as do Ralph 
Pearson's HSAB and Maximum Hardness Principles. 



Foreword IX 

It was Mel Levy, I think who first called density functional theory a charming 
subject. Charming it certainly is to me. Charming it should be revealed to you as you 
read the diverse papers in these volumes. 

Chapel Hill, 1996 Robert G. Parr 



Foreword 

Thirty years after Hohenberg and myself realized the simple but important fact that 
the theory of electronic structure of matter can be rigorously based on the electronic 
density distribution n(r) a most lively conference was convened by Professor R. 
Nalewajski and his colleagues at the Jagiellonian University in Poland's historic 
capital city, Krakow. The present series of volumes is an outgrowth of  this confer- 
ence. 

Significantly, attendees were about equally divided between theoretical physi- 
cists and chemists. Ten years earlier such a meeting would not have had much re- 
sponse from the chemical community, most of whom, I believe, deep down still felt 
that density functional theory (DFT) was a kind of mirage. Firmly rooted in a tradi- 
tion based on Hartree Fock wavefunctions and their refinements, many regarded the 
notion that the many electron function,q~(r~ ... rN) could, so to speak, be traded in for 
the density n(r), as some kind of not very serious slight-of-hand. However, by the 
time of this meeting, an attitudinal transformation had taken place and both chemists 
and physicists, while clearly reflecting their different upbringings, had picked up 
DFT as both a fruitful viewpoint and a practical method of calculation, and had done 
all kinds of wonderful things with it. 

When I was a young man, Eugene Wigner once said to me that understanding in 
science requires understanding from several different points of view. DFT brings 
such a new point of view to the table, to wit that, in the ground state of a chemical or 
physical system, the electrons may be regarded as afluid which is fully character- 
ized by its density distribution, n(r). I would like to think that this viewpoint has 
enriched the theory of electronic structure, including (via potential energy surfaces) 
molecular structure; the chemical bond; nuclear vibrations; and chemical reactions. 

The original emphasis on electronic ground states of non-magnetic systems has 
evolved in many different directions, such as thermal ensembles, magnetic systems, 
time-dependent phenomena, excited states, and superconductivity. While the ab- 
stract underpinning is exact, implementation is necessarily approximate. As this 
conference clearly demonstrated, the field is vigorously evolving in many direc- 
tions: rigorous sum rules and scaling laws; better understanding and description of 
correlation effects; better understanding of chemical principles and phenomena in 
terms of n(r); application to systems consisting of thousands of atoms; tong range 
polarization energies; excited states. 



XII Foreword 

Here is my personal wish list for the next decade: (1) An improvement of the 
accurary of  the exchange-correlation energy Ec[n(r) ] by a factor of  3-5. (2) A practical, 
systematic scheme which, starting from the popular local density approach, can - 
with sufficient effort - yield electronic energies with any specified accuracy. (3) A 
sound DFT of excited states with an accuracy and practicality comparable to present 
DFT for ground states. (4) A practical scheme for calculating electronic properties 
of systems of 10 3 - l0 s atoms with "chemical accuracy". The great progress of  the 
last several years made by many individuals, as mirrored in these volumes, makes 
me an optimist. 

Santa Barbara, 1996 Walter Kohn 



Preface 

Density functional methods emerged in the early days of quantum mechanics; how- 
ever, the foundations of the modern density functional theory (DFT) were estab- 
lished in the mid 1960 with the classical papers by Hohenberg and Kohn (1964) and 
Kohn and Sham (1965). Since then impressive progress in extending both the theory 
formalism and basic principles, as well as in developing the DFT computer software 
has been reported. At the same time, a substantial insight into the theory structure 
and a deeper understanding of reasons for its successes and limitations has been 
reached. The recent advances, including new approaches to the classical Kohn-Sham 
problem and constructions of more reliable functionals, have made the ground-state 
DFT investigations feasible also for very large molecular and solid-state systems (of 
the order of 103 atoms), for which conventional CI calculations of comparable accu- 
racy are still prohibitively expensive. The DFT is not free from difficulties and con- 
troversies but these are typical in a case of a healthy, robust discipline, still in a stage 
of fast development. The growing number of monographs devoted to this novel 
treatment of the quantum mechanical many body problem is an additional measure 
of its vigor, good health and the growing interest it has attracted. 

In addition to a traditional, solid-state domain of appplications, the density func- 
tional approach also has great appeal to chemists due to both computational and 
conceptual reasons. The theory has already become an important tool within quan- 
tum chemistry, with the modem density functionals allowing one to tackle problems 
involving large molecular systems of great interest to experimental chemists. This 
great computational potential of DFT is matched by its already demonstrated capac- 
ity to both rationalize and quantify basic classical ideas and rules of chemistry, e.g., 
the electronegativity and hardness/softness characteristics of the molecular electron 
distribution, bringing about a deeper understanding of the nature of the chemical 
bond and various reactivity preferences. The DFT description also effects progress 
in the theory of chemical reactivity and catalysis, by offering a "thermodynamic- 
like" perspective on the electron cloud reorganization due to the reactant/catalyst 
presence at various intermediate stages of a reaction, e.g. allowing one to examine 
the relative importance of the polarization and charge transfer components in the 
resultant reaction mechanism, to study the influence of the infinite surface reminder 
of cluster models of heterogeneous catalytic systems, etc. 



xIV Preface 

The 30th anniversary of the modem DFT was celebrated in June 1994 in Cra- 
cow, where about two hundred scientists gathered at the ancient Jagietlonian Uni- 
versity Robert G. Parr were the'honorary chairmen of the conference. Most of the 
reviewers of these four volumes include the plenary lecturers of this symposium; 
other leading contributors to the field, physicists and chemists, were also invited to 
take part in this DFT survey. The fifteen chapters of this DFT series cover both the 
basic theory (Parts I, lI, and the first article of Part III), applications to atoms, mol- 
ecules and clusters (Part III), as well as the chemical reactions and the DFT rooted 
theory of chemical reactivity (Part IV). This atTangement has emerged as a compro- 
mise between the volume size limitations and the requirements of the maximum 
thematic unity of each part. 

In these four DFT volumes of the Topics in Current Chemistry series, a real 
effort has been made to combine the authoritative reviews by both chemists and 
physicists, to keep in touch with a wider spectrum of current developments. The 
Editor deeply appreciates a fruitful collaboration with Dr. R. Stumpe, Dr. M. Hertel 
and Ms B. Kollmar-Thoni of the Springer-Verlag Heidelberg Office, and the very 
considerable labour of the Authors in preparing these interesting and informative 
monographic chapters. 

Cracow, 1996 Roman F. Nalewajski 
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O. Wiest and K. N. Houk 

1 Introduction 

During the last 30 years, the study of the mechanism of pericyclic reactions has 
been one of the major success stories of theoretical organic chemistry. The use of 
qualitative MO theory such as the analysis of orbital symmetry by Woodward 
and Hoffmann [1] and Fukui's frontier molecular orbital concept C2 5] greatly 
increased our understanding of these important reactions. With the develop- 
ment of powerful computers and the availability of software for quantum 
chemistry during the last two decades, quantitative MO calculations of larger 
organic molecules became routinely possible. By using ab initio theory, a de- 
tailed picture of the structures and properties of the transition structures of 
a variety of pericyclic reactions has been obtained [6]. Theory has been actively 
employed in lively arguments about the mechanisms of these reactions [7]. 

The majority of the calculations published so far were performed according 
to Hartree-Fock theory, which neglects electron correlation. Because of this, the 
calculated activation energies for pericyclic reactions are systematically too high 
and there could be systematic errors in geometries. Furthermore, the compari- 
son between a concerted reaction and a possible stepwise mechanism involving 
a diradicaloid intermediate is generally not possible, because RHF theory 
cannot be used for diradicals, and the energies of the UHF wavefunctions of the 
diradicaloid species are too low compared to RHF calculations on closed-shell 
species. The inclusion of electron correlation by Moelter-Plesset (MPn) per- 
turbation theory or truncated configuration interaction (CI) calculations can 
solve this problem, but such calculations limit the size of the molecule to be 
studied practically to about 10 nonhydrogen atoms with current computers. 

Recently, density functional theory (DFT) has evolved into a viable alterna- 
tive approach for molecular structure calculations. As has been pointed out 
elsewhere in this volume, DFT-based methods include electron correlation 
explicitly in the exchange-correlation functional at a moderate computational 
cost. These methods are therefore promising for highly accurate calculations of 
chemically interesting systems. The application of DFT to pericyclic reactions is 
interesting for several reasons. First, the inclusion of electron correlation in 
DFT can yield accurate results for activation energies and geometries of 
reactants and transition structures. Second, the high computational efficiency of 
these methods and the favorable scaling factors allow the study of larger, more 
interesting systems to practicing chemists. Thirdly, comparison of the results 
from DFT calculations with the extensive results from Hartree-Fock calcu- 
lations and other MO-based methods allows an assessment of the accuracy of 
the different methods available. 

In the present chapter, we review the pericyclic reactions studied with DFT 
methods to date. Local, nonlocal, and hybrid DFT methods have been used to 
study the parent systems of the most important pericyclic reactions. These 
results are compared with results of Hartree-Fock theory, post-Hartree-Fock 
calculations, and available experimental data. Our aim is to provide an overview 
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of the applicability of DFT methods for the study of this important class of 
reactions. 

2 Electrocyclic Reactions 

2.1 The Ring Opening of Cyeiobutene 

The conrotatory electrocyclic ring opening of cyclobutene to form trans-l,3- 
butadiene (Fig. 1) has been studied extensively using a variety of MO [8-11] 
and DFT methods [12-16]. It has been pointed out [6] that the geometries 
obtained by the different MO methods are very similar. All methods predict 
a C2 symmetric transition structure with various degrees of bond breaking. The 
carbon skeleton in the transition structure is considerably twisted out of plane, 
leading to a diradicaloid character of the carbon termini. The computed lengths 
for the breaking bond range from 2.13 ~ (RHF/6-31G*) to 2.24 ~ (two config- 
uration SCF). However, in order to reproduce the experimental values for the 
activation energy [17-19] and heat of reaction [20, 21], correlated methods and 
large basis sets are necessary. The RHF/6-31G* method gives an activation 
energy which is 12 kcal/mol higher than the experimental value. 

Table 1 summarizes the results for the calculated transition structure geo- 
metries and the reaction energetics using the local, nonlocal, and hybrid DFT 
methods as well as selected results from MO-based calculations. The local spin 
density approximation (LDA) calculations [22] using different basis sets [23] 
yield significantly different values for the length of the breaking bond in the 
transition structure, while the other geometric parameters are in good agree- 
ment with each other and with the values obtained from MO calculations. The 
activation energies obtained from the LDA calculations are in excellent agree- 
ment with the experimental value of 32.9 kcal/mol. The exothermicities for the 
formation of 1,3-butadiene calculated by LDA methods are, however, too low 
by 3-5 kcal/mol. 

[ ~  [~4c ] =._ 

Fig. 1. Transition structure for the electrocyclic ring opening of cyclobutene to trans-l,3-butadiene 
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Density Functional Theory Calculations of Pericyclic Reaction Transition Structures 

The results from the nonlocal and hybrid DFT calculations show trends 
similar to those observed for the MO calculations. The computed geometries are 
very similar to each other; the calculated bond lengths for the breaking bond 
range from 2.14 ~, calculated by the hybrid adiabatic connection method 
(ACM) [24], to 2.16/~, calculated by the nonlocal BLYP [25, 26] functional. 
A comparison of the results from the nonlocal Becke-Perdew [27] calculations 
using DZVP and a TZVP basis sets shows that the geometries are influenced to 
a very small extent by basis set effects [12]. The activation energies calculated by 
the different nonlocal methods are too low by 1-3 kcal/mol, whereas the hybrid 
DFT methods overestimate Ea by approximately the same amount. Both the 
nonlocal and the hybrid DFT methods tend to overestimate the heat of reaction 
by up to 7 kcal/mol, calculated by the ACM/6-31G* method. 

The electrocyclic ring opening of cyclobutene was also the first system to be 
studied by intrinsic reaction coordinate following at the LDA level [28]. Deng 
and Ziegler calculated the IRC connecting the C2 symmetric transition structure 
to cyclobutene and gauche-l,3-butadiene [12]. The results from these calcu- 
lations are shown in Fig. 2a-c. The reaction can be completely described by the 
simultaneous and gradual variation of four internal modes: The breaking of the 
a bond (Rc~ -c4), the reorganization of the r~ framework (Rc~ -c~ and Rc2 -c3), 
the skewing of the carbon skeleton (~bcl-c2-c3-c4), and the rotation of the 
methylene groups (q~HT-Cl-C2-HS). This study also shows that there is only 
a small difference between a treatment of the nonlocat correction at the SCF 
level and a perturbative correction of the results from LDA calculations. 

2.2 The Ring Closures of Hexatriene and Octatetraene 

The disrotatory ring closure of 1,3,5-hexatriene to 1,3-cyclohexadiene (Fig. 3) 
has been studied at the nonlocal BLYP/6-31G* level of theory [14]. Table 2 
summarizes the results from these and from RHF/6-31G* calculations [29]. The 
bond length of the partial single bond C1-C6 is predicted to be 0.05/~ longer by 
the BLYP/6-31 G* method than by the RHF/6-31 G* method, whereas the other 
geometric parameters are found to be approximately equal by the two methods. 
The activation energy calculated at the BLYP/6-31G* level is in much better 
agreement with the experimental value of 29.0 kcal/mol than the corresponding 
value from the RHF/6-31G* calculation. It is also close to the value calculated 
at the MP2/6-31G* level [29]. The heat of reaction calculated by the RHF 
method is, however, closer to the experimental value [30] than the result 
obtained by the BLYP method. 

The results for the conrotatory ring closure of octatetraene to cycloocta- 
triene (Fig. 4) are shown in Table 3. For this system, the results from the RHF 
and DFT calculations differ significantly. Using the BLYP/6-31G* method, 
a bond length of 2.42 A is computed for the forming bond, which is 0.22/~ longer 
than the value obtained at the RHF/6-31G* level of theory. This earlier 
transition state obtained by the DFT method is also indicated by the smaller 
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Fig. 2. IRC of the electrocyclic ring opening of cyclobutene to 1,3-butadiene. a Energy profile. 
b Evolution of bond distances and angles 

degree of pyramidalization at the carbon termini. The activation energy cal- 
culated at the BLYP/6-31G* level agrees with the measured value of 17.0 
kcal/mol [31], whereas the RHF/6-31G* method overestimates the activation 
energy by 16 kcal/mol [32, 33]. Inclusion of electron correlation by MP4/6- 
31 G* calculations on MP2 geometries leads to an underestimation of activation 
energy by only 2 kcal/mol. The heat of reaction [34] is correctly predicted by the 
nonlocal DFT method, whereas the RHF/6-31G* and the MP4/6-31G* 
methods over-estimate the exothermicity of the reaction. 
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Fig. 3. Transition structure for the electrocyclic ring closure of 1,3,5-hexatriene to 1,3-cyclo- 
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Table 2. Transit ion structure geometries, activation energies, and reaction energies for transition 
structures of  electrocyclic ring closure of 1,3,5-hexatriene 

Method Reference Rct -c6 Rct -c2 E= AE,==~, 

(A) (~) (kcal/mol) (kcal/mol) 

BLYP/6-31G* 14 2.299 1.410 28.5 -- 8.2 
RHF/6-31G* 29 2.249 1.390 45.8 - 14.6 
M P 4 S D T Q  77 - -  - -  30.4 - -  
Experimental 29 - -  - -  29.0 - 14.5 

E=, activation energy; AEr=a~,, reaction energy. 
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3 

Fig. 4. Transition structure for the electrocyclic ring closure of 1,3,5,7-octatetraene to t,3,5-cyclooc- 
tatriene 

Table 3. Transition structure geometries, activation energies, and reaction energies for transition 
structures of electrocyclic ring closure of 1,3,5,7-octatetraene 

Method Reference Rcl -ca Rcx -c2 Ea AEreact 

(,~) (.~) (kcal/mol) (kcal/rnol) 

BLYP/6-3 IG* 31 2.420 1.386 15.6 - 0.9 
RHF/6-31G* 32 2.200 1.377 33.4 - 7.5 
MP2/6-31G* 33b 2.511 1.362 12.2 - 13~5 
MP4/6-3tG*//MP2/6-31G* 33b - -  - -  15.0 - 11.2 
Experimental 31,34 - -  - -  17.0 - I ~ 

Ea, activation energy; AEreact, reaction energy. 
": For trans,cis,cis, trans-2,4,6,8-decatetraene 1-34]. 

3 Cycloadditions 

3.1 Diels-Aider Reactions 

The reaction of butadiene and ethylene has been studied at many computational 
levels and serves as a prototype for pericyclic reactions [6, 7]. The concerted 
transition structure with C~ symmetry, shown in Fig. 5, is found to be lowest in 
energy. The calculated activation energy varies widely, from over 45 kcal/mol at 
the Hartree-Fock limit to 17.6 kcal/mol, with MP2/6-31G* calculations. Inclu- 
sion of dynamic correlation energy, such as provided by QCISD(T) calculations 
[35], is necessary to give accurate activation energies near the experimental 
values of 24 kcal/mol [6, 36]. 

The forming C-C bond lengths found by RHF and CASSCF are predicted 
to be about 2.2/~ (Table 4) [5]. LDA calculations predict C-C lengths that are 
much too long and activation energies that are much too low. The BLYP and 
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[=4s + n2s ] [ ~  + --- 
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Fig. 5. Concerted transition structure of the Diels-Alder reaction of butadiene and ethylene 

Becke 3LYP results are much better, both on predictions of geometry and by the 
more reasonable, but still too low, activation energy. Conforming to the usual 
pattern, the RHF activation energies are too high and MP2 are too low. Local 
density functional barriers are much too small, while the nonlocal and hybrid 
functionals according to Becke give very good activation energies [14, 37, 38-1. 

DFT has also proved useful for the calculation of substituent effects on rates. 
For example, studies of reactions of butadiene and cyclopentadiene with ac- 
rolein predict a large s - t rans  preference of the acrolein, and a 1 kcal/mol lower 
activation energy than with the ethylene reaction, but very similar energies of 
e x o -  and endo-  transition states [38]. Jursic has also studied several heterocyclic 
cases [39]. 

Of greatest significance, DFT calculations can be used to compare directly 
the energies of concerted and stepwise pathways. Previously, multiconfiguration 
SCF calculations, such as CASSCF, or configuration interaction calculations, as 
QCISD(T), were required to provide reasonable energies of concerted and 
stepwise pathways [35]. Becke 3-LYP/6-31G* calculations have been used to 
study the stepwise process and to compare it to the concerted mechanism. In 
good agreement with the results of CASSCF geometry optimizations and 
QCISD single points, the unrestricted Becke 3LYP/6-31G* results predict that 
the transition states of the stepwise mechanism involving a diradical intermedi- 
ate are about 5 kcal/mol above the concerted transition state [40, 41]. Since 
the < S 2 > values calculated for the diradicals in this and other reactions 
deviate considerably from the expectation value, there is some concern 
about the validity of these results. It has, however, been pointed out that 
the < $ 2 >  values in DFT have a different physical significance than in 
Hartree-Fock theory [42], which is currently a topic of considerable interest 
[43, 44]. It is therefore not surprising that the energies obtained by DFT 
methods are quite reasonable at a very moderate computational cost. 
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Density Functional Theory Calculations of Pericyclic Reaction Transition Structures 

3.2 1 , 3 - D i p o l a r  C y c l o a d d i t i o n s  

Three examples of 1,3-dipolar cycloadditions of the general type, shown in 
Fig. 6, have been studied using DFT methods [45]. The reaction of fulminic acid 
with acetylene and ethylene (Fig. 6 bottom, left and middle) and the reaction of 
nitrone with ethylene (Fig. 6, bottom, right) have been investigated. Table 
5 summarizes the results from the DFT and selected MO calculations. In 
accordance with the results from RHF [46] and MCSCF calculations [47], the 
forming C-O bonds in the reactions of fulminic acid are predicted to be 
considerably longer than the C-C bonds. This asymmetry is smaller in the 
SVWN/DZVP calculations than in transition structures obtained by the 
BLYP/DZVP methods, which predict more C-C bonding. The transition states 
computed by the two DFT methods are much earlier than those predicted by 
the MO-based methods. This relationship is reversed in the case of the reaction 
of nitrone and ethylene. Whereas in the transition structures calculated by the 
MO-based methods and the SVWN method the C-C bond is longer than the 
C-O bond, the BLYP/method predicts the C-C bond to be shorter. 

The local density approximation yields only poor estimates of the activation 
energies for the three model systems studied. The transition structures are 
calculated to be more stable than the corresponding reactants. This error is 
corrected by the nonlocal corrections. Although the activation energies ob- 
tained with SVWN or BLYP functionals are still much lower than the results 
from highly correlated MCSCF calculations, they are close to the results from 
MP4SDTQ/6-31tG**//RHF/6-311G** calculations [48] and experimental es- 
timates [49]. The SWVN method greatly overestimates the heat of reaction for 
the 1,3-dipolar cycloadditions; the inclusion of nonlocal corrections lowers the 
calculated heats of reaction by 24-26 kcal/mol. 

B B~ 
/ ~ c  e A / c - \  / 

E E D 

' \ , ', / l 

i a ~ i L / 

Fig. 6. Transition structures for the 1,3-dipolar cycloadditions of fulminic acid with acetylene (left) 
and ethene (middle) and of nitrone with ethylene (right) 
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Density Functional Theory Calculations of Pericyclic Reaction Transition Structures 

Recently, Sustmann has applied DFT to the 1,3-dipolar cycloadditions of 
the parent nitrone to ethylene and thioformaldehyde. The results were also 
compared to MP2/6-31G* optimization and QCISD(T) energetics with good 
success [50]. 

4 Sigmatropic Shift Reactions 

4.1 The Vinylcyclopropane-Cyciopentene Rearrangement 

The rearrangement of vinylcyclopropane to form cyclopentene (Fig. 7) is the 
most simple [1, 3] carbon shift observed experimentally. This reaction has 
excited considerable interest during the last decade not only because of its 
intriguing mechanism and the relationship of stereochemistry to the Wood- 
ward-Hoffmann rules, but also because of the synthetic utility of a variety of 
substituted cases 1-51]. The diradicaloid stepwise path (upper part of Fig. 7) 
seems to be at least competitive with the concerted, symmetry allowed [la, 3s] 
reaction (lower part of reaction scheme). The experimental results are, however, 
not unequivocal. Whereas several secondary kinetic isotope effects (SKIE) 
studies [52-54] can be interpreted by a stepwise mechanism, stereochemical 
studies show a high degree of stereoselectivity for the suprafacial-inversion 
pathway predicted for a concerted pathway [55-57]. In addition, vinylcyclop- 
ropanes undergo rapid stereomutation which presumably also involves a di- 
radicaloid pathway [58], complicating stereochemical studies. 

The vinylcyclopropane rearrangement has been studied using a variety of 
semiempirical methods [59, 60], including a study of the reaction dynamics at 
the AM 1 level [61]. Recently, both possible pathways have been studied using 
various MO and DFT methods [62]. The results for the two possible pathways 
are shown in Table 6. 

[la,3s] 

Fig. 7. The [1,3] sigmatropic shift of vinylcyclopropane and two transition structures involved in 
the reaction. Left transition structure for the concerted process; right transition structure for the 
bond closure in the diradical pathway 
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Density Functional Theory Calculations of Pericyclic Reaction Transition Structures 

As already noted earlier, the transition structure geometry and activation 
energies for the concerted reaction pathway obtained by the Becke3LYP 
functional are very similar to the results from the MP2/6-31 G* calculations. The 
bond lengths predicted by the RHF/6-31G* method, on the other hand, are ~ 
0.6]k shorter than either the Becke3LYP or the MP2 results. Although the 
activation energies calculated by these two methods are ,,~ 23 kcal/mol lower 
than the one obtained from the RHF/6-31G* calculations, they are still too high 
by about 10 kcal/mol as compared with the experimental value of 49.7 kcal/mol 
[63], indicating an energetic preference for the diradicaloid mechanism. 

At the UHF/6°3tG* level of theory, the ring closure of the diradicaloid 
intermediate to form cyclopentene has been found to be the rate determining 
step. This confirms an earlier analysis of the experimental SKIE by Gajewski 
et al. [53]. The results of the calculations for the transition structure for ring 
closure in the stepwise pathway using different methods are also summarized in 
Table 6. For the breaking bond C1-C2, a comparably small range of bonding 
distances ranging from 2.42 ~ to 2.49 ~ is calculated by the four methods used. 
For the forming bond C2-C5, the range of the computed bond lengths is 
considerably larger, between 2.41 ~, calculated by the HF/6-31G* method, and 
2.81/~, obtained by MCSCF (4e/4o)/6-31G* calculations. The Becke3LYP/ 
6-31G* methods also predict a very early transition state for bond closure, with 
a bond distance of 2.68 ~. 

The activation energy computed by the Becke 3LYP/6-31G* method is in 
excellent agreement with the experimental value, whereas the activation energy 
values computed by other methods are too low. This is presumably because 
of the use of a UHF wavefunction and the overestimation of the stability of the 
diradical by the MP2 and MCSCF methods. It has been found in a number of 
earlier studies [64-66] that the < S 2 > values calculated by DFT methods are 
usually very close to the expected value. This is also found in the case of the 
bond closure transition state, where the < $2>  value computed by the 
Becke3LYP/6-31G* and the UHF/6-31G* methods are 0.17 and 1.05, respec- 
tively. This example provides another example which shows that appropriate 
DFT methods are useful for the study of competition between concerted and 
stepwise mechanisms. 

Since the theoretical SKIE calculated for the ring closure transition structure 
reproduces the experimental SKIE accurately, it can be deduced that the 
vinylcyclopropane-cyclopentene rearrangement proceeds via a diradicatoid 
stepwise mechanism. 

4.2 The [I,5]-H Shift in Pentadiene 

The degenerate [1,5] hydrogen shift reaction of (Z)-l,3-pentadiene has been 
studied by a number of ab intio [67-69] and semiempirical [70-72] methods. 
Since the energy of concert [73] for this reaction is approximately 40 kcal/mol, 
there is no doubt that this reaction has a concerted mechanism with an aromatic 
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transition state [74] (Fig. 8). The bond lengths in the transition structures 
calculated by the different methods deviate from each other only by several 
hundredths of an ~ [6]. These findings are similar to the results for the 
electrocyclic ring opening of cyclobutene (Sect. 2.1) in that the geometries 
obtained by various methods are very similar, but higher levels of theory are 
required for an accurate prediction of the activation energy. 

Table 7 shows the results from DFT and selected MO calculations. The 
geometries obtained by the local and nonlocal DFT methods are very similar to 
the ones calculated by MO-based methods. The LDA calculations, however, 
underestimate the activation energy by 10-13 kcal/mol. The use of nonlocal 
gradient corrections improves the performance of the calculations, although the 
activation energy is still underestimated by 3-5 kcal/mol. Unfortunately, no 
calculations using hybrid methods have been published yet. 

Fig. 8. Transition structure of the [I, 5] hydrogen shift in (Z)-l,3- pentadiene 

Table 7. [1,5] Transition structure geometries, activation energies, and reaction energies for 
transition structures of [l,5]-hydrogen shift in pentadiene 

Method Reference Rcl -cz Rcl -n Ea 
(~) (~1 (kcal/mol) 

LDA/DZVP 16 1.418 1.410 23.6 
LDA/6- 31G** 37 1.409 1.414 26.0 

B P/DZV P l 6 1.415 1.426 30.9 
BP/6-31G** 37 1.427 1.425 32.9 

RH F/6 31G** 67 1.405 1.440 59.8 
M P2/6-31 G* 74 1.418 1.411 36.5 
R M P4SDTQ/6- 311G**// 74 34.9 
QCISD(T) 77 36.9 

E,, activation energy. 
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4.3 The Cope Rearrangement 

The precise mechanism of the degenerate I-3, 3]-sigmatropic shift reaction of 
1,5-hexadiene has been the subject of a fierce debate over the last two decades 
1-7] (Fig. 9). The question of whether the reaction has an aromatic-type or 
a 1,4-diyl-type transition state or even a short-lived 1,4-diyl intermediate has 
been studied with a variety of theoretical methods. The third possibility, a bisal- 
lylic pathway, has been ruled out based on energetics [75]. Semiempirical [76] 
and MP2 [77] calculations predict a tight, 1,4-diyl structure. A harmonic 
frequency analysis of these structures shows that they correspond to minima on 
the potential energy surface. Recent CASSCF calculations with inclusion of 
second-order perturbation theory corrections yield a tight transition structure 
with very little diradical character [78-79], but RHF [80] and CASSCF [8t] 
calculations yielded loose, aromatic-type transition structures. The possibility of 
several interconnected transition structures has also been proposed [82], dem- 
onstrating that the potential energy surface in the transition state region is 
extremely fiat. Since the differences in activation energies calculated for 
transition structures with a wide range of bond distances for the forming and 
breaking bonds are very small, additional criteria are needed for the validation 
of the theoretical results. 

Table 8 summarizes the results of the calculations of the C2h symmetric chair 
and the C2v symmetric boat transition structures [83]. The local spin density 
approximation predicts a tight transition structure, comparable to the one 
obtained by the MP2(fc)/6-31G* method, but fails to reproduce the experi- 
mental activation energies [84]. The use of the gradient-corrected BLYP func- 
tional yields loose, aromatic-type transition structures and improved activation 
energies for the chair transition structures. The activation energy for the boat 
transition structure is, however, too low by 9-10 kcal/mol as compared to the 
experimental value of 44.7 kcal/mol [85]. The activation energies for the chair 
and the boat transition structures obtained by the Becke 3LYP method are in 

E3s3sl /( 

i i 
i i 

O 
Fig. 9. Transition structure 

o _? 

of the Cope rearrangement of 1,5 hexadiene 
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Table 8, Transition structure geometries, activation energies, and reaction energies for transition 
structures of Cope rearrangement of 1,5-hexadiene 

Method Reference Chair Boat 

Rc: - c6 E, Rc 1 - C6 Ea 

{~) (kcal/mol) (.~.) (kcal/mol) 

SVWN/6 31G** 83 1.753 

BLYP/6-31G* 83 2.034 
BLYP/6-311 + G** 83 2.145 

Becke3LYP/6- 31G* 83 1.971 
Becke3LYP/6-311 + G* 83 2.007 
Becke3LYP/6-311 + G** 83 2.043 

RHF/6--31G* 80 2.046 
M P4SDTQ/6-  31G*// 1.794 
M P2(fc)/6-31 G* 77 
CASSCF/6-31 G* 82 2.189 
CASPT2N/6-311G(2d2p)  78 1.885 
QCISD(T) 77 

Experimental 84,85 - -  

19.8 1.966 

29.7 2.289 
30.0 2.376 

34.2 2.208 
32.2 2.248 
34.8 2.279 

56.6 2.203 
32.1 2.055 

47.7 2.615 
32.2 2.204 
35.8 

33.3 + 0.5 - -  

33.2 

36.0 
35.0 

42.0 
39.6 
41.2 

43.1 

41.2 
45.0 

44.7 + 2.0 

E,, activation energy. 
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1.05. 

1.00. 
I,U 
,.,,, 

0 .95 

"5 
t~ 
"~ 0.90 
0 

0 

rr m m m r r  ,n 

I 

0.85 ~'~'6"~Ie"I m 

0.80 
1.7 1.8 1.9 2.0 

d c-c (~) 

i 

2.1 2.2 

Fig. 10. Calculated secondary kinetic isotope effects versus interallylic distance, Rct -c6. Rectangu- 
lar dashed boxes represent the experimental error limits. (From [82]) 
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much better agreement with the experimental value. The interallylic distance in 
the transition structure is smaller than the one computed by the BLYP method 
but is still characteristic of an aromatic-type transition state. 

As already pointed out, the energies obtained by the different basis sets used 
are quite similar, despite the large differences in the calculated interallylic 
distances. Since SKIE are a very sensitive probe for transition state geometries, 
the relationship between calculated bond lengths for the forming/breaking bond 
and the theoretical SKIE has been analyzed [82]. Fig. 10 shows a plot of the 
interallylic distance versus the theoretical SKIE. Independent of the methods 
and basis sets used, the plot shows the good correlation between the two 
parameters. Based on the experimental SKIE [86, 87], the interallylic distance 
in the transition state can be estimated to be 2.085 + 0.125/~. 

4.4 The Claisen Rearrangement 

A reaction closely related to the Cope rearrangement is the [3, 3] sigmatropic 
rearrangement of allyl vinyl ether to form 4-pentenal (Fig. 11). The results of 
DFT and selected MO-based calculations are summarized in Table 9. As for the 
Cope rearrangement, a tight transition state is predicted by the SVWN method, 
which also underestimates the activation energy for the Claisen rearrangement. 
Although the BLYP/6-31G* method yields a much looser transition structure, 
the calculated activation energy is similar to the one computed by the SVWN 
method. The lengths of the forming (Rc,-c~,) and breaking (Ro3-c,) bonds in 
the transition structure obtained by the Becke 3LYP functional are intermediate 
between the RHF/6-31G* [88] and the CASSCF(6e/6o)/6-31G* [89] results. 
The Becke 3LYP calculations give a much better activation energy of 26.8 kcal/mol, 
close to the experimental activation energy of 30.8 kcal/mol [90, 91]. 

O '  

~ [3s,3s] 

i 
i 

~ 6 

° 

iiii 

Fig. 11. Transition structure for the Claisen rearrangement of allyl vinyl ether to 4-pentenal 
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Table 9, Transition structure geometries, activation energies, and reaction energies for transition 
structures of Claisen rearrangement of allyl vinyl ether 

Method Reference Rc 1 - c6 Ro3 - c,~ E. 
(/~) (~) (kcal/mol) 

SVWN/6-31G* 83 2.094 t.696 20.8 

BLYP/6-31G* 83 2.428 1.959 21.1 

Becke3LYP/6.31G* 83 2.312 1.902 26.8 
Beeke3LYP/6 311 + G** 83 2.384 1.954 26.1 

RH17/6-31G* 88 2.266 1.918 47.7 
CASSCF/6 31G* 89 2564 2.100 42.5 

Experimental 90,91 30.8 

E,, activation energy. 

O 
CO2 ~ O 2 ~  

C02 
[3s,as] 

O g 
OH OH 

y -  
Fig. 12. Pseudodiequatorial reactant (/eft) and transition structure (right) for the Claisen rearrange- 
ment of chorismate 

The Claisen rearrangement has attracted special attention because of the 
pronounced solvent dependence of the reaction [92] and the biochemically 
important Claisen rearrangement of chorismate to prephenate in the shikimic 
acid pathway [93] (Fig. 12). Both aspects of the reaction have been studied 
recently using DFT methods. 

The effects of solvation have been studied by an implementation of an 
ellipsoid cavity model into Kohn-Sham theory [94]. The lowering of the 
activation energy by water solvation of the allyl vinyl ether has been calculated 
to be 0.3 kcal/mol by this method. This value is considerably lower than the 
results from other calculations on the same system using cavity models [95], free 
energy perturbation [96], or QM/MM calculations [97] as well as the values 
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deduced from the rate acceleration observed for a number of substituted allyl 
vinyl ethers [98-99]. The Claisen rearrangement of chorismate, chorismic acid, 
and numerous model systems has been studied by the BLYP/6-31G* method 
[100]. The transition structures obtained by these calculations are much looser 
than the ones obtained by RHF calculations [t01-103]. 

5 Conclusions 

This review has provided an overview of the studies of pericyclic reaction 
transition states using density functional theory methods up to the middle of 
1995. Since the parent systems for most of the pericyclic reaction classes have 
been studied, a first assessment of DFT methods for the calculation of pericyclic 
transition structures can be made. 

It is clear that the local density approximations (such as X, or SVWN) give 
reasonable estimates of the geometries of the reactants. However, transition 
state geometries and activation energies are generally not in good agreement 
with the data from other sources. The activation energies are systematically 
highly underestimated, and the relative energies obtained for reactants and 
products are unreliable. Therefore, these methods are not appropriate for the 
study of organic reaction mechanisms. 

The methods using nonlocal gradient corrections (e.g., BLYP, BP) offer 
significant improvements. The bond lengths calculated are in general slightly 
longer than the ones obtained by other high-level calculations whereas the 
activation energies seem to be slightly underestimated as compared to the 
available experimental data. This is in agreement with the findings of perfor- 
mance studies for other reaction types [104-106]. 

It appears that the hybrid methods based on Becke's three parameter 
exchange correlation functional (Becke3LYP, ACM) yield the most reliable 
results for geometries and energies [107, 108]. The values obtained in these 
calculations are very close to high-level MO-based calculations and are in good 
agreement with the available experimental data at a computational cost com- 
parable to Hartree-Fock calculations. It has also been pointed out [109] that 
basis set convergence in DFT is much faster than in MO-based methods, 
therefore requiring smaller basis sets for high-level calculations. This is con- 
firmed by the studies of pericyclic reactions, where there is generally only a small 
difference between double zeta and triple zeta basis sets. 

Although mostly parent cases have been studied so far, it can be expected 
that because of these improvements in speed and accuracy it is likely that these 
methods will be increasingly used for the study of chemically important sub- 
stituted cases. The current intense investigations of new functionals as well as 
the exploration of the limitations of density functional theory will yield an even 
better understanding of the advantages and disadvantages of density functional 
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t h e o r y .  I t  can ,  h o w e v e r ,  be  s t a t e d  t h a t ,  e v e n  a t  th i s  p o i n t ,  D F T  m e t h o d s  p r o v i d e  

a useful  a l t e r n a t i v e  to  c o n v e n t i o n a l  H a r t r e e - F o c k  m e t h o d s  for  t h e  s t u d y  o f  

pe r icyc l i c  r e a c t i o n s .  
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The charge sensitivity analysis, based upon the hardness/softness concepts and the chemical 
potential (etectronegativity) equalization principle established within the density functional theory, 
is used as a diagnostic tool for probing trends in the chemical reactivity of large molecular systems. 
The new criteria are reviewed with special emphasis on two-reactant reactivity concepts, which 
explicitly take into account the interaction between reactants in a general donor-acceptor system, 
and the collective charge displacement coordinate systems that give the most compact description of 
the charge reorganization accompanying chemical reactions. The global collective populational 
reference frames discussed include populational normal modes, minimum energy coordinates, and 
the relaxational modes; the reactant reference frames include internal modes of reactants as well as 
externally decoupled and inter-reactant-coupling modes. The charge-coupling information in the 
atoms-in-molecules resolution is modelled by the hardness matrix, which provides the canonical 
input data for determining a series of chemically interesting probes for diagnosing reactivity trends. 
A survey of these concepts includes the global treatment of molecular systems and the reac- 
tant-resolved description of general reactive systems. The molecular-fragment development empha- 
sizes the relaxational influence of one reactant upon another, reflected by the off-diagonal charge 
sensitivities that measure the responses of one reactant to charge displacements in the other. Both 
open (exchanging electrons with the reservoir) and closed (preserving the number of electrons) 
reactive systems are investigated. Stability criteria for the equilibrium charge distribution in such 
systems are summarized and their implications discussed. The ground-state mapping relations 
between geometrical (nuclear position) and electronic (atomic charge) degrees of freedom are related 
to the Gutmann rules of structural chemistry. Illustrative examples are given of the application of 
these reactivity concepts to model catalytic clusters of transition metal oxide surfaces and large 
adsorbates (toluene). 
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A 
AIM 
B 
CI 
CS 
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CT 
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E 
EDM 
EDM (-~ IDM) 

EDM (--. MEC) 

EEM 
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IDM 
INDO 
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L 
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M 
m- 
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MNDO 

MO 
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NPS 
o- 
P 
p- 
PNM 

Acid, Acidic (Reactant) 
Atoms-in-Molecules (Level of Resolution) 
Base, Basic (Reactant) 
Configuration Interaction (Method) 
Charge Sensitivities 
Charge Sensitivity Analysis 
Charge Transfer (External or Internal) 
Density Functional Theory 
External (Stability/Instability) 
Externally Decoupled Modes 
EDM Determined to Resemble the Most (MOC) 
IDM 
EDM Determined to Resemble the Most (MOC) 
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Etectronegativity Equalization Method 
Electron Population Space 
Fukui Function 
Group (Level of Resolution) 
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Highest Occupied Molecular Orbital (Frontier MO) 
Internal (Stability/Instability) 
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Intermediate Neglect of Differential Overlap (Approx- 
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Internal Normal Modes 
Inter-Reactant Modes 
Local (Level of Resolution) 
Lowest Unoccupied Molecular Orbital (Frontier MO) 
Molecular System 
Meta- Position in the Substituted Benzene Ring 
Minimum Energy Coordinates 
Modified Neglect of Differential Overlap [NDDO 
(Neglect of Diatomic Differential Overlap) Approxi- 
mation, Method] 
Molecular Orbital (Theory, Level of Resolution) 
Maximum Overlap Criterion 
Nuclear Position Space 
Ortho- Position in the Substituted Benzene Ring 
Polarization/Polarizational (Internal or External) 
Para- Position in the Substituted Benzene Ring 
Populational Normal Modes 
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REC 
REM 
SCF 
SINDO1 
STO-3G 

Relaxational Coordinates 
Relaxational Modes 
Self Consistent Field (Method) 
Symmetrically Orthogonalized INDO (Method) 
Minimum Basis Set of Slater-type Orbitals, each Rep- 
resented by 3 Gaussian Orbitats 

1 Introduction 

The density functional theory (DFT) [1-5] has provided a framework for formu- 
lating new approaches to classical problems in chemistry: the origin of chemical 
bonding, factors determining the selectivity and relative importance of alterna- 
tive reaction sites and pathways in large systems, stability of molecular charge 
distribution, treatments of open and closed molecular systems, etc. [3, 6-8]. 
Some of the basic DFT concepts were shown to be related to fundamental 
chemical concepts, viz., electronegativity and hardness of the molecular charge 
distribution [-3]. Recently, a variety of charge sensititivies, both local and 
nonlocal, and the related geometrical reactivity concepts, have been defined at 
different levels of resolution, e.g., the hardnesses and softnesses of functional 
groups and reactants, hardness and softness matrices and kernels, the Fukui 
function (FF) indices, response quantities involving external potentials, etc. 
[3, 6-10]. A systematic procedure called Charge Sensitivity Analysis (CSA) [7, 9] 
has been developed for determining chemically interesting charge responses that 
can be used to probe and diagnose trends in chemical reactivity at different 
stages of a reaction. Since the EIectronegativity Equalization Method (EEM) [10] 
represents a particular realization of CSA, we shall jointly refer to those 
approaches as CSA/EEM. 

One of the major goals of theoretical chemistry is to identify the various 
electronic and geometrical factors that influence chemical reactions, in order to 
probe chemical reactivity trends of large molecular systems, for which exact ab 
initio calculations are prohibitively expensive, and to formulate the desired, 
favourable "matching relations" between reactants in terms of the appropriate 
reactivity criteria. The so called charge sensitivities represent the second partials 
of the system energy with respect to the electron population (density) and/or the 
external (chemical) potential variables, as well as the corresponding com- 
plementary inverse quantities. They provide a sound, novel basis for formulating 
reactivity indices, rooted in the corresponding expressions for the interaction 
energy, which can be used to both explain and predict trends in chemical 
reactivity, as well as to formulate and rationalize general reactivity rules for 
various types of chemical processes. Since charge sensitivities carry the informa- 
tion about the response of the system to displacements in both the external 
potential (v) and the global number of electrons (N) or the electron popula- 
tions of constituent atoms (/7 = {Ni}), it is natural to expect that the appro- 
priately chosen set of sensitivity data should be adequate to characterize both 
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charge transfer (CT) and polarization (P) dominated processes, which can be 
related to the controlling d N and d v perturbations, respectively. 

When considering the behaviour of a single molecule or a family of chemi- 
cally similar molecules, in a given type of a reaction, e.g., during electrophilic, 
nucleophilic, or radical attack by a small agent, various single-reactant reactivity 
concepts have been successful [3, 7, 8]. They are based upon the underlying 
notion of an inherent chemical reactivity of a molecule or the relative reactivity 
of its parts, with respect to a fixed reaction stimulus, defined by the character 
of the other reactant that is assumed to be constant. This notion, implying that 
the way a molecule reacts is somehow predetermined by its own structure, is 
clearly very approximate and relatively crude. Obviously, a more subtle two- 
reactant description is required to probe various arrangements of two large 
reactants, in which the relevant reactivity criteria include the charge sensitivities 
of both reaction partners, that account for their mutual interaction at any given 
stage of their approach. It should be emphasized that the sensitivity data are 
parametrically dependent upon the geometrical structure of the whole reactive 
system. Therefore, one also has to examine relaxation of the geometry due to the 
coupling between the geometrical (nuclear position) and electronic (electron 
population) degrees of freedom of the molecule. 

The sensitivity criteria proposed in the litearture fall mainly into the single- 
molecule criteria [3, 7, 8], although some preliminary analysis of the two-reac- 
tant concepts have also been reported [7, 8]. The molecular responses to the 
(d/V, d v)-perturbations are determined to a large extent by the properties of the 
frontier molecular orbitals, i.e., the lowest unoccupied (LUMO) and the highest 
occupied (HOMO) orbitals of both reactants. Therefore, many sensitivity cri- 
teria, e.g., FF indices, are closely related to frontier orbital theory [3, 11]. 

Since the interaction energy is a truly two-reactant concept, all criteria 
directly linked to it should also be classified as belonging to that category. We 
would also like to stress that all changes in the sensitivity characteristics of 
reactants due to the presence of the other reactant, e.g., polarization or relax- 
ation contributions, also have two-reactant character. 

Consider a general donor-acceptor system, M = A- - -B ,  consisting of an 
acidic (A) and a basic (B) reactants. The main one-reactant reactivity criterion, 
used to predict the system's preferences towards localized attack by small 
electrophilic, nucleophilic, or radical agents, is based upon the FF indices of the 
constituent atoms: f~ = OlV~/OlV. The reactivity trends follow immediately from 
the criterion of maximum (minimum) FF index in electrophilic (nucleophilic) 
attack, that locates the atomic site exhibiting the strongest local basic (acidic) 
character. This is because the sign of the FF index of a local site in a molecular 
system directly reflects the site donor/acceptor behaviour in any given type of 
the global charge displacement, d At. For an electrophilic attack, a molecule acts 
as a global base (d/V < 0) so a negative FF index implies that the local site acts 
as a local acid, whereas a positive index identifies the local basic site. The reverse 
interpretation applies to nucleophilic attack, when the system acts as a global 
acid (d/V > 0) : a negative FF value now corresponds to the local basic site, 
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while a positive FF index identifies the local acidic site in the molecule being 
attacked. Thus, the nucleophilic (B) reactant prefers the site in a molecule (A) 
with the lowest (preferably negative) FF index, since then the B ~ A coordina- 
tion is locally enhanced. Similarly, the electrophilic (A) reactant prefers the site 
in a molecule (B) with the highest (positive) FF value, since then the A *-- B bond 
is locally strengthened. 

The FF data, representing the "renormalized" softness information, carry 
the same diagnostic potential as the local softnesses. Therefore the latter can 
also serve as important measures of chemical reactivity, e.g., in metals. As shown 
by Yang and Parr [3, 12] in their ensemble interpretation, the local softnesses 
also reflect local fluctuations in the electronic density. This has direct implica- 
tions for catalytic activity on transition metals, for which such fluctuations in 
charge have been shown to be very important [13]. 

It is of interest in the theory of chemical reactivity to examine both open and 
closed reactive systems M: the former do not preserve N, and are thus free to 
exchange electrons with a hypothetical reservoir, whereas N remains fixed in the 
latter, where the basic reactant donates electrons to the acidic reactant without 
any moderating influence of the M environment. Therefore, the CSA has to 
define the corresponding quantities for such external and internal CTprocesses. 
The relevant FF indices partition the amount of an external or internal CT into 
regional or collective contributions. They also directly reflect the corresponding 
fractions of the CT-energy. 

When investigating two large reactants, an adequate reactivity criterion 
should explicitly take into account the effects of their mutual interaction. Within 
CSA, such charge couplings are realistically modelled by the rigid hardness 
matrix, q = { 01a~/c ~Nj }, where la~ = (3E/(3/V~ is the chemical potential of atom i and 
Eis the energy of the system. As has been shown, [9, 14-t6], this matrix is well 
represented by the corresponding valence-shell electron repulsion integrals, 
q,,j ~ Yi.j from the Pariser, Ohno, and related interpolation formulas [17-19], 
for the actual valence states of atoms-in-molecules (AIM). These hardness (inter- 
action) parameters can be considered to be the canonical input data in model- 
ling the associated softness and Fukui function (response) properties. Together 
they provide a basis for a variety of reactivity concepts. In this article we shall 
emphasize quantities, electron population reference frames, and the associated 
charge sensitivities, which take into account the reactant interaction explicitly, 
and which identify the most important charge reorganization channels in 
chemical reactions. Another purpose of this new development is to provide 
a hierarchy of reactivity information, which separates the responses of the 
reaction region from those of its environment. 

In a general reactive system M = A - - - B we assume that all AIM of A are 
grouped as the first n atoms in q, thus generating the block structure of the 
AIM's rigid hardness matrix: 

't = B,A It B ,B]  (1)  
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The presence of the other reactant modifies q due to its relaxational influence, 
51/(M), thus generating the relaxed hardness matrix: 

qA,8 (la) 
q " ' =  q + 6q(M) = \qM A M 

t/a,B 

Both matrices can be used as bases for defining two-reactant reactivity concepts. 
Since 5q(M) = 6q(q) [8, 9, 20], such approaches use the same canonical (rigid) 
AIM-hardness matrix of Eq. (1). 

The CSA can be formulated at alternative levels of resolution. Although 
most of the theoretical development of this work will be presented at the AIM 
level, that is sufficient for most chemical purposes, several vital formulas related 
to other resolutions will also be summarized. Each fragment of a molecule has 
a distinct environment, which moderates the fragment responses to external 
perturbations. We shall examine in some detail these relaxational (response to 
d N or d N) and polarizational (response to dr)  contributions to charge 
sensitivities. The in situ quantities of the reactants in the A - - - B system, defined 
by the corresponding derivatives with respect to the amount of At-constrained, 
internal CT, will also be discussed. Finally, specific concepts for reactive systems, 
involving collective modes of charge displacements will be defined. The main 
purpose of this review is to survey reactivity criteria defined within the CSA, 
which have been developed at the Jagiellonian University, with particular 
emphasis placed upon the quantities and concepts which can be used to predict 
activity and selectivity trends as well as the preferred arrangements of very large 
reactants, e.g., large adsorbate and substrate in the chemisorption systems of 
heterogeneous catalysis. 

2 Molecular Charge Sens i t iv i ty  Ana lys i s  (CSA)  

One can define various derivative properties related to the local, regional 
(molecular fragment) or global descriptions, in which the relevant local density 
or electron population quantities are treated as independent state variables. 
Depending upon the resolution, specified by a given partitioning of the system in 
the physical or function spaces, one considers the following charge-distribution 
variables: p(r) ( local, L-resolution), the electron populations of constituent AIM, 
N = (At1, At a . . . .  , At,,) or AIM-net charges (AI M-resolution), the overall popula- 
tions attributed to larger molecular fragments (group of AIM), 
N6 = (Atx, Aty . . . . .  Atz) (group, G-resolution), or finally, the global number of 
electrons, At = j'p(r)dr = Zi Ni = Zx Atx (global, g-resolution). Of course, various 
intermediate levels, e.g., those defined in the function space spanned by the 
molecular orbitals (MO-resolution), can also be envisaged, with the correspond- 
ing MO occupation numbers as variables, n = (nl . . . . .  ns). The system energy is 
considered as the function (functional) of these electron population (density) 
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variables: E L [p], E AiM (N), E G (NG), and E g (N). The energy populational gradi- 
ent defines the chemical potential variables, while the populational (density) 
hessian represents the hardness matrix (kernel), for a given resolution. 

Each resolution implies its own case of the intra-system equilibrium. For 
example, the L-resolution corresponds to a totally constrained ("frozen") elec- 
tron distribution, with all local, infinitesimal volume elements considered as 
being mutually closed, while the g-resolution represents the opposite extreme of 
a totally relaxed electron distribution, with all local volume elements regarded 
as mutually open. Similarly, the levels of intermediate resolutions apply to cases 
of partially constrained equilibrium, in which all fragments defining the par- 
titioning of a molecular system M: 

M: (r l  r ' l  . . . ) ' ,  (i lJl ...)A'M, (XIYI  ...)G 

( r ' , r '  ',...) Q = (i ',j ',...)g = (X' ,Y ' , . . . )  g (2) 

are in their respective internal equilibrium states. As indicated above in the 
g-resolution all molecular fragments are free to exchange electrons. Thus, for the 
global equilibrium state of M, the chemical potential (electronegativity) is 
equalized throughout the whole electron distribution: 

d iEL [p ] /6p ( r )  =-- M(r) = M(r') . . . .  

= a E A ' M ( N ) / a N ~  = p~ = / z  i . . . .  (3) 

= a E G ( N G ) / a N x  ==- P x  = MY . . . .  

= a E g ( I V ) / a N  == _ l.t 

2.1 Hardness and Softness Quantities 

2.1.1 Local Resolution 

We begin with a survey of the hardness and softness quantities in the local 
resolution [3, 21, 22]. In this description, the equilibrium (ground-state) density 
satisfies the Hohenberg-Kohn (HK) variational principle: 

6ELrp ]  6 F [ p ]  -~ p( r )  (4) 
6p(r )  = / u =  v(r) + 6p(r )  

where F[p] is the universal HK density functional generating the sum of the 
electronic kinetic and repulsion energies. Differentiating this equation with 
respect to the density gives the hardness kernel in terms of the modified potential 
u(r) = v(r) - ~: 

r/(r', r) - di2FEp] = 6u(r )  (5) 
6p(r ' )  6p (r) E~(r ')  
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The softness kernel is the inverse of the above hardness kernel: 

f rl(r, r') ot~r', r") dr' = 6(r - r") 

a(r', r) = 5p(r) 
5u(r') 

The local softness: 

s(r) = (ap ( r ) )  = l'au(r') 5p(r) 
\ a/s ~ J ~ 5u(r') 

defines the global softness: 

s= aN/a# = f s ( r ) d r  = q-' 

(6) 

(7) 

- - d r '  = fa(r ' ,  r )dr '  (8) 

(9) 

It follows from the Euler Eq. 4 that p = p[u];  therefore: 

Also, since p = ~[N, v], 

d p =  q d N +  f f ( r ) d v ( r ) d r  (11) 

where, by the Maxwell relation: 

f ( r )=  a 5E[N,v]_( tSp ) = ( a P ( r ) ~  (12) 
aN 5v(r~ ~ N \ aN /v 

These equations give: 

f d v ( r ' ) [  - o'(r', r) + f(r')s(r)] dr'  (13) dp(r) $(r) r/dN + 

On the other hand p = p [N, v], 

dp(r) = f ( r ) d N +  fdv(r ' ) f l ( r ' ,  r) dr' (14) 

where the linear response function is: 

fl(r', r ) =  (5p( r )  \ ~ / ~  (15) 

A comparison between Eqs. (13) and (14) shows that [3,22]: 

fl(r', r) = -- a(r ' ,  r) + f(r ' )s(r)  (16) 

f(r) = s(r)/S (17) 
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This interpretation offl shows that the polarization changes in the electron 
distribution (responses to the external potential displacements) can be deter- 
mined from the external softness properties calculated for the fixed nuclear 
geometry (external potential). This very property is used in determining the 
mapping relations between the modes of the electron populations and the 
nuclear positions (see Sect. 2.3). 

In the local resolution one derives the following combination formulas for 
the global chemical potential and hardness: 

(8E°~ = f{0p(r)'~__ /<__diEL "~ or=- .I +'=\oN/v Jk, oN (18) 

rl = \ ON' ), = _ = j j \ - - ~ - ) , \ 6 p ( r ~ ( r , ) ] v \ ~ - ) v d r d r '  (19) 

= ~ f(r)q(r, r') f ( r ' )drdr '  

In the global equilibrium state (see the Euler Eq. 4) one obtains the local 
hardness equalization at the global hardness level: 

r/(r) = \ 8N /,, - \ ~ / , , =  - , ] \  8N / v \ 6 p ( r  ) /  

__ ; , ,  , . , , , r . .  r> 0r '  -- - - ,  

It should be observed that the last two equations are consistent with each other, 
since S f(r)dr = 1. One also notes that the local softness and hardness satisfy the 
following reciprocity relation: 

f s(r)rl(r)dr= Srl f f(r)dr= l (21) 

The local hardness r/(r) can be interpreted as the mixed derivative of the energy, 
comprising differentiation with respect to the global number of electrons and 
electron density, 

rl(r) = \ S , N ~ - ~ ) ) ,  = \ aN /,, 

In Eq. (20) we have used the first part of the above Maxwell relation. Clearly, the 
same result, equalization of the local hardness, follows from the second part of 
this identity. 

One can interpret the quantity of Eq. (20) as an average over r' with f(r') 
providing the "weighting" factor; it should be stressed, however, that f(r') 
exhibits both negative and positive values. Clearly, the derivative of Eq. (20) 
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does not distinguish between local sites in a molecule, so that it cannot be 
used as a measure of local differences in hardness of the equilibrium electron 
distribution. 

2.1.2 Atoms-in-Molecules Discretization 

Let us start with a brief comment on the nature of the AIM discretization. It can 
be viewed as resulting from the phenomenological energy expression: 

E[N, v] = EA'MEN, v] = ~ N~i + FA'M(N) (23) 

representing the AIM equivalent of the familiar energy density functional 
Et[o] = Ev[p] = Spvdr + F[p] [1, 2]. Equation (23)introduces the effective 
potential vector v =  (ul . . . . .  vm), where v~ is the electron-nuclei attraction 
energy per electron on atom i. The AIM chemical potential-equalization equa- 
tions can now be interpreted as the Euler equations resulting from the varia- 
tional principle, minN{ E AIM (N, v) - p[N(N)  - N °] }: 

0EAIM (N, V) 0F A'M 
c~N, = #i = vi + ~ N ,  = # (24) 

Continuing this analogy with the local description, one can introduce the 
modified AIM external potential parameters {u~ = ~ - #} = u, which uniquely 
define the equilibrium AIM electron populations: N = N(u). In terms of u (see 
Eqs. (5), (7), and (12): 

= O N O N -  ON' o =  -O--u, ~v N f i n  v" (25) 

The A I M  softnesses are: S =- (ON/OIJ)v = (ON/OIJ)v(ON/OIV)v = S f We can now  
rederive the Berkowitz and Parr relations of Eqs. (13) and (14) in the AIM 
resolution: 

d N ( u )  = du ON= - [ d v -  d # l ] ~ r  = q d N S +  d v [ -  ~ + f t S f ]  
0 u  

= dN[N,  v] = d N f +  d v ~  (26) 

which give the AIM equivalents of Eqs. (16) and (17); in Eq. (26) the linear 
response matr ix/~ - (ON/Ov)N. 

Consider a given molecular system consisting of m atoms. In what follows 
we adopt the AIM resolution to define the canonical AIM chemical potentials 
(electron population gradient), /t = OE/ON= (pl,/J2 . . . . .  ~ ) ,  and the corres- 
ponding AIM hardness matrix (electron population hessian): q = 02E/ON 
ON= OI~/ON= {q~.j}; here all differentiations are carried out for the fixed 
external potential v. This canonical charge-sensitivity information will be used 
to generate a variety of system charge sensitivities (CS) that probe the responses 
of the system to various populational perturbations at constant v. 

35 



R.F, Nalewajski, J. Korchowiec and A. Michalak 

Let us first examine the most important combination problem of determin- 
ing CS of the system as a whole; we call them global or resultant quantities, since 
they determine the global equilibrium in the system under consideration. The 
complementary canonical compliant information is obtained by inverting q, 

a -  -- O N / a u =  q-1 (27) 

This softness matrix can be used to generate the local (regional) and global 
softness quantities: 

au i aNi 
s ,  - aN, fau = Y.'f at, auj = Z'~ ~'' 

& = aNx/aU = y, Xsj (28) 

ON s= a-~= E~s. 

here ~,x denotes the summation over all atomic fragments x in X. The global 
softness S is the inverse of the global hardness q = al.t/aN = 1/S. The corres- 
ponding FF indices are: 

f~ = a N j a N  = (aN~/at.O/(ctN/al a) = S~/S 

fx = ONG/ctN = Sx/S, etc. (29) 
They provide the "weighting" factors for combining the derivatives with 

respect to the electron-population variables. For example, for the global chem- 
ical potential one obtains: 

#Ni ~E AIM 
t't = ZM ON ONi = y'M f i l l ,  (30) 

In terms of the AIM FF indices the global hardness can be expressed as: 

M MaNi  aZE AIM aNj 
rl = Z i  Ej a N O N , a N j  ON = E Y Z ~  f, rli,, fi (31) 

It is also of interest to examine the mixed derivative characterizing the resultant 
O2EAtM 

local hardness of an atom i, rl~ = aNON~ 

a/d, ~-~ M ~ Nj ag i (32) 

~p ~N 8p 

- #Ni # ~  ON = q 

which is also equalized at the global hardness level; in Eq. (32) we have omitted 
the constant v constraint to simplify notation. Notice, that Eqs. (31) and (32) 
imply EY ~, = 1 ,  which is indeed satisfied by the FF normalization: E? t, = 
E.M ONi/('~N = a N / a N =  1. 
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We would like to point out that the general second-order expansion for 
a change in the system energy due to d N, 

AE(dN) ,,., d N p  t + l d N r l d N t  (33) 

simplifies for the global equilibrium displacement d/Wq(dN)= dNf, f =  
(/~, f= . . . . .  fro), to the familiar expression for the energy in terms of the net 
change in the global number of electrons, dAZ" 

AE[dNeq(dN)]  : dN(  f / I  t) + ~ ( d N )  2 f t ' / f t  = dNla + ~(dN)Zq 
L Z 

(34) 

Let us now consider the effective CS of fragments of M for a partitioning of 
M into two mutually closed, complementary subsystems, M = (AIB), e,g., react- 
ants in the donor-acceptor systems. Of interest in this case are the elements of 
the condensed hardness matrix, e.g., rl~B = (Ola~/ONA). Using the chain rule 
transformation we obtain: 

M M c~Nj Cq/zB A,A B fbA.B M 
t/b, B qA, B = Z j  c~NA ON, -= y'.A fa qMB + Zb (35) 

M ~M aNj cl/t. 
r/a, B = Z ,  ~ j j  = )'~,a A' f B, Aq,,+ + ~ f~.Bqb, a ' etc. (36) 

Here, the diagonal FF indices sum up to 1, ~ f2,A = t3Na/ONA = 1, while the 
off-diagonal (relaxational) FF indices sum to 0, ~ fb A'B = t3NB/ONA = O. 

In a similar way, one can express any derivative involving differentiation 
with respect to the overall fragment electron population. For example, for the 
group chemical potential one obtains: 

The same chain-rule transformation produces a system of linear equations 
for determining the relaxed FF indices that appear in Eqs (35-37): 

\-a-~AJN~ \ONAJu, + Z~ f~'"T(~,~ A) =-- f'2 d + 5f.(M) (38) 

where the first term represents the roid FF index, calculated for the frozen 
electron distribution in B, and the second term accounts for the electron 
relaxation in B measured by the relaxation matrix: 

\ O N b,I N. (39) 

As shown elsewhere [9] an explicit expression for this matrix element immedi- 
ately follows from considering changes in the AIM chemical potentials in A, due 
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to dN b, A/tA(dNb), which are responsible for the subsequent relaxational flows 
in A, dNA(dNb). Namely, in the quadratic approximation a given populational 
perturbation dNb(dNb,,b = 0) shifts the AIM chemical potentials in A by 
{Apa(dNb)  = dNt, qb, a }. Thus, the displacements of the local chemical potentials 
relative to the new equilibrium level, dgA(dNb) = dNbqb, A, are: 

d p A ( d N b )  = { A p a ( d N b ) -  d p A ( d N b ) =  dNb(r/b,a - qb, A)}  (40) 

The populational displacements in A, relative to the new equilibrium AIM 
electron populations, d NA(d Nb), the negative values of the spontaneous relax- 
ational flows 6NA(dlVb)  that restore the equilibrium, are related to dpA(dNb) 
by the matrix electronegativity-equalization equations: 

d p A  = -- diNAr/A'A = dNAt/A'A o r  5 N  A = - d N  A = - djt/A OvA (41) 

where  ffA, A is the d iagona l  (A ,A ) -b lock  o f  q, and  ~r A = (t/A'A) - 1. U s i n g  Eqs. (40) 
and (41) gives the desired expression: 

T(BIA) = A A b,a Ob.A S A - ~a' r/b.~, o'a,, (42) 

A where S~ = ~ ,  aa. ,. 
The equation defining the relaxed off-diagonal FF index is: 

= \ a N A / N ,  = y ' ~  \~-/~/-~A i N ,  \~-N--a~,}N, = E ~  faA'A T !AI B, (43) 

The retaxational matrix also defines the corrections to the relaxed hardness 
matrix (see Sect. 3.3). 

The rigid FF indices of Eq. (38) characterize the uncoupled (non-interacting) 
molecular fragments. They can be obtained from the non-interacting fragment 
softness (7 x, X = (A, B), and the associated local and global softnesses. The rigid 
condensed hardness matrix elements are obtained from Eq. (35) using the rigid 
FF indices of the reactants: 

qrgd = ~,gd = (44) A.A f~gdt/A,A ( f ~ d ) t ,  'IA, B f~dt/A.B ( f~gd)~" 

Similarly, one approaches the environmental effects in a general partition- 
ing, M = (XIYIZI ...), involving more than two mutually closed subsytems 
(Sect. 3.1). For example, in a catalytic reaction involving two species A and 
B adsorbed on a crystal C, one explicitly considers the effective charge couplings 
in M = (AIB[C), characterized by the relevant 3 x 3 condensed hardness matrix. 
For such general partitionings into more than two fragments, the off-diagonal 
blocks, say 9 A'B, are also modified, due to the charge relaxation of remaining 
fragements, by 6t/A'B(M). 

2.1.3 Relative Internal Development 

The preceding section has been devoted to derivative properties involving a net 
change in the global number of electrons, d N ~ 0, i.e., an exchange of electrons 
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between M and a hypothetical external particle reservoir (the sytsem environ- 
ment). As such, these quantities can be called external. However, it is also of 
interest to examine the internal hardness/softness type derivatives, correspond- 
ing to d N = 0, i.e., the intra system polarization [7, 23]. A typical example is the 
charge adjustment due to a given displacement of nuclei, which changes the 
external potential v(r) at constant N. 

One way to incorporate the d N = 0 constraint is to consider the electron 
population of one atom, say the m-th, Nm, as dependent on the electron 
populations of the remaining AIM N' = (N 1 . . . . .  Nm_ j): Nm = N~(N')  [7, 23]. 
The closed-system energy in the AIM resolution can therefore be expressed in 
this relative formulation as a function of the (m - 1) independent variables N': 

EAIM(N)M = EA'M[N', N.,(N')] -- EA'M(N ') (45) 

where, for simplicity, we have dropped the external potential vector in the list of 
arguments. 

The closure relation, 

m - - 1  

dN,,,, = -  ~' dN~ (46) 
i = 1  

gives the implicit derivatives of Nm with respect to N' (SNm/ONi)N= 
- 1, i < m. The corresponding electron-population derivatives -¢ ,-ARM Ol cm , which 

take into account this dependence, define the (relative) internal chemical poten- 
tials of AIM: 

0E AIM ONto aS AIM 
P~ =- ON~ + ON, 0 N ~ - / J ' - / ' t m '  i < m  (47) 

and the corresponding hardness matrix: 

al~ m ON~ O1~ m 
H j " ] = ~ - j +  ON~ONm-rl~.,-qj.m-rlm.,+rlm.m, ( i , j ) < m  (48) 

In terms of these quantities, the quadratic energy expression for the closed 
system becomes: 

= dN'(#m) t + 2 d N ' H m ( d N ' )  t (49) A EAmlM( N ') 

where / P = ( M ~  . . . . .  12~_I)=OE~IM/ON ' and the ( m - 1 ) x ( m - 1 )  matrix 
H m H m = { ~.i} = 02 E*m~M/ON' ON'. The electronegativity-equalization equations in 
this N-constrained approach are: 

OE~M/ON, IN; _ #;, = ,am + dNeHm = 0', (50) 

where N~ denotes the equilibrium electron populations of the independent 
atoms; hence the population shifts: 

dNe = N ' -  Ne  = #=  S m (5] )  
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where the internal (relative) softness matrix S ~ = 8N'/Olg m = (Hm) - I. The dN~ 
then follows immediately from the closure constraint of Eq. (46). 

Although both p~ and H r~ (S rn) are dependent upon the choice of the atom 
m, the predicted responses d N  are independent of such a choice; the same is true 
in the case of other response quantities, e.g., the internal softness matrix including 
all m atoms, S - (ON/Ol~)N. This can be explicitly demonstrated by means of the 
following chain rule transformation: 

where 

( i , j )  = 1 . . . . .  m 

(52) 

,~.k=4(6i ,  k, 1 ( -  J < m ,  k < m  (53) 
' , i = m ,  

= m--1 m Th is  immed ia te l y  gives S i j  S ~,,j for  (i, j) < m, Sm,j = Si, m = - ~'.. = 1 Sk.j for  
j < m, and Sm, m fo l lows f rom the c losure re la t ion  o f  the last c o l u m n  ( row)  o f  S, 

m S g ' m - l ~ . , - 1  m ~'.[~=lSi, m = ~ i = 1  ~,J = 0, Sr.,~ = ~..~=1 z. , j= l  Si,j. Thus,  the m- independen t  
block of S is identical with S m, while the remaining m-dependent elements 
of S immediately follow from the relevant closure relations as simple functions 
of S m . 

Obviously, in symmetrical systems, all atoms which are symmetrically re- 
lated to the atom m should also be excluded from N', if the symmetry is to be 
preserved in the charge displacement process. 

The difference between the respective elements of the external (/v-unrestric- 
ted) and internal (/v-restricted) softness matrices, ai, j=?/v/?la~ and 
S~, i = (O/vi/~/a~) N, respectively, is due to the external CT component: 

O'i'J = \ - ~ i / N  + a/"gi a~[,,/ # N  Si'j + f ~ S  f i  M (54) 

This equation represents the AIM equivalent of the Berkowitz and Parr relation 

of Eq. (16): 

a(r', r) = - p(r', r) + t ( r ' ) S f ( r )  (55) 

Thus, 

ff'~--- {Pi, j  ~-- (8NJ8V,)N = -- S,, i} (56) 

The basic relations determining CS in the AIM resolution of M as a whole, 
which were presented in the preceding sections, can be summarized in a simple 
algorithm organized as a single matrix-inversion step. Assume that the molecu- 
lar system M was shifted from an initial, global equilibrium (p~ =/J~ = 
. . . .  p o  =/jo)  by an external perturbation (d/V, dv); as a result the system 
reaches the displaced equilibrium state corresponding to a new level of the 
global chemical potential:/,t 1 =/J2 . . . . .  /.tin =/z(d/V, d v). In accordance with 
our previous development, we first determine the displaced AIM chemical 
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potentials,/t + - / j o  1 + d v, using the resulting chemical potential displacements 
d,u(d v )=  (~+ - / a l )  as the forces behind subsequent net changes in the AIM 
electron populations, due to both dN and dr ,  6 N  = (NI - N°~ . . . .  , Nm - N°).  
The corresponding electronegativity-equalization equations, that link the initial 
and final chemical potentials and incorporate the obvious relation 
~M d N~ = d N, may be written in the following matrix form: 

( - / J ,  6N)(O t ~ )  - ~ = (dN, - / t + )  - ~a (57) 

where 91 and ~ represent the generalized response and perturbation vectors, 
respectively. One can solve this equation by inverting the generalized hardness 
matrix f/: 

(-I46N)=~I-~=(dN'-#+) ft _ f l  =~# (58) 

where # denotes the generalized softness matrix. Indeed, the first component of 
this equation reads: / a - p o  = dla(dN, d v ) =  d N q +  d v f  t, while the second 
component expresses 6N(dN, dv) = dN f + / t  +fl = d N f +  p ° l #  + d v f l  = 
d N f  + d v p ,  since ~i u fl~.j = (cqN/OVi)N = O. 

2.2 Collective Charge Displacements and Their Charge Sensitivities 

The AIM electron-population displacements, dN, are strongly coupled through 
the off-diagonal hardness matrix elements qLj ~ Y,,j. Thus, a given displacement 
d/Vk strongly affects the chemical potentials of all AIM. This represen- 
tation considers all AIM populational parameters as independent variables, 
which can be interpreted as projections of the populational vector X =  
(N, ~ + N 2 ~2 + - . . N ~ )  onto the orthogonal system of populational axes 
associated with the constituent atoms, i.e., the AIM populational basis vectors: 
dM = (#1 .. . . .  #m). In what follows, the products of vectors represent scalar 
products. 

A more compact description of chemical reactivity can be obtained in 
representations involving collective charge displacements [7, 9, 14, 24-29]. 
do  = dN  T, defined by the transformation matrix T; they also represent a 
degree of mode decoupling. In this section we shall summarize the most 
important sets of such collective (delocalized) modes of potential interest in the 
theory of chemical reactivity. We start with the total decoupling, which is 
obtained in the representation of the hardness matrix eigenvectors, called 
populational normal modes (PNM) [7, 8, 14, 29]. They are analogous to the 
normal modes of nuclear motions defined in nuclear position space. Next, we 
consider the (non-orthogonal) set of minimum energy coordinates (MEC) [7, 8, 
27, 28], defined in the softness representation, again in direct analogy to the 
compliance formalism of nuclear motions [30, 31]. 
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2.2.1 Populational Normal Modes 

The totally decoupled representation involves displacements in populations of 
PNM, 

d n =  d N U ,  d ~ / ' =  L ) M d n t  (59) 

defined by the columns of the transformation matrix T = U -= (U1 ] U21 ... [UB), 
which diagonalizes the A I M  hardness matrix, i.e., "rotates" the A I M  axes ~M to 
the (orthogonal) principal axes of the hardness tensor (see Fig. 1), ~']M = ~'M U: 

Ut t /U  = h = {h~,6,,~}, U t U  = I (60) 

where h= = 22 EPNM/c)nZ~ = c~j~n= - 1/5°= is the principal hardness of mode ~, 
and ~', = / t  U, is the chemical potential of the mode. Obviously, the quadratic 
form of the second differential of the energy of the system with respect to the 
electron population variables becomes diagonal in the U M reference frame: 

1 1 
d2E A'M _--~ d N r l d N  ~ = ~ Z  M h , (dn , )  z = d2E  PNM (61) 

Also decoupled are the corresponding electronegativity equalization equations 
(see Eq. (41)): 

d ~  = dn=h~ or d~:= d n h  (62) 

Here d~'= (d~l . . . .  , d~m) and d n  = (dn 1 . . . . .  dnm) are the displacements from 
the corresponding equilibrium (global) values. The global chemical potential 
and hardness can now be formally expressed in terms of ~, 

an c~E PNM 
/~ = c~m ~ = F,~ t (63) 

q = f t l  f t  = ~ F= 2 h= (64) 

where the normal FF indices F= = On~,/~N = f U~,. 
The phases of the CT-active PNM are fixed by the convention [26]: 

ON ~N ON 
- - - - =  1 U ,  > 0  (65) 

~P" = dn, = c~n, ~N  

in analogy with the equivalent AIM space equation: ON/dN~ = 1. We would like 
to point out, that antisymmetric modes with respect to a symmetry operation of 
the system in question, have (p= = 0, since they are purely polarizational, and 
have no external CT component. 

It should be observed that for the global equilibrium charge distribution, 
where/t  = i.t l, 

~E g 0N  (66) 
~ q  = ,u I U = ,uq~ - c~N On 

Consider now the normalization of the FF indices F =  (F1 . . . . .  Fro) of Eq. 
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(63). Obviously, since the rotation of du  into UM does not preserve 

dN= l d N  t # l d n  t = 2  M d N , 2  Mui,~ 

the normal FF indices do not sum up to 1: 

(67) 

~n~ 
~ F~,= ~ ~ 4= I (68) 

As a consequence of these two equations neither the equilibrium normal chem- 
ical potentials, ~-eq = pqo, nor the equilibrium mode hardnesses 

H eq =- E~/dN = dla/c~n = r/qo (69) 

are equalized at the global equilibrium; this may create some interpretational 
difficulties. 

It would be highly desirable to bring the normal-mode description as close 
as possible to the AIM interpretation, with these two equalization principles 
being automatically satisfied and the appropriate FF indices providing the 
real-mode contributions to the unit change in the global number of electrons. In 
order to reach this goal, one has to redefine the mode-population variables, by 
projecting the d n  displacements of Eq. (59) onto the pure CT-direction repre- 
sented by the vector: 

= ~a, = t d ~ (70) ~N ~ i  

which determines the shift in the global number of electrons, d N =  
bNdJ,~= l d N  t. This procedure is also illustrated in Fig. 1. The CT-projected 
shifts in mode populations, 

ON 
dh~ = dn~ff~n ~ = dn~q~, ~ = 1 . . . . .  m (71) 

are phase-independent and correspond to the non-unitary transformation of the 
AIM population displacements: 

d n  = d N U ;  0 = (tp~ Ullqo2 Uzt ...]~,,,U,.,,) (72) 

The inverse transformation is: 

d N =  d # O - 1 ;  ( O - 1 ) t = ( ~ ? l U l l q ~ l U 2 1 . . . I q ~ x O m )  (73) 

It can be easily verified that: 

~ d t~, = d N (74) 

so that the associated CT-projected FF indices, 

~h 
w = ~--~ = (cp, F,, q~2 F2 ..... q%Fm) (75) 

43 



R.F. Nalewajski, J. Korchowiec and A. Michalak 

exhibit the desired "normalization": 

dN 
Z T . , ~ = - - =  I aN 

(76) 

N2(~2) 

~'~ (~) 

a 

N: (~2) 

1 N1 (el) 
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Moreover, since 

ON 
- I ( 7 7 )  

one obtains the desired AIM-like equalization of the new mode chemical 
potentials: 

pq (~ EPNM (r~) ON (~E g 
Or/ = 8--ff O--N = U 1 (78) 

and the modified mode hardnesses: 

/.7~ q=O~ ~/.z ONOp_ 
0--N = 0--ff = 8ti ON r/1 (79) 

We again emphasize that for a non-equilibrium charge distribution, e.g., from 
independent SCF calculations, ~ =  pO, may not be equalized. It should be 
observed that the AIM components of w~ indices, 

F. M 0N i  ~ M  
w: = : ~ ,  8n,, = ~ ,  F,, U,.~, = E ,  w,.,, (80) 

also provide a resolution of the AIM FF indices into the PNM contributions: 

0N~_ On 8N~ 
t, = aN aN Cn = ~ a  F,, Ui.,, = Z i wi.= (81) 

In terms of the CT-projected population variables, the hardness tensor is 
given by the diagonal matrix: 

1~ ~ O2--~PNM(r~)o/]~ Or/ = O--~O'f = Ilh~6~p=_B=6~,~I (82) 
k - - r ~  ) 

the corresponding expression for the PNM softness matrix is: 

~r~ 
= f i -1  = - - = =  {q,~ ~ 6 ~ p  - ~ 6 ~ p }  (83) o~ 

Fig. 1. The PNM (principal axes), OM, in the system with two AIM poputational degrees of 
freedom, riM, the associated charge sensitivities, and a separation of the pure CT and P components, 
d.AT'CT and d.~p, of the equilibrium charge displacement d.X/'= 7dN, along the FF vector 

= #M f t  = OM f t .  Panel (a) refers to a general displacement dN > 0, while Panel 0~) corres- 
ponds to dN = 1. The hardness tensor ellipse with semiaxes of length {1~}, is defined by the 

- -  M 2 2 quadratic surface: dNqdN*= z,=V u h ,n  2= = ~ ,  n=/l= = 1. As explicitly shown in Panel (a) , the 
shifts of the modified PNM population variables, dnS are obtained by projecting the relevant PNM 
variables, dn, onto the pure-CT direction O N = ld~. One similarly obtains a resolution of drip 
into d,/WCT = d ~  r- #N and d.Xrp = d . . ~ -  d.N'cr [Panel (a)], and of 7 into feT = 7" ~N and 
~p = i / -  ~cr [Panel (b)] 
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where 5a, ~ h~ 1. Therefore, the purely polarizational (¢0, = 0) modes (internal 
redistribution channels) have infinite CT-projected-mode hardness, h , -  
~o (~ = o).  

Consider now a unit displacement in the global number of electrons d At = 1 
(see Fig. (lb)). The equilibrium AIM electron population displacements are then 
given by ?r= b u f t ;  together with its CT component, JeCT = (l/m) b~ -- ~ ~*M, 
it defines the CT-induced polarization vector: ?'p = J~- fCT, where fcv repres- 
ents the scaled CT) vector O N = OAt/SN = ~ A~M = 1, "renormalized" to repres- 
ent a single electron displacement. Obviously, the external CT to/from the 
system, involving an electron reservoir, will also induce the associated internal 
polarization (P) in a molecule, so that the two vectors ~tand fCT do not coincide, 
due to a non-vanishing P-component. It is of interest in the theory of chemical 
reactivity to distinguish between these two components and provide their AIM, 
PNM and (AIM + PNM) representations, respectively. 

When considering the PNM representation, one should remember that the 
corresponding FF quantities include the overall (P + CT) displacement, while 
the renormalized co-derivatives represent the CT part alone. Thus, in the PNM 
framework, the F components represent the resultant (P + CT) vector f; the 
corresponding fCT components are given by the vector e N - ( 1 / m )  
( O A t / O n ) = ( 1 / m ) ~ ,  and the jep components are defined by the vector 
( F - - E N ) = { F , - c o , / r n }  (see Fig. lb). Of great interest also is the 
(AIM + PNM)-resolution. As we have observed above, fi = ~ M W~ ,; also: 

l__q)AJ u 1 0N 1 ON On, 1 M 1 M 
m ' = m ON, = -m E~M 0n~ 0N-~ = -m E ,  (P~, U,.~, = ~E~ ,  CI,.~. (84) 

Therefore, the quantities 0 i. J m  and (w i,= - 0.,=/m) provide the contributions to 
the CT and P components, respectively, from the mode ~ at the position of the 
i-th AIM, of the unit equilibrium charge displacement of dN = 1 in M. 

The transformation U = Off~ON measures the CT-projected shifts in the 
mode populations, per unit test displacements in the AIM population N. Thus, 
all elements of the columns of U that represent purely P-modes, must vanish 
identically (q~= = 0). The associated rows of the inverse transformation 
U -1 = ~'~N/OtJ, providing similar measures of response in the AIM populations 
per unit test displacements in the mode populations if, must therefore be 
infinite. Indeed, since they may be considered as corresponding to n-, --, 0, 
a finite Aft, = 1 has to correspond to infinite AIM displacements. 

In order to illustrate the above normal-mode concepts and quantities, we 
have generated the relevant charge sensitivities for toluene, using the MNDO 
[32] AIM charges and the corresponding Ohno interpolated hardness tensor. 
The results are displayed in Figs. 2 and 3, with modes ordered in accordance 
with the increasing principal hardness, h,. The highest value of h, (lowest value 
of h=), corresponds to the non-selective mode ~ = 15 in which electron popula- 
tions of all AIM are shifted "in phase" by approximately the same amount, i.e., 
when all of them simultaneously accept (or lose) a comparable number of 
electrons; thus, this mode exhibits practically pure CT-character (w= -~ 1), and 
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1 0.008 2 0.017 3 0 4 0.023 5 0 
0.026 436.4 0.037 122.8 0.042 ca 0.054 99.6 0.090 oo 

0.057 0.004 0.089 0.002 0 0 0.082 0.002 0 0 

6 0.006 7 0.096 8 0 9 0.003 10 0.040 
0.107 3496 0.182 19.62 0.249 oo 0.269 25980 0.315 197.5 

0.010 0.000 0.101 0.010 0 0 0.002 0.000 0.024 0.001 

11 0 12 0.099 13 0 14 0.083 15 3.869 
0.374 oa 0.466 47.86 0.695 co 0.954 140.1 2.908 0.194 

0 0 0.040 0.004 0 0 0.017 0.001 0.253 0.980 

Fig. 2. Schematic diagrams of the PNM in toluene, with the shaded areas denoting negative values, 
In Panel (a) the area within a circle on atom i in the mode ~ is proportional to I Oi,,I, with all 
diagrams plotted using the same scaling factor, and the CT-active mode phases determined by the 
convention tp, > 0. The mode ordering is in accordance with increasing values of h,. The numbers 
reported (a.u.) are: q~, (first row), h,, h, (second row), and F,, w~ (third row, below the diagram) 

zero nodes in the mode contour.  The h~-softest mode, ct = 1, corresponding to 
the lowest eigenvalue, exhibits practically pure P-character  (w~-~ 0), and  the 
max imum n u m b e r  of nodes in the mode diagram. One  could say roughly, that  
the h~-hardest and  -softest modes exhibit, respectively, the d o m i n a n t  channels  
for an external CT(to/from the system in question) and  the CT-induced internal 
polarization. It should be observed that it is the softest (site-selective) mode, 
representing the most  facile adjus tment  of the AI M electron distr ibution,  that  
determines the internal  differentiation of the AIM charges, as a result of the 
charge dona ted  (accepted) through the hardest  mode, which is totally non-  
selective. 

Only  the ten modes that are symmetric with respect to the symmetry plane of 
the toluene molecule can be CT-active. The five ant isymmetr ic  modes represent 

47 



R.F. Nalewajski, J. Korchowiec and A. Michalak 

{CT+P) 
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(CT÷P) 
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(CT) 
() 
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Fig. 3 The AIM (Panel a) and AIM + PNM (Panels b and c) resolutions of the (P + CT), CT, 
and P population displacements for dN= 1, represented by the vectors, t '= f/*~= 
FO ~, ~N = e~v ~ ~ and ( 7 -  6~v). respectively. The areas of the circles in three diagrams of panel (a) 
are proportional to L f,I, 1/m, and I f, - 1/ml, respectively; in Paael (b) and (e), where only the 
CT-active (tp, > 0) modes are shown, the two groups of diagrams represent w~,~ and (w~,~ - 0i.Jrn) 
quantities, respectively 

the pure ly  in ternal  po la r i za t ion  of  the system, for cons tan t  N. F o r  such modes  
q~, = w ,  = F ,  = ¢, = 0. In  terms of the modif ied  hardnesses  h ,  and  chemical  
po ten t ia l  ( , ,  such P -modes  have infinite values of h ,  and  by the de l 'Hosp i t a l  
rule, ~ = ~/cp~ = (#~/t3n~,)/(~q~,/t?n~,) are equal  to  ( + co ) for a s table  m o d e  
and ( - ~ ) for an uns tab le  mode,  in accordance  with  the signs of  the pr inc ipa l  
hardnesses  in the numera to r .  Clearly,  when more  symmet ry  ope ra t ions  are  
present  in the po in t  g roup  of  the system, only the to ta l ly  symmetr ic  modes  can  
be CT-act ive.  
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The PNM chemical-potential parameters, ~'~q= g~,  provide yet another 
natural classification of the normal modes into three groups: (a) acceptor PNM 
(~ < 0) , (b) donor PNM (~ > 0), and (c) P-modes (~ = 0). The energetic 
rationale for this distinction becomes clear when one considers the contribu- 
tions to the energy of the system, dE~ ) = ~:dn(dN)* = ~ ~ F~dN, due to 
changes in the PNM populations, dn(dN). The donor modes stabilize the 
system when they decrease their mode populations, which is the case when 
F~ > 0, i.e., when the mode ct population changes in phase with that of the 
system as a whole (dN < 0). In the case of the acceptor mode, only its 
population increase stabilizes the system for F~ > 0 when d At > 0. It should 
also be noted that these predictions are reversed for the F~ < 0 modes, the 
populations of which are shifted in the directions opposite to d N. In other 
words, in an electrophilic attack (dN < 0) the CT stabilization energy results 
from the dominant F~ > 0 donor modes and - possibly - a few F~ < 0 acceptor 
modes; the opposite is true in the nucleophilic attack (d N > 0), the stabilization 
energy of which originates from the dominant F~ > 0 acceptor modes and the 
F~ < 0 donor modes; clearly, all remaining CT-active modes increase the system 
energy. 

The dominant role of the h~-hardest mode, ct = 15, immediately follows 
from its w~ value and the O~5 vector coefficients (see Fig. 2). The same con- 
clusion, therefore, must follow from the relevant resolution of the pure CT- 
vector, given by the 0 transformation, uniformly scaled by the factor 1/m. This 
feature of the ~ = t5 mode is also seen in the (AIM + PNM) resolution of the 
FF vector, shown in Fig. 3b, where all but last CT-active modes mainly describe 
the CT-induced polarization (explicitly extracted in Fig. 3c). 

The h,-hierarchy of PNM, used as the ordering criterion, identifies the 
softest mode as the one with the largest number of nodes in the mode diagram. 
This is opposite to the familiar relation between the nodal structure and energy 
of the canonical molecular orbitals (MO), for which the lowest orbital energy 
corresponds to the most delocalized (the least number of nodes) occupied MO, 
while the highest orbital energy identifies the antibonding MO with the largest 
number of nodes. A reference to the h~ values in Fig. 2 shows that this modified 
mode hardness brings the PNM description closer to the above MO analogy. 
Namely, the CT-dominant mode is now identified by the lowest value of h~. 
Moreover, the mode ~ = 7, which dominates the CT-induced polarization in 
toluene (second largest w~; compare also the mode ~ = 7 contours of Figs. 2 and 
3c, with the AIM resolved polarization part of f in Fig. 3a), appears as the 
second h~-softest mode. Thus the h~ values do indeed reflect the PNM participa- 
tion in the CT-related charge rearrangement, with the h~-soft modes participat- 
ing the most. Fig. 2 also shows that with increasing h~, larger groups of 
neighbouring atoms change their electron population in phase, thus represent- 
ing long range polarization; the h~-soft modes are seen to be responsible for the 
close-range polarization between neighbouring atoms. 

It follows from Figs. 3b and 3c that the CT-induced polarization mostly 
involves modes ct = 1, 2, 4, 7, 10, and 12, each exhibiting a small CT component 
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measured by the w~ ¢ 0 indices. We would like to remark at this point that the 
non-selective mode ~ = 15 is of little interest in the theory of chemical reactivity, 
since it practically affects all AIM uniformly. The CT-active polarizational 
modes differentiate net changes on constituent atoms as a result of external CT, 
and as such - they influence the reactivity/selectivity trends. In toluene this 
CT-induced polarization component (last diagram in Fig. 3a) is mainly polariza- 
tion between the carbons and surrounding hydrogens, with d N > 0 (an inflow 
of electrons, e.g., due to an attack by a nucleophile), partly reversing the 
C - H polarization in an isolated toluene molecule; the reverse charge rearrange- 
ment, enhancing this initial polarization, is predicted for d N  < 0 (an outflow of 
electrons, e.g., due to an attack by an electrophile). As also seen in Fig. 3a, the 
methyl carbon exhibits a negative FF index, thus changing its electron popula- 
tion in the opposite way to that in the system as a whole. 

2.2.2 Minimum Energy Coordinates 

Following the compliance formalism of nuclear displacements [30, 31], one can 
define the corresponding concepts of the populational minimum energy coordi- 
nates (MEC) and the associated compliance constants in the space of the AIM 
electron populations [7, 8, 27, 28]. They can be defined for both open (d N ¢ 0) 
and closed (d N = 0) systems; however, it has been shown numerically [7] that 
the MEC characteristics remain practically the same in both the external and 
internal cases. Therefore, in an illustrative application to toluene, we shall report 
only the open system MEC and its hardness parameters. The MEC concept can 
also be given the relaxational interpretation, as the minimum-energy path of the 
electron redistribution in the molecular environment of the primarily displaced 
atom. We shall call such collective charge displacements in the molecular- 
fragment resolution the relaxational coordinates (REC). Since all these concepts 
represent the responses of the system to localized charge displacements (test 
oxidations or reductions) they obviously are of great interest in the theory of 
chemical reactivity [7, 8, 27, 28]. 

Let us first define the external MEC in M, consisting of m atoms. Consider 
the global equilibrium of M in contact with a hypothetical electron reservoir 
(r):/t o = lal where/a = Pr, the chemical potential of r. Let z = N - N O -=- d N  
denotes the vector of a hypothetical AIM electron-population displacements 
from their equilibrium values N o. Since d N = - d Nr, the assumed equilibrium 
removes the first-order contribution to the associated change due to z in the 
energy, E = E i  + Er, of the combined (closed) system (M Ir); moreover, taking 
into account the infinitely soft character of a macroscopic reservoir, the only 
contribution to the energy change in the quadratic approximation is: 

E ( z )  - -  E ° = } z q z  t = d E ( z )  (85) 

where E ° = E(O) and q = (~2 E/Sz 8Z)o is the AIM hardness matrix of M. The 
equilibrium-restoring force is defined by the AIM electronegativities, relative to 
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that of the reservoir: 

OE aEM ONaE, 
2 -  az az + az aN z z,1 (86) 

= ( X  ° -  z q ) -  z , l  = - z q  

where Z, = - P,-- The last equation allows one to express populational variables 
z in terms of the restoring force, z = - ~q -.1 = ~a ,  which identifies the softness 
matrix ~ as the populational compliance matrix, ~ = Oz/02. Expressing the force 
field in terms of the force variables gives: 

E ~ ) -  E ° =  ~2a2* (87) 

One can use this equation to define the k-th MEC, 

Xk =" ~iM(i)k~ak -- ~M(..4/'(k))t (88) 

where the k-th vector of population interaction constants, JV "<kl = {(i)k}, is defined 
by the minimum energy criterion: 

( i )  k - (az,/azk)E= rain (89) 

The explicit expression for these quantities immediately follows from Eq. (87), 
since the definition of Eq. (89) implies ~ ~ k = 0. Thus: 

(i) k = (OZi/a~k)/(aZk/a~k) = 0 ' i .k /O 'k ,  k (90) 

The associated hardness (compliance constant) is defined by a similar minimum 
energy constraint: 

Fk -~ (t~2E/Oz~)E . . . .  ~- (OZk/0~k) -1  = t r k ,  k-' (91) 

It represents the curvature of the section along ~ATrk of the energy function (Eq. 
(87)). This construction of the MEC is illustrated in Fig. 4, where one makes 
a unit populational shift along one AIM direction and searches for the minimum 
in the other AIM direction, identified by the point where the direction line is 
tangent to the corresponding ellipse contour of the force field. The figure shows 
that the MEC are not orthogonal, both being dominated by the softest PNM 
and internal polarization (P) components. The sum of the AIM displacements, 

d N  (k) - ~,i M (i) k = (ON/c~NOE=m~, = ak-~ ~ u  tri.k (92) 

measures the global shift in N per unit displacement in Nk, when all remaining 
AIM are opened both internally (relative to the other AIM) and externally 
(relative to the reservoir). 

Consider now the internal MEC. In this case we examine the closed 
M (N = const.), with all AIM being free to exchange electrons among themsel- 
ves. Let us again assume the initial global equilibrium, #o = /to 1, and envisage 
the hypothetical polarizational displacements from N °, ~ =  (dN)N. The 
relevant compliants are now given by the internal softness matrix 
S = (ON/O#)N = --,O (Eqs. 52-56), which defines the corresponding internal 
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Fig. 4. The MECs {~'k, k = 1, 2} in the case of the two-AIM populational degrees of freedom. Both 
MECs are seen to be dominated by the components from the soft PNM, 02 (see Fig. 1), or the 
corresponding projections onto the internal polarization axis, P, thus representing only minor 
changes in the overall number electrons (projections onto the CT direction) 

MEC and their characteristics: 

( i )  k ~--" ((~Zi/aZk)N,E M :m in  = ( / Z ~ / / Z - k ) E M  = rain = Si ,  k / S k ,  k 

7 ,  - ( U  E/az~)N.E= : =~o = ( a Z E / a z ~ ) E .  = ~,o = s k_~, 

(93) 

(94) 

(95) 

We would like to emphasize that, due to the closure constraint, there are 
only (m - 1 ) linearly independent internal MEC. Thus, the m vectors defined by 
Eq. (93) in reality span the (m - 1 )-dimensional space of internal MEC. In order 
to remove this linear dependence one could adopt the relative internal approach 
of Sect. 2.1.3. Namely, one then selects the electron population of one atom in 
the system as dependent upon populations of all remaining atoms, and discards 
the MEC associated with that atom. All remaining MEC can also be construc- 
ted directly from the corresponding internal relative softness matrix. Although 
the sets of independent internal MEC for alternative choices of the dependent 
atom will differ from one another, they must span the same (m - 1 )-dimensional 
linear space of independent internal MEC. For example, in the two-AIM system 
of Fig. 4 there is only one independent internal MEC direction along the P-line. 

It has been shown numerically that the above two sets of MEC, external and 
internal, are almost indistinguishable, exhibiting practically identical compli- 
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ance constants of Eqs. (91) and (95). Therefore, in illustrative MEC plots for 
toluene (Fig. (5a)) we have displayed only the external MEC contours and listed 
their corresponding hardness parameters. 

Clearly, it follows from the N = const, constraint, 

dAT(k) = ~ ,M (T)k = ( ~ 3 N / ~ N k ) N . E  - r.~. = 0 (96) 

that z , i~k 6)k= -- (k,)" = -- 1. 

Analysis of the diagrams shown in Fig. (5a) reveals that the primary positive 
(unit) displacement (k) k = 1, identified by the largest open circle in each contour, 
mainly occurs at the expense of the negative populational shifts on neighbouring 
atoms, which effectively screen the primary change, thus generating a rapidly 
decaying, oscillating response on remaining atoms. This explains why the 
Jl/~k and ~k MEC are almost identical. It is also worth noting that all contours 
exhibit the maximum sign alteration around the primary displaced atom. This 
indicates, that the softest PNM will always contribute strongly to all MEC. 

Finally, let us define the REC. As we have mentioned earlier in this 
section the k-th REC, ~k,  is defined by considering a partitioning of M into 
the displaced atom k, which accepts one electron from its reservoir, and 
the corresponding (closed) remainder, M~, a complementary subsystem 

MEC 

(0.059) 10.058 ) 10.062 ) (0.067) 10.2251 

a) I0.0541 10.2371 (0.231) 10.2211 10.2251 

REC 

10.245 ) I0.242 ) I0.249 ) 10.252 ) 10.372 ) 

b) 10.2501 10.3761 10.374) 10.3711 10.360) 

Fig. 5. Schematic diagrams of the external MEC (Panel a), ./~k, and REC (Panel b), ~k, in toluene. 
The largest unshaded circle represents the atom k undergoing the test populational shift, dNk= 1. 
The numbers in parentheses (a.u.) report the relaxed hardnesses Fk (Panel a) and t/~k (Panel b) 
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consisting of the mutually opened atoms different from k, M~ = (... Ik - 11k + 11 
• . . ) ,  M (k~ = ( k l  M 'k ) :  

• ~k = gk + ~iMek [i]  kg, = bi(.¢i~ ~k)) t (97) 

where ~(k) = ( .... [k - 1] k, 1, [k + 1] k . . . .  ) and 

[ i ]  k -= (C?Z,/OZk)u'k,e= m,, (98) 

where Nk = ~ M ,  Ni - 1'k(N'O t. Clearly, the electron flows of Eq. (98) are 
identical with those defined by the relaxational matrix of Eq. (39): 

, ~ ( k )  = {[j]k} = T ( k I M k )  __. (63N,k/(?Nk)N,k (99) 

where T ("ja") = {T ~kl M,,~, i ¢ k~, so that ,~k is readily obtained from Eq. (42). 
Obviously, in the REC case: }-" i e ,  [ i]k = 0. The hardness quantity associated 
with k-th REC is the AIM-relaxed hardness: 

a = ~ a / / O N  i "~ a /a ,  T l k l u " )  r / i , .  ( 100 )  
N'. ~?N~ 

The illustrative REC for toluene are shown in Fig. (5b). A comparison 
between the corresponding modes of the two panels in the figure shows that they 
are very similar indeed, with the REC being seen to affect the atoms more 
distant from the location of the primary displacement; in its vicinity, where the 
amplitudes are the largest, both sets of contours are practically indistinguish- 
able. 

Analysis of the MEC hardnesses of Fig. (5a) shows that the test oxida- 
tions/reductions on carbon atoms give rise to comparable MEC hardnesses, the 
softest MEC in the system; the para (p)- and rneta (m)- carbons in the ring are 
seen to be slightly softer in this respect than the ortho (o)- carbons, The softest 
population displacement is on the methyl carbon. The hard category of MEC 
involves the test oxidation/reduction on hydrogen atoms, with slightly harder 
changes being predicted for the methyl hydrogens, A similar picture emerges 
when one considers the relaxed (diagonal) atomic hardnesses reported in paren- 
theses beneath the REC diagrams of Fig. (5b). Namely, the hardness differences 
between the (o-m-p)-carbons remains the same, but the methyl carbon appears 
almost as hard as the carbon that is chemically bonded to the methyl group. The 
softest hydrogen is now at the o-position, in contrast to the MEC hardness, 
which is predicted to be lowest at the m-location. Again, the methyl hydrogens 
are seen to be the hardest atoms in terms of the relaxed AIM hardness 
parameters. 

Let us denote the MEC/REC directions by the representative vector 
r M = (~/'M, ~M,~M), where "/~M = ( ' ~ 1  . . . . .  ~/'m), etc., and define the c o r r e s -  
p o n d i n g  representative transformation matrix W = (,A£, ~, ~ )  between the basis 
of the orthonormal AIM vectors b M (b ~ ~ M = I) and the corresponding 
MEC/REC directions: 

/'M = ~-MW (101) 
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The three transformation matrices W combine the MEC/REC components: 

• - ~  = ('-4/'O) l ~/'(2) 1--. I ,-/¢'(m) ) = 0t /~M/`O~M (102) 

avg = (//~(1)I/~/(1)t . . .  I ~ ( m ) )  = `O~M/`O~ M (103) 

= (.~(" I.~2~1 . . - I ~  (m)) .~_ Ò,t,,~M//~i~M (104)  

It should be observed that, contrary to the orthonormal character of the AIM 
basis vectors, the MEC/REC vectors i' M are not orthogonal, giving rise to the 
metric 

"~---~ ~M = W'I' (~ ~M w = WtW (105) 

Clearly, the transformation W also defines the projections of the population 
displacement vector 2 = ~. M d Ni gi onto P a = (fl . . . . .  fm): 

M Z Z (r) Z~k ' ) = 2 f k = ~ i  iWi.k or = z W  (t06) 

Thus, the corresponding expression for the energy change in the quadratic 
approximation becomes: 

A E "+2~ = l~z t + ½zqz+  

= r~u(w -1 ) t ] ( z ( r ) ) t  q-- l z ( r )  [ W  - 1 t / ( W  -1 ) t ]  ( z  (r))t (107) 

~ (r)(z (r))t "Ji- l z ( r )  q(r)(z(r) )  

This equation defines the chemical potential [p(r)] and the hardness [q(O] 
quantities for the MEC/REC reference frames. Similarly, 

~Z (r) `OZ `OZ (r) 
F ( ' )  - 0---N-= ̀ON `oz - f W  (108) 

defines the relevant mode FF indices. Moreover, since # u =  b Ml+= 
M (W - 1 1 +), the complementary derivatives are: 

`O~N ,ON 
(q)('))t . . . . . . . . . . . . .  W - '  1 + (109) 

`OfM `OZ (,) 

These quantities vanish identically for the internal MEC, qo (') = O, and they are 
exactly equal to 1 in the REC case, q~) = 1, since then only the primary (unit) 
population displacement contributes to d N. 

We observe further that the FF indices of Eq. (108) do not sum up to unity. 
However, following the PNM development one can again define the modified, 
CT-projected indices: 

W~ r ) =  F~r)(plr), k = 1 . . . . .  m (110)  

which satisfy the desired "normalization": 

F ( ° ( ~ ( ° )  + = f W W  -1 1 + = f l  t = 1 (111) 

The above observation calls for the corresponding CT-projected redefinition of 
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the external MEC population variables: 

2{JV'} : Z , / ~  , . / ~ :  (J[/*(1) (p I~) I ,J~(2) (1) ('/¢ } ] ... ] ,/~(m) (l) (m~4Z I ) (112) 

and the associated derivatives: 

/ i~xl=/~( j~.  1 ) ,  q ~ x l = j ~  lq(jtT--1)t ' etc. (113) 

It can be easily verified t ha t / i ¢~ )= /~1  for global equilibrium state, when 
/~ = kt 1. This is because 

CPU ) =- ctN / c~E~k ~ '  ---~ ( ~Zt'/V-)/~Z~) ) ( ~ N/(~Z ~ l) = (Pk{'4~)/ek'"V) = 1 (114) 
In the internal MEC case, all populational derivatives/~(*) = O for the initial 

global equilibrium. Therefore,/t~)= 0 also in the REC description for a given 
partitioning, M~kl= (klM~,)= (k t i v ~ k), if the initial electron distribution cor- 
responds to the global equilibrium; then too, ta~*~ = ~?E/~3z~= ~p~t  a = IX. 
Thus, the representative REC chemical potential la~ ~ for the M ~k~ partitioning, 
representing the relaxed chemical potential of atom k, is also at the initial global 
chemical potential level. 

The REC coefficient [i] ~ of Eq. (98) can be also expressed as the ratio of the 
corresponding softness quantities (see Eqs, (90) and (94)), Since the forces (inter- 
nal electronegativities) associated with the relaxational degrees of freedom must 
vanish exactly by the minimum energy criterion, the following chain rule 
applies: 

[ i ] k = \  #Nk ,/N'~ \- #~k--k ,/NI~/\0~-Yk,/N;, 

where we have removed the E = min condition from the list of constraints in 
order to simplify the notation. The derivative in the numerator of the last 
expression is the off-diagonal softness for the M ~kl = (kl M~,) partitioning of M: 

s(kk, l = (#qWk'~ ( (~N' ~ k ) fik" M'k (116) 

defined by the ratio of the corresponding off-diagonal FF index and the relaxed 
hardness of the displaced atom k in M (Eq. (100)), the inverse of which also 
appears in the denominator of Eq. (115). Using the last two equations gives 
Eq. (99). 

2.3 Mapping Relations 

The ground-state relation between the geometric and electronic structure quant- 
ities provides a mapping between the nuclear-position and electronic-popula- 
tion degrees of freedom of molecular systems. An understanding of a subtle 
interplay between these parameters has been a major goal of theoretical chem- 
istry [33-36]. It has recently been demonstrated [23, 37], that CSA provides 
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a theoretical framework for constructing explicit mapping relations between the 
AIM (or collective) charge (electron population) coordinates and the corres- 
ponding nuclear (or collective) displacement modes. The crucial element of this 
development is the linear response (internal softness) matrix # = - S, which 
links these two (electronic and geometrical) structural aspects of molecular 
systems in the AIM resolution. 

Let O denote the minimum set of bonds and angles that uniquely specify the 
system structure. The AIM-population displacements for constant N, (dN)N, 
are linked with the corresponding geometrical displacements via the chain-rule 
transformation [23]: 

(dN)N = dO(Ov/OO)fl = d O G f l  - d O T ( O  - ,  N)N,  (117) 

where p =  (ON/Ov)N and the geometrical transformation G represents the 
external potential response per unit change in the geometrical parameters. The 
latter is analytically available for the internuclear distances 
O = R - (R b, R nb), including the bonding (b) and nonbonding (nb) internuc- 
lear separations, respectively, in the "frozen" AIM-charges approximation, 
q = q o = Z -  N o, where Z groups the nuclear atomic numbers and N o are 
the equilibrium AIM populations at the starting geometric structure O 0. 

The charges from EEM calculations [10] were shown to provide an ad- 
equate basis for the model force field which determines a realistic bond-stretch 
Hessian matrix, #g b = 02 E/OR b0R b] o% calculated for the fixed bond angles at 
the starting geometry [23]. For each atomic pair, this force field uses the 
effective point-charge electrostatic interactions as the potential component 
contribution of this pair to the total Born-Oppenheimer energy, and supple- 
ments it with a matching electronic kinetic energy function, obtained from the 
virial theorem, in the spirit of the familiar simple-bond-charge model [38]. Thus, 
in this approximation one attributes the Fues potential-like contribution of each 
atomic pair (bonding or nonbonding) to the overall potential energy surface for 
nuclear motions. The full geometric Hessian, acg = 02 E/OQOQ 1o% or ~ b can 
also be generated from independent SCF MO/CI or DFT calculations. 

Clearly, the dN and dO vectors have different dimensions. Suppose that one 
is interested in relating the (m - 1) populational degrees of freedom for constant 
N, (d N)N to the equidimensional subset, Q s of Q, e.g., O b = R b, in noncyclic 
systems. In order to fix bond angles one requires an additional constraint 
transformation, Ts= OQ/OQ ~, which is available from geometrical consider- 
ations [23]. For example, the d R b ~ (d N)N mapping is given by the product 
(chain rule) transformation: 

( dN )N  = d R b c b T ( Q  -+ N)N ~ d R b T ( R  b --~ N)N. (118) 

These local mapping transformations, relating AIM electron populations 
(charges) to bond lengths, can be easily generalized into relations involving 
collective electron-population- and/or nuclear-position-displacements, e.g., 
PNM and nuclear normal modes. For example, the bond-stretching normal 
vibrations, .~b, defined by the 9¢g ~ principal directions, O = O~b/OR b, 
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O t . ~ b O  k b { O t O = l ,  (119) = = k~ 6m.}, 

are related to the A I M  charges through the d~. b__, (dN)N mapping: 

(dN)w = d ~ b O t T ( R  b -* N)N -- d~tbT(-~ b ~ N)N (120) 

Consider now the (m - 1) collective internal PNM (internal normal modes, 
INM), represented by all eigenvectors of ,8 except the zero-eigenvalue (d/V, 
external CT) mode ~ = m, for which all components are identical: 

c ' p c  = s = { s = 6 ~ } ,  c * c  = I (121)  

The transformation e can be partitioned into the matrix e', grouping the first 
(m - 1) columns and representing independent internal charge redistribution 
modes, and the last column, representing the pure CT displacement: 
e = (e', c ,1). The (m - 1) collective populational variables, 

dp '  = (dN)NC' (122) 

can now be related to geometrical degrees of freedom. For example, multiplying 
Eq. (118) by e' immediately gives the T(R b __. P')N mapping: 

d o  ' =  d a b T (  Rb--~ N)NC' ~ d a b T (  Rb--~ P')N. (123) 

Finally, expressing dR  b in tems of d ~  b, d R  b = d~b O t, gives the d,.~ b'-~ d p '  
mapping transformation: 

dp '  = d # . b O t T ( R  b ~ P')N =- dj~bT( ,,~b - ' ~  P' )N.  (t24) 

Obviously, one can derive similar mapping relations involving the populational 
and/or nuclear MEC or REC. However, when generating the relevant trans- 
formations one has to recognize their non-orthogonal character. 

In Fig. (6) we have collected illustrative mapping "translators" between the 
geometrical (bond-stretch) and populational degrees of freedom in CH3OH 
1-23-1. These were obtained from the MNDO bond-stretch Hessian matrix and 
the relevant charge-sensitivity data from the CSA/EEM calculations in the AIM 
resolution. 

The first panel (al) shows the bond length responses per unit populational 
displacements (chemical reduction, dN~ = 1 ) of the constituent AIM. It can be 
seen in the diagram that such test displacements on methyl hydrogens (reversing 
original bond polarization) are predicted to result in elongation of both the CO 
(secondary response) and the CH (primary response) bonds. A similar direct 
geometrical relaxation, stretching the CO bond, is predicted when the electron 
population on C is increased. The reverse, bond shortening, geometric response 
is predicted when the hydroxyl atoms are reduced: for both cases (i = 1, 3). The 
major relaxations involve a dominant increase in R~o. There is also a secondary 
structural change of d RbCH < 0 accompanying a reduction of the OH group. The 
assumed chemical reduction on the oxygen atom implies an increase in the 
initial polarity of the CO bond, so that the al  diagram associates the CO-bond 
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Fig. 6. (Continued), 
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shortening with increased bond polarity. The same physical implications follow 
from the d Nc > 0 displacement, which decreases the initial CO polarity and, as 
such, is related to the CO-bond-lengthening response. One could interpret the 
CH-bond-length responses to populational (charge) shifts on methyl hydrogens 
in the same spirit: test reductions on the hydrogen were shown to decrease bond 
polarity, and therefore, are predicted to stretch the CH bonds. Finally, one 
concludes from the al  map that the OH bond remains relatively resistant to all 
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AIM charge displacements. Clearly, all of the above responses are reversed when 
the test chemical oxidations (dN~ < 0) are considered. 

Let us now examine the inverse mapping transformation (Panel a2), which 
has a direct connection to the Gutmann bond-length variation rules [33]. This 
map exhibits the dominant and intuitivity expected direct charge response effect, 
i.e., decreasing polarity of the elongated bond. For  example, a test stretch of the 
CO bond mainly increases the electron population on C and decreases it on O, 
thus resulting in a lower bond polarity. Similarly, dR ~H > 0 generates d N o <  0 
and d/VH(o)> 0, thus diminishing the initial bond polarization. A similar, 
though weaker, effect is detected in all CH bonds, in which the electron 
population of the carbon atom decreases and that of the corresponding hydro- 
gen increases when the bond is elongated. All these primary charge-relaxation 
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e) 

Fig. 6. Illustrative mapping relations [from Ref. 23] between the populational and bond-stretching 
degrees of freedom in methanol: local-local (Panels a), collective-local (Panels b), local-collective 
(Panels e), and collective-collective (Panels d). The corresponding local and collective structure 
variables as well as the initial EEM charges are defined in additional diagrams of Panels a and e. The 
matrix "translators" T(x ~ ¥) are interpreted as a "surface" and graphically represented as the 
corresponding contour maps, with the row (independent) and column (dependent) variables x and 
F fixed along the horizontal and vertical lines, respectively. In Panel e the same convention as that 
previously used to illustrate collective charge displacements (first column) has been adopted, with 
the circle areas being proportional to I c., [ (Eq. (121)); the lengths of arrows in the second column of 
Panel e is proportional to the dominating IOr,I components (Eq. (119)) in the n-th vibrational 
normal mode. There are two sets of contour values, used for panels in each column: in the first 
column (al-dl) the starting value of JTkl] = 2 with equal spacing between 3 consecutive contours, 
,,x = 2; above I Tk~l = 6 A = 10 has been used; the contour values in the second column are divided 
by 100, relative to the first column. Negative values are represented by broken lines 

effects are reversed when the dR ~ < 0 primary structural displacements are 
examined. 

There are several weak indirect bond-polarization responses in a 2 map of 
Fig. (6). Namely, the CO stretch is seen to diminish the original polarity of the 
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OH bond, since the net charge on O decreases and that on the hydroxyl 
hydrogen remains approximately constant. Similarly, the OH stretch is pre- 
dicted to result in diminished initial CO bond polarity, since it implies the 
secondary responses: 6 N  c > 0 and 6No  < O. 

In non-cyclic systems each bond, i, divides the molecule into two com- 
plementary sybsystems. Let bid and a, A denote the donor (basic) and acceptor 
(acidic) atoms of the heteronuclear, coordination bond b ~ --* a,A; let D~ and 
A, stand for the donor (consisting b,V) and acceptor (including a~) subsystems, 
respectively: 

D i  

A f 

. . .a i  ° 

&-- 

Ai  

A 

b~ . . . . . . . . . . . . . .  a~ b~-..  

6 +  6 -  6 +  
(]25) 

Here a ~ and b ~ represent the remaining acidic and basic atoms, respectively, in 
D and A bonded to the two coordinating atoms of the perturbed bond, generally 
exhibiting fractional negative and positive charges, respectively, as a result of the 
intra-D~ and intra-A~ bonds formation. The intuitively expected electron distri- 
bution response to a lengthening of bond i can be summarized by the following 
Gutmann-like diagram: 

¢" . . . .  ~, Z . . . . .  ~, ¢" . . . .  r,, 
• .. a D ,-- - - - b  D * -  . . . . . .  a~ . . . .  - ,  b~ - - .  (126) 

Di  d R ~  > 0 Ai  

where the arrows connecting the bonded nuclei point toward the induced 
electron shift (bent arrows) or an increase in a bond length. This diagram takes 
into account a decreased CT component of the bond being stretched (the 
directly coupled response) and the polarizations inside D~ and A~ (indirectly 
coupled, induced responses), which moderate the effects of the primary charge 
shift in the Le Ch~tetier-Braun sense. 

Paraphrasing the first bond-length-variation rule, which summarizes cha- 
nges in the molecule D and A when the intermolecular D--* A distance is 
increased, suggests the following general behaviour: the larger the distance R ~, 
the smaller the polarization of the stretched bond and the greater the coordina- 
tion (shorter bond) of bonds involving b ~ and a ~. As a result of this charge 
redistribution, the a ~ atom becomes less acidic and the b ~ atom becomes tess 
basic. However, since the direct-response charge redistributions are expected to 
be larger than the polarizational ones, the outflow (inflow) of electrons from 
a ~ (to b D) when R,b is increased should be larger than the moderating (induced) 
inflow (outflow) due to remaining atoms. This also suggests a decrease in the 
initial bond polarity of the other bonds involving constituent atoms of the 
primarily stretched bond. 

62 



Reactivity Criteria in Charge Sensitivity Analysis 

Some of these qualitative predictions are indeed observed in Panel (a2) of 
Fig. (6). For example, as we have already observed above, the dR ~ > 0 per- 
turbation of the OH bond does indeed result in decreased CO bond polarity; 
a similar effect is observed for the OH bond when Rgo is increased. 

We now turn to the mixed translators of Panels b. The first of them (bl) 
maps the collective charge modes (INM, Panel e) into the bond length variations 
that they imply. The modes ~ = 1, 2 are seen to have relatively weak effect upon 
all bonds. The ct = 3 mode, describing the [OH] ~ [CH3] internal CT, has the 
strongest geometry-relaxation response, in which all bonds but OH are pre- 
dicted to increase their lengths as a result of the forced charge displacement. 
Finally, the remaining internal CT modes between methyl hydrogens, ~ = 4, 5, 
are seen to give rise to CH-bond differentiation, as intuitively expected. 

The inverse mapping, from the forced bond stretches to the INM displace- 
ments (Panel b2), shows that the CO stretch in methanol translates almost 
exclusively into a displacement of the second INM in the negative direction, if 
one neglects a small positive component from ~ = 3. The ~ = 2 INM is seen to 
participate strongly in charge responses to all of the bond elongations. This is 
not surprising, since this softest mode (exhibiting the largest number of nodes) 
represents the very (short-range) polarization which is responsible for the 
minimum-energy charge reorganization following a given bond-length increase. 
One also concludes from this diagram that the localized OH stretch requires 
a combination of displacements along the ~ = 1 - 3 INM to ascribe the charge 
response to such a geometrical perturbation. This is consistent with the local 
mapping relations. Namely, in order to account for direct and indirect charge 
responses to an increase in fi'~H one needs the OH polarization (mode ct = 1) 
and CO (CH) polarization (modes ~ = 2, 3) components. This is also the reason 
why the softest mode ~ = 2, that includes alternating polarizations between 
neighbouring atoms, is present so strongly in all charge responses to localized 
bond stretches. 

Now, let us examine the mixed translators of Panel c, involving the bond- 
stretch normal modes (Panel e), and the AIM electron populations (shown 
above Panel a). We observe first, that the localized nature of the first two nuclear 
modes (essentially localized CO and OH stretches), implies that the two first 
columns of the cl translator should be identical with those in Panel al ,  as indeed 
seen in the Figure. It should be emphasized at this point that such local (test) 
reduction of a given atom i generates a charge response along the i-th internal 
populational MEC, which triggers the structural change represented by dia- 
grams al and cl. Thus, the structural responses reflected by these mapping 
relations do in fact represent the geometry relaxation effects associated with the 
populational (internal) MEC in question. A comparison between diagrams al  
and cl shows that the local charge perturbations in general translate into 
a combination of many vibrational normal modes. 

Turning now to transformation c2, we again observe that the first two rows 
are almost identical with those in map a2, again due to the localized character of 
-~  and ~ .  The symmetric stretch of the CH bonds (.~) is again seen to result in 
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their diminished polarity; a slight increase in the polarity of the CO bond is also 
observed in response to a shift along this collective nuclear displacement. Again, 
one detects in the asymmetric stretches ~ and ~ that always the stretched 
(shortened) CH bonds are mapped into decreased (increased) bond polarity 
changes. 

The most compact mapping is obtained in Panel dl, in which displacements 
along populational INM are translated into normal bond-stretches. It follows 
from this diagram that the softest INM does not generate any appreciable 
movement of nuclei along five nuclear coordinates. This prediction is consistent 
with our earlier observations relating the polarity of a bond to its length. 
Namely, since this INM changes the polarity of all bonds it cannot translate into 
a nuclear mode representing only localized CH3 bond stretches. The ct = 1 INM 
increases the CH(4) and OH bond lengths slightly, the polarities of which 
decrease as a result of a positive INM displacement. The third INM, which shifts 
electrons from OH to CH3, is seen to be mapped into a combination of positive 
displacements along ~ ,  ~ ,  and .~. Again the ~ (CO stretch) component 
dominates in accordance with the most important decrease in the CO polarity 
along this INM. The remaining components can also be explained in terms of 
this approximate bond polarity-bond length relationship. Namely, the ~ = 3 
INM is now seen to generate decreased polarity of the non-bonded OH(4,5) 
interactions. Thus, this electron redistribution should also translate into an 
appreciable increase in the length of bonds 4 and 5, and a smaller increase in R~. 
This is indeed the net displacement of the methyl hydrogens represented by the 
( ~ ,  ~)-components in the ~ = 3 row of Panel dl. Finally, the ~ = 4 and 
5 INM translate into ~ and . ~  almost on the one-to-one basis. These map- 
pings are partly due to the symmetry constraints and they conform fully to the 
general bond-polarity-bond length relation. 

Finally, let us interpret the physical implications that follow from the inverse 
collective-collective transformation of Panel d2. It relates the independent (unit) 
displacements along the nuclear normal modes into the respective charge 
responses in the INM representation. As expected, the ~ ~ (CO stretch) mode is 
mapped into the minimum energy response represented by the dominant (nega- 
tive) shift along ~ = 2 INM, as is required in order to decrease the CO bond 
polarity. A more complicated charge shift accompanies unit displacement along 
. ~  (OH stretch). Clearly, the dominant INM in this nuclear motion, a = 1, 
accounts for the decreased OH polarity. The remaining, negative shifts along 

= 2 and 3 INM are required to represent the short- and long-range polariza- 
tion, describing charge responses on remaining atoms, which counteract the 
charge-reorganization effects, due to ~ = 1 component, that are conjugated 
directly to the d ~ ~ > 0 displacement. This Le Ch~telier-Braun type interpreta- 
tion can also rationalize the small component in the next ~ (symmetric CH3 
stretch) row of Panel d2. In this case, the directly coupled normal-charge 
response, ~ = 2, which dominates the charge relaxation, describes mainly a col- 
lective charge shift that diminishes the initial bond polarity in the CH3 group; 
a small positive component from ~ = 1 INM accounts for the induced polariza- 
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tional shift inside the OH bond. The intuitively expected INM charge reorgan- 
ization spectrum is obtained for the geometry change along . ~ ,  since a combi- 
nation of positive shifts along ct = 2 and ct = 4 generates the required CH bond 
polarity changes for CH(5,6) (i.e., stretching the bonds). Finally, due to sym- 
metry, . ~  is seen to be translated into a single conjugated shift along ct = 5 
INM. 

All chemical reactions involve both the nuclear displacements and the 
concomitant electron redistribution. By the Hohenberg-Kohn theorems [1] the 
ground state electron density is in one-to-one correspondence to the underlying 
external potential due to the nuclei of the system. Depending on what is 
considered to be the perturbation and what the response to it, when the 
geometry of the system undergoes a given change, either of the following two 
perspectives can be adopted [36] : (1) electron-cloud following, when the electron 
density shift is viewed as the ground-state response to the primary nuclear 
displacement (perturbation), in the spirit of the Born-Oppenheimer approxima- 
tion; (2) electron-cloud preceding, in which a hypothetical electron density 
displacement (perturbation) is regarded as preceding (accelerating) changes in 
nuclear positions (response). It is possible, under simplifying assumptions, to 
rationalize some electron processes in terms of the MO transition densities, 
although many transition densities are expected to contribute even to the 
simplest responses of the system [34, 35]. Symmetry rules for chemical reactions 
have also been formulated [34, 35] in terms of symmetry restrictions on the 
excited state contributions to the ground-state wave-function, due to perturba- 
tion by a given normal mode displacement of the nuclei. The mapping relations 
of the CSA in the AIM resolution provide a more explicit and transparent 
framework for discussing the general, ground-state relations between the Elec- 
tron Population Space (EPS) and the Nuclear Position Space (NPS). There is an 
urgent need for means to "translate" directly the reaction coordinate representa- 
tions in the two spaces into one another. As we have demonstrated above, the 
CSA development generates these very "translators" between attributes of 
alternative reference frames in the two spaces. 

The explicit mapping relations have profound implications for catalysis and 
for the theory of chemical reactivity in general, since a given, desired geometrical 
(bond-stretch) NPS displacement of a system from its initial structure can now 
be translated into the associated charge EPS shifts, and vice versa. One can also 
transform selected reactive EPS channels, e.g., the softest PNM or INM of 
reactants, into their NPS conjugates. The numerical data reported for methanol 
also provide additional validation of the physical significance of the PNM 
reference frame, which is practically indistinguishable from the INM coordinate 
system. The nuclear normal modes are known to have physical meaning at low 
energies (amplitudes) (cf "natural vibrations"); they are now almost uniquely 
related to their EPS conjugates (cf "natural polarizations"): the geometri- 
cal/electronic structure relaxations of the system are seen to take place along 
a very few normal modes, in both the NPS and EPS representations. The 
one-to-one character of some normal mapping relations is also important for 
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interpretative (predictive) purposes. The successful applications of the PNM 
reactivity criteria can be given a more conventional NPS rationalization when 
the collective-collective translators are dominated by one-to-one relations: elec- 
trons in such molecular systems do indeed tend to be redistributed along a single 
INM/PNM in response to a geometrical distortion along a single conjugated 
normal coordinate. 

Both the electron-cloud preceding (that accelerates nuclear motion) and 
electron-cloud incomplete following (resisting nuclear motion) mechanisms of 
Nakatsuji [36] can now be viewed as particular manifestations of the present 
mapping relations. 

The possibility of mapping local (or collective) displacements in one space 
onto the local (or collective) shifts in the other space can be used to quickly 
assess the feasibility of various poputational displacements in a molecule, by 
testing whether they translate into one of the normal vibrations. One can also 
achieve a direct connection between the charge sensitivities and spectroscopic 
data, which might eventually help one to establish additional ways of verifying 
the reactivity trends predicted within CSA. These mapping relations also pro- 
vide a sound phenomenological basis for a systematic manipulation of surface 
structures, in order to facilitate the desired charge redistribution in the adsor- 
bate. This opens new possibilities for affecting reactivities and selectivities along 
a given reaction channel. 

One could use the NPS-EPS translators to identify natural vibration modes 
associated with a given normal or local polarization channels. This is potentially 
important for catalysis, in which polarizational promotion of an adsorbate 
molecule by an active site of the surface can eventually be translated into 
bond-stretch vibrations, perhaps those leading to bond cleavages. One could 
also attempt a search for the optimum matching of two reactants with the aim of 
achieving the optimum charge polarizations, ultimately leading to the desired 
bond-forming - bond-breaking mechanism. 

As emphasized by Gutmann [33], the structure of a molecular system is not 
rigid, but rather is adaptable to environment. The CSA/EEM mapping relation 
development allows one to view this electronic-geometrical structure relation- 
ship from many chemically interesting perspectives. Changes in the charge 
density pattern are reflected by changes in the structural pattern, which in turn 
may lead to a new reactivity pattern in the system. By applying an appropriate 
molecular environment, e.g., a catalyst, one can induce the desired electronic 
structural conditions for "activating" bonds of interest by changing their polarity. 

3 Molecular  fragment development 

3.1 Determining Charge Sensitivities from Canonical AIM Data 

One can determine the fragment responses corresponding to the constrained 
equilibrium in M G = (X[YI... tZ) in an analogous way to that used to determine 
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the responses and global properties of the system as a whole (Eqs. (57) and (58)). 
In this case the system is divided into mutually dosed fragments, each exhibiting 
its own equilibrium chemical potential: Px =/~x v lx, ..., pz = #M lZ. The elec- 
tronegativity-equalization equations, which describe the intra-fragment re- 
arrangement leading to the assumed equilibrium, together with the obvious 
relations, { ~ x d N~ = d Nx }, may be written in the following matrix form [20"1: 

0 0 0 l x  Oy 

0 0 "'" 0 0 x 1y 

. . . . . . . . . . . . . .  o . . .  

0 0 .-. 0 Ox 0¥ 
ltx Otx ... Otx . /xx ~X,Y 
O~ 7~ . . .  o~ )t Y,X ~t v,Y 

0~,  0 ~ . . . .  I,~ )t z.x ,l ~.¥ 

• . -  0 z 

• , ,  0 Z 

. , ,  

, , ,  

, . .  

. , .  

1z 
~ X , Z  

t~  Y , Y  

, , .  

~ Z , Z  

-t/# 

- / ~  
6Ntx 
6Nty 

6N~ 

dN M 

dN M 

° . .  

dN M 

- (~)+ 
O,~)t 

~)+ 

or in short: #Ggt~ = 9~t 6 

(127) 

where 9~ G and 9~G stand for the generalized response and perturbation vectors 
in M G, respectively. As before in the case of global equilibrium, the vectors, 
It~ = #OIA + d VA (A = X, Y . . . . .  Z) group the initially displaced chemical po- 
tentials of constituent atoms that define the intra-fragment forces, 
d/~A + =/ t  f, - - / u~ l  A (A = X, Y . . . . .  Z), and thus determine the changes in the 
electron populations of the atoms, 6 N A  = N A  -- N ° ,  etc., as allowed by the 
partitioning M a. Again, the solution of this equation can be found by the 
inversion of the generalized hardness matrix ~G" 
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- u ~ x  

- t~ 
6N*x 
6N~y 

6N~ 

M 
- -  r / x , x  

M 
- -  ~ Y , X  

M 
~ Z , X  

( fx ,  x)t  

( f x ,  Y)t 

( f x .z ) t  

d N  M 

dNv  u 

. . .  

d N  M 

M 
- -  OX,  Y 

M 
- -  JTY, Y 

M 
~ Z , Y  

(fY,×)~ 
(fY, Y)t 

( fY, Z)t  

_ ( t ~ ) t  , 

- ( t ~ + )  t 

_ (~)t 

M 
, . .  F/X ,Z  

M 
" " "  OY,  Z 

M 
" ° "  ~ Z , Z  

. . .  ( f X ,  Z ) t  

... ( fZ ,  Y)t 

... ( fz,  z)t 

f x ,  x fx, v ... f ~ z  

fY, X fY, Y ... fY.Z 

. .o  , . . . . . . . .  

fz ,  x f ~ v  ... fz ,  z 

_ D x ,  x _ p x , ~  . . . .  px ,  z 

__ # Y , X  __#Y,Y ..  _ _ # Y , Z  

• . .  . . . . . . . . .  

_ p~ .x  _ p z , ~  . . . .  # z , z  

(128 )  

where ~G = (qG)- 1 is the molecular fragment generalized softness matrix. It can 
be partitioned into two main diagonal blocks, representing the condensed 
hardness matrix elements and those of the linear response function, respectively, 
with the off-diagonal blocks giving the relaxed FF indices (diagonal and off- 
diagonal). For each fragment one obtains the familiar equation 
dpM Z M d N  M i M fA, B)t, = qA, B + ~ , ,  d VB( which generates the shift in the 
chemical potential of fragment A, and the second equation 
5NA=EMdNMfB'A+~,. d ( A , B = X , Y  .... .  Z), for the relevant 
intra-fragment charge reorganization. Here, the matrix blocks of the FF and 
linear response matrices are defined as follows: 

fx, Y =_ aNv/~Nx = O#x/aVy, flx,Y - ONy/(~Vx. 

Using the chain-rule transformation, one can generalize Eq. (43) for this 
general case of constrained equilibrium: 

fA, B (~NB M (~Nc ~NB M /A, CT(ClB) (129) 
- ~ N A  = y" e ~ N A  c~Nc -= ~ c 

where T (CIB) is a block of the relaxational matrix of Eqs. (39) and (42), generaliz- 
ed for partitioning a molecule into molecular fragments. Knowledge of the FF 
indices allows one to derive the combination formulas for the condensed 
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quantities, i.e., the fragment chemical potentials and condensed hardness matrix 
elements in terms of the relevant AIM charge sensitivities: 

= ~'BM fA.B(pB)t, A, B = (X, Y, ..., Z) (130) 

c ~2 E G ~3/JA M 8/U M M (3Nc ~32 E (~ND 

"/AMB = c~NAc3N-~B -- 8NB -- ,3N~ = EO, D 8NA (3NoC~ND ~NB 
= E  M fA'Ct/C'D(fB'D)i', A , B , C , D = ( X , Y , . .  Z) (131) 

C,D  ' ~' 

One can also generalize the Berkowitz-Parr formula of Eqs. (16) and (55) into 
the following form, valid for the constrained equilibrium in MG: 

(}.A,B = __pA.B .{_ EcMD~ffD.Ayt~M, ! '."O,C fC, e (132) 

where the condensed softness matrix element is 

M ~NB M dmc (~NB sA.B 
OrA'B = (~/.tA = ~ C  SpA 8N~ - ltB = 1Ao'A'B ltB (133) 

3.2 Collective Modes of Molecular Fragments 

The concepts of PNM and MEC/REC may be extended into those representing 
molecular fragments corresponding to a given partitioning of the system in 
question into mutually closed, interacting subsystems. As we have argued above, 
such an extension can be of great interest in the theory of chemical reactivity. 
For example, in gas-phase reactions one is interested in the role played by the 
charge displacement modes of the A and B reactants in M ÷ = (AIB), before the 
B --, A CT; of interest also are the changes in the PNM/MEC/REC of reactants 
in M ÷ due to the presence of the other reactant, relative to those in the limit of 
separated reactants. 

In the M ÷ case, complementary fragments (reactants) are considered to be 
mutually closed subsystems. One encounters a similar type of partitioning in the 
physisorption catalytic system consisting of the catalyst (c¢) and the adsorbate 
(~¢): (dlc~). However, in the chemisorption systems ( d  IcK), both fragments, 
adsorbate and substrate, are regarded mutually opened. When two reactants 
d l  and d 2  are chemisorbed on a surface, they are both externally open 
subsystems, in contact with their respective active sites c# 1 and c~ 2. Both 
adsorbates may be considered as mutually closed, (c~ 1 ',,~lld~2 l(~2), when 
referring to their hypothetical state before the direct CT: (c# 1 ',all ) --* (~¢2 It#2). 
Clearly, instead of mentally separating the charges of the two active sites from 
the rest of the surface, one may also consider them as parts of c#, open with 
respect to one another, thus envisaging the two adsorbates as able to exchange 
electrons indirectly, through the catalyst: (d~ F#',~Cz). 
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Yet another impotant case of a partitioning of model catalytic systems 
involves the cluster (C) representations of ~, C = (C,s [ D), where C~s is a small 
cluster representing an active site (as) of the surface cluster C, while D is a large 
cluster remainder, which electronically conditions the adsorption/rearrange- 
ment processes on a surface and provides an environment which moderates the 
~ / -  CasCT. Clearly, all alternative divisions of a general catalytic system 
involving d (or d l  and ~'2), C, and an infinite system remainder, R, can be 
examined, in order to characterize different aspects (hypothetical intermediate 
stages) of such elementary adsorption/desorption/rearrangement processes, e.g., 
(d[Cas[ D[ R), (d[Cas  I D[ R), ( d  :Cas ',D[ R), etc. The last of these partition- 
ings, with J and C in equilibrium, could then be used to probe the CT behavior 
of the ( d  [C) system as a whole towards an external agent, e.g., the second 
adsorbate. 

Let us first consider the M + = (A] B) system, consisting of an acidic (A) and 
basic (B) pair of reactants. As explicitly shown elsewhere [9, 15,20,25], the 
presence of the other reactant modifies the respective blocks M qx, Y, of the 
hardness matrix° due to relaxational contributions. As we shall demonstrate in 
the next section, the relaxed hardness matrix of Eq. (la) corresponds to the 
collective relaxational modes N ~°~ = Nt ,  q,e~ = t lqt,  where the transforma- 
tion matrix t is defined by the relaxational matrices T (AIS) and T (~tAt (Eqs. (39) 
and (42)). This transformation and the eigenvectors of the diagonal blocks 

M M t/A,A and gB.a, 

(11 M ' ~ t .  M • - ,xl  qx.x U M : h M  (diagonal), (UxM)*UxM=Ix, X =  A,B (134) 

define new sets of the relaxed PNM of the reactants. Namely, by combining the 
U x M blocks into the corresponding intra-fragment decoupling transformation, 

one obtains the relaxed PNM of interacting reactants in terms of the AIM 
populations of M: 

rel  = d N t  Iq ,el ,o* (136) d , , i n t  - -mr  ----- d N U m t  

which should differ from those of isolated reactants. The latter are defined by the 

matrix; 

( UA OA,B ) (137) 
Mint= OB, A UB 

where the unitary block Ux diagonalizes the corresponding diagonal block 
gx.x of the rigid AIM hardness matrix of Eq. (I). 

Obviously, one may also probe M + via the test charge displacements of 
AIM in one reactant, say on atom a in A. Such a forced, localized displacement 
ANa = 1 creates, via the minimum energy criterion for the assumed charge 
separation between the reactants, the collective charge displacement on both 
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reactants, consisting of the internal MEC part in A and the associated REC 
component in B: 

,;M+ - ~ +  "M+ = ~A(a) + ~1~ B(a) (138) 

where: 

. M  + A 
a~A(a) = E a' ( a ' ) M +  I ~ ' a '  

and 

M + s.,o 
(a ' )~*  --- = SM-----; \SN./N^,N° .,~ 

(139) 

~M + _ (140) 
(oN,) 

b \ON~/N~,N. 

where M ÷ M * SA,  A = (ONA/~IIA)NA,N" is the (relaxed) internal softness matrix of A in 
M +. The REC components are defined by the relevant relaxational matrix 

• M ÷ T *AIS) (Eqs. (39) and (42)) and the perturbing MEC displacement ~ ma): 

[ b ]  M+ ~-~ A (~ " t  M + T (AtB) (141) = /..a a'~ = la  --a',b 

In yet another hypothetical case in which the primary displaced fragment is 
in equilibrium with an external reservoir (r), M~ = (rlAIB), one has to replace 
the internal MEC, * M+ ~A(a) in Eqs. (138)-(141), by the corresponding external 
MEC, - M~ r ~ ( a )  = ~A (a,)M,ga,, where (a') M~ = (aNJaN.)~. = - a ' n ,  --a.a~rM~erM~" and 

aM~ A = (SNA/8#A)^, is the (relaxed) external softness matrix of A in M ~,. The 
resulting expressmn for the accompanying relaxatlonal adjustment ~ S  (~) m 

is: 

~M~. B 
"~ B(a) = E b  [ b ]  M~a Oh' 

(142) 

I a,b \aN~ 

(143) 

The above MEC/REC generalizations can also be extended to a general 
M = (A',BICtDt...) - (Mope,IMaosed) partitioning, including the mutually open 
fragments in Mope., and the mutually closed fragments in Mclosed. Namely, any 
unit displacement on an atom in Mop,. will generate the relevant MEC part in 
this subsystem and the conjugated REC parts in each (internally open) molecu- 
lar fragment of Mdose d. 

3.3 Relaxed Fragment Transformation of Reactant Hardness Matrix 

As we have already remarked in the preceding section, the relaxed hardness 
matrix of M = (A]B) (Eq. (la)), 

qA, B)a  (144) q" '  - q + 6 q ( M )  = ( qAM'A 

qB, B 
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represents the transformed (rigid) AIM hardness tensor, r/, since it corresponds 
to the representation of the collective relaxational modes (REM), b [~ = b M t, 
defined by the transformation 

t =  (BIA) 18 ] = ( t l l t z l . . . ] t m )  (145) 

where T (AIB) and T ~BIA) are the relaxational matrices of Eqs. (39) and (42). The 
corresponding mode population variables and chemical potentials are: 

d N  'et= d N t  and /~,e~ = # t  (146) 

Hence, by transforming the AIM-electronegativity equalization equations, 
d~ = d N q  =-- - 61Vq, one obtains their REM representation: 

d# '~ = (d N t ) ( t  - ~qt) = dN'e~l/'e~ (147) 

which identifies q'~ as the similarity transformed t/. 
We would like to emphasize that the REM basis vectors, 

~,e~ {~[.~ dM tk}, are not orthonormal, since their metric M ~--- 

(b~J) ta'et~M = t t # ] ~ # M t = t t t  # I (148) 

One can express the corresponding blocks of the inverse transformation 
f 1 t - 1  _= ~t x,y, (X, Y) = (A, B)} in terms of the corresponding blocks o f t  

tA, A = - 1  [IA--T{AtBITIBIA)] -1, tB, B-1 = [ IB - -T (B IA)T(A IB) ]  -1 

tA,~ -- [|A -- T (AIB) t(BqA)] - '  TtAIB), 

tg,A-1 = _ [18 -- T (BIA)T (AIB)]-IT (BIA) (149) 

The power expansion of the matrix (I - x)- 1, 

(I - x )  -1 = ~ ,  x ' ,  (150)  
i = 0  

then allows one to express the relaxational corrections 6q×,x(M) and 6qx, y(M), 
explicitly in powers of the relevant blocks of q and t, 

The transformation of Eq. (147) gives: 

M . - 1  I - _A ,A  qA ,  8 1 F.B,A qB, B'F(BIA) ] 
~A,A  = " A, AL t l  -~ T (BIA) ]  -t- t A,B Lt/ -~- 

(15]) 
M = t~,~,[qA'AT (AIB) + t/A'B] + tA, gLq qA, B , - 1  F . B ,  A T ( A I B )  Jr qB, B] 

and the remaining expressions immediately follow from exchanging the frag- 
ment symbols in Eq.(151). The power expansion (Eq. (150)) of ( I A - T  (AIB) 
T(B IA ) )  -1 ~ tlA -- XA) -~ gives: 

tA'IA--~ ~" XAi=o and tA, B-1 _~= _ [  ~ x~IT(AIB) i=0 (]52) 
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and hence, to the second-order in T(Xl¥): 

M ~A,A ~A,A ~ "l- I t /A '  B T (BIA) - -  T (AIB)t/B' A -I- XA t/A'A 

--  T(AIB)t/B'BT(BIA) "F . . . ]  (153) 

= ~A,A + ~ A , A ( M )  

M ~ A, B (AIB) B t/A,B = -}- It/A, AT  -- T (AIB)~ B, ...I- XA ~ A,B 

- T (AIRlq 8,A T (AIB) + ... ] (154) 

-=tt A'B + ~A,8(M) 
We would like to emphasize that the relaxed hardness data can also be 

obtained by the single matrix inversion procedure of Sect. 3.t. Namely, in order 
to obtain the diagonal block M t/A,A, one assumes the partitioning 
M~ j =  (ll21...lnlB), in which all n AIM in A are mutually closed, while the 
remaining m -  n constituent atoms belonging to B can exchange electrons 
freely. Equation (128) then gives {q,,~,} M = t/A,A, and the relaxed off-diagonal 
parameters t/M B that measure the effective coupling hardness between a ~ A and 
the relaxed B as a whole. 

4 I )onor-Acceptor  Reactive Systems 

4.1  In Situ Q u a n t i t i e s  

In this section we briefly summarize the in situ electron-population/chem- 
ical-potential derivatives along the N-restricted CT process, d N  = 0 or 
dNA= - d N  8 =/VcT , in a general system M = A - - - B, consisting of an 
acidic (A) and basic (B) pair of reactants [25]. We shall adopt  the AIM 
resolution of the preceding sections. The in situ derivatives involve the differenti- 
ation with respect to the amount  of CT, N c r .  

As we have already observed before, the closed M constraint implies trivial 
dependencies, /A = aNA/t~NcT = 1 and ,,e a = t3Ns/dNcr = - 1, which enter 
the in situ derivatives. In the hypothetical state M ÷ = (AI B), when both react- 
ants are mutually closed but fully relaxed internally, one obtains the in situ 
chemical-potential difference, 

a E ( A I B )  . aE(AI B ) ,  
~,~T- ~-N~- tA + - ~  tB = ~,~ - ~,~' (155) 

while the effective in situ hardness, 

r/cr = r/M + qM (156) 

is the sum of the in situ hardnesses of reactants, qA u M M = r/A,A -- r/A,B and 
r/~ M M = r/S,B -- r/B,A. The condition for a vanishing inter-reactant CT gradient, 
g ( N c r ) =  0, yields the equilibrium value of Ncr,  which equalizes the chemical 
potentials of the mutually open reactants in M* = (AIB). 
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Consider next the in situ CT softnesses, which involve derivatives with 
respect to the fragment chemical potentials as well as related quantities, e.g., the 
FF indices. The global CT softness is immediately given by the inverse of qcv, 

Scr = #NcT/63UCT = I/T/c'r (157) 

The condensed reactant FF indices, lea and les, also represent the in situ 
quantities, and as such must sum to zero, lea + leB = 0, in accordance with the 
fixed global number of electrons in the system. 

For the mixed derivatives that represent the in situ AIM hardnesses in AB, 
e.g., for constituent atoms in A, one obtains: 

l~CT ~2E(AIB) (~LIcT (~l A ( ~ 'LA  ~ / /# / r /A  "~ 

-- 0NA(~NcT -- 0NA- #Nc~ =lea + 

0N l (0.A l (158) 
__ ( f A ,  A ~ ' B , A ~ . M  ( f B ,  B __ ~¢A,B~,.M ~ C T . M  ~¢CT.M 
- -  - -  - -  ~ I q B ,  A ~ ~ A  ~IA, A -  ~ B  I /B,A 

where fx.Y and M qx.Y, (X, Y) = (A, B) represent the relaxed AIM FF indices and 
hardnesses, respectively. 

Finally, the global in situ hardness can also be related to the above AIM 
quantities by 

- (O~--~8)N, ( ~ )  = , c t ( q c r ) '  - ,cr(t/CT) , (159) 

The above CT FF indices (Eq. 158) define the partitioning of the global CT 
softness into the corresponding atomic contributions, e.g.: 

SC T ¢3NcT 0NA aNcT(0NA / ScT fcr (160) 
= ~j,-~- = ~ u c ~  - ~ u c T  \~-fi-~l. = 

The combination formula for YCT in terms of the relaxed chemical potentials of 
constituent atoms, 

#NA .=\ ~ }N. + ~ \  #NB IN, (161) 

=/l[~a + ,u~d(T (AIB))t =/t~d + 61aA(M) 
~NA (~E(A[B)/  = fcT(pM)t (162) 
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4.2 Interaction Energy and Its Partitioning 

In this section we examine--within the local resolution--the quadratic interac- 
tion energy in a general reactive system, M = A o B, consisting of an 
electron donor [basic (B)] and an electron acceptor [acidic (A)] reactants at 
their current mutual separation and orientation, Q [3, 8, 9, 25, 3941].  We follow 
the standard partitioning scheme of Morokuma [42], and previous DFT ap- 
proaches to electroneoativity equalization, and the corresponding definition of 
molecular fragments [3, 8,9,25,43], e.g., AIM. This approach considers the 
following stages of the reactant electron distribution in M: 

(/) the separated (infinitely distant) reactants: M°(~) = A ° + B°; 
(ii) the polarized mutually closed reactants at Q: M+(Q)= (A+I B+); 

(iii) the mutually open reactants at Q: M*(Q) = (A*',B*). 

The second stage corresponds to the intra-reactant equilibrium with p~, :~/z~, 
while the third stage represents the 91obal equilibrium in M with fully equalized 
chemical potential (electronegativity),/t~ = ~ =/JM, which is attained after the 
inter-reactant B ~ A CT. One could also formally consider an additional stage 
(iv), intermediate between (i) and (i/), of "rigid", closed (interacting) reactants at 
Q, M°(Q) = (A°l B°) in which no electronegativity equalization within react- 
ants has taken place. 

The reactants in M* (Q) are displaced relative to those in M°( m ) in both the 
external potential, d v  = [dVA, dvB] ,~ [q~B, ~bA] and the electron populations, 
d N  = [dNA, dNB] = [Ncr, - Ncr];  here ~x(r) = vx(r) + Sdr'p°(r')/tr - r'i 
is the electrostatic (Hartree) potential around X = A, B (defined with respect to 

x z the electron charge), where Vx(r)= - ~  J l r - R i l .  The total interaction 
energy between A and B, EAB = E~,8 + V~,  consists of the corresponding 
electronic contribution, E~,B, and a trivial nuclear repulsion part, V ~ .  One 
observes that the quadratic approximation to E~,B, 

( ' / E~,B= dN ,u° +~dp +Sdv(r)[p°(r)+~dp(r)]tdr (163) 

where pO = [pO, pOa] and po = [/ao,/~o], involves only the first-order responses 
d/t and dp, conjugated to the perturbations d N  and d r ,  respectively. These 
responses can be partitioned conveniently into polarizational parts (due to d v, 
at d N  = O) and the remaining CT contributions (due to NcT, at d v ¢  0): 

dp = dp + (d v) + d/t*(Ncr) = [d/aA, d/Js] (164) 

do  = dp+(d  v ) +  d p * ( N c r ) =  [dpA, dps]  (165) 

First, let us consider the polarizational stage, M ÷ (Q). The corresponding 
changes in/t  and p are: 

d~+ = fdv(r)(av-~r))N dr = fd v(r) f '(r)dr (166) 
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d,o+(r) = fd v(r')(\6v(r,),/N6P(r)"] dr,= fdv(r')p(r', r)dr' 
The local FF matrix in Eq. (166), 

(167) 

6/ay Opx(r) 6 z E~A8 
f(r)  = fy, x ( r ) =  6v-~-r) ffNv-v - 6N-~-6-~x(r)J' 

(X, Y) = (A, B) (168) 

includes the diagonal elements, fx, x(r) = Opx(r)/ONx, normalized to 
S fx, x(r)dr=ONx/ONx= 1, and the off-diagonal (relaxational) elements, 
fx, v(r) = Opv(r)/dNx, normalized to S fx, y(r)dr = ONy/ONx = 0. For a given 
reactant, say A: 

d/a~ = f [dvA(r )  fA, A(r) + dVB(r) fA, B(r)] dr, etc. (169) 

The density polarization matrix kernel of Eq. (167), 

{/~x,y(r', r) - 6py(r) 6 2 E~,B "~ ~g(r', r) 6v×(r'  = ev×  g;y(r)J' (X, Y)= (A, B) 

(170) 

also involves the coupling (off-diagonal) response kernels, which contribute to 
the first-order change in the density of polarized reactants 

dp~,(r) = ]'[dVA(r')/~A,A(r',r) + dVB(r')/3B,A(r',r)] dr ' ,  etc. (171) 

The polarizational shifts in the chemical potentials of the reactant (Eqs. (166) 
and (169)) determine/a~v = p°cr + d/a M - d/a M, which, together with OcT, deter- 
mines both Ncv and Ecr, as well as the CT displacements in/ t  and p: 

0/ax 
d/a~ = ~--~cTNCT = r/xMNcT, X = A, B (172) 

dp*(r) = Op(r) NCT = fCT(r)NcT (173) 

where the two components of fCT(r) are: 

fCT(r) = fA, A ( r ) -  fB.A(r) and fCT(r) = fB, B(r)-- fA, a(r) (174) 

In this approach, the external potential displacements that are responsible for 
a transition from stage (i) to stage (ii) create conditions for the subsequent CT 
effects, in the spirit of the Born-Oppenheimer approximation. Clearly, the 
consistent second-order Taylor expansion at M ° ( ~ )  does not involve the 
coupling hardness qA, S and the off-diagonal response quantities of Eqs. (168) 
and (170), which vanish identically for infinitely separated reactants. However, 
since the interaction at Q modifies both the chemical potential difference and the 

76 



Reactivity Criteria in Charge Sensitivity Analysis 

second-order charge sensitivities (non-vanishing off-diagonal elements), one 
should obtain a more realistic estimate of the interaction energy by considering 
the CT stage at the finite separation between the reactants [8, 25]. In this 
approach the overall interaction energy is obtained as the sum of the energy 
differences between the above three stages of interaction: 

E~s = [ E~B(ii) -- E~,8(i)] + [ E~8(iii ) -  E~B(ii)] (175) 

----- E~,s(dv, NCT = 0) + E*e(dv, NCT) 

In the quadratic approximation, one uses the diagonal second-order derivatives 
of the isolated reactants with respect to the external potential perturbations at 
M°(oo) to determine properties of M÷(Q); one then calculates the charge 
transfer energy, which explicitly involves the off-diagonal charge sensitivities, 
which are non-vanishing at Q from the relevant second-order Taylor expansion 
in Ncr at M÷(Q). Again, the diagonal elements in Eqs. 168 and 170 can be 
approximated by the corresponding quantities for isolated reactants; addition- 
ally, one has to determine the off-diagonal charge sensitivities, which can be 
approximated by those at stage (iv), in M°(Q). 

For interpretative purposes, it is important to partition the overall electronic 
interaction energy E~s(dv, Ncr), into contributions attributed to reactants 
A (acidic) and B (basic) in the closed M = A -  B, or to their constituent 
fragments. Following Eq. (175), we consider separately the (electrostatic + 
polarization)- energy, E~B(dv, Ncr = 0 )=  EEs + Ep = E(M + ) -  E(M°), and 
the CT energy: 

Ecr = E*a(dv, Ncr)=  E ( M * ) -  E(M + ) = ~-~/Jcr + Ncr (176) 

where: 

NCT = - -  / , J ~ I / / / ~ C T  (177) 

The first part can be naturally partitioned into the reactant contributions: 

E~B = ~XA'B fdvx( r ) [p~( r )  + ~dp~(r) ]  dr - E~ + E + (178) 

The CT energy is also naturally partitioned into the reactants contributions: 

EcT = T,~'8 { dNx[IJ°x + ~= ( dtzMx + dlJ*)] + Z= f dvx(r) dp*(r) dr} 

= E* + E* (179) 

Consider now the phenomenological AIM discretization of the above energy 
expressions, in which dNx = {dNx} and dvx = (dvx} replace dpx(r) and 
d vx(r), respectively. In this resolution: 

d N ~ = ~ ' B d v y B  ¥'x, X = A , B  or dN~ -=dv .8  (180) 

d/t~-=~',~'Sdv,cf x'¥, X = A , B  or d / t + = d v f  t (181) 
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where, in short notation, d N = ( d N A ,  dNB), dv=(dvA,  dVB), d# + =  
(d#f,, d# +), f l =  (3N/Sv, and f t =  ~#+fl3v. Similarly, the CT displacements 
are :  

dN* = fcr^lx ,,cr, X = A, B or dN* = /CTNcT (182) 

d/z~ = r/M NCT, X = A, B or dp* = qM Nc T (183) 

where: 

qx M = qx~x - qxMy (X # Y), q~ = (qA ~, q~)  = a#laNcT, 

fxCT = fX, X _ /Y,X iX  # Y) = aNxlaNcT, fcT = ( fCT fCT) 

Thus, in the AIM discretization, 

E; = (N ° + ~ d N~-)(d vX) * (184) 

E~ = [Mo + ~(dMM + dM~<)] dNx + ~ dN~<(dvx) t, X = A, B (185) 

where dNA= NcT and dNB= - N c T .  The expressions above provide a unique 
partitioning of E} and E* into the contributions of the constituent atoms. 

One can also partition the external CT energy of electron exchange between 
any given molecular system M and the reservoir r. Let 

flCT ~ /riM - -  Mr, q c r  ~ riM - -  qM, r > 0 (186) 

where H, stands for the chemical potential of the reservoir and r/M., represents 
a weak-coupling hardness between the system and the reservoir. We have 
neglected the reservoir diagonal hardness which vanishes by assumption 
(infinitely soft, macroscopic reservoir). Then, N ~cT > 0 for P~T < 0 (inflow of 
electrons to M) and N~T < 0 for/-t~T > 0 (outflow of electrons from M), and the 
CT stabilization energy can be partitioned into the relevant AIM contributions 
by partitioning N~T into changes in the atomic populations: 

I r M r E~T = ~/-tCT N~T = (~M f,) E'er =-- ~ ,  ¢CT,, (187) 

For the molecular-fragment partitioning in the global equilibrium, 
M = (X',Y',...), one calculates the associated group contributions to E~T by 
summation over all constituent atoms: 

E~r ~M~-'x r M r (188) 
= / , X  / , x E C T ,  x ~ E X  ECT, X 

in which ErCT, X = f~ E~T, due to the additivity of the AIM FF indices. 
Such a FF partitioning of NeT can also be used to partition Ecr. Beside the 

resulting B- and A-resolved divisions of Ecr, 
B a ( t 8 9 )  SoT E, f~)Ec, = Ea ECT.. f~)EcT -- E ECT.b, 

one can adopt a deeper division [9], which also involves the chemical potential 
difference MCT=MM--/JSM" Since NeT= - d N a =  - ~ d N b ,  d/Vb= 

B B + B fb dNs ,  and/~e = ~ b/Jb fb ,  the fol lowing B-resolved expression is obtained for 
ECT, in which one examines interactions between A as a whole and the AIM 
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local sites (b) in B: 

1 8 
ECT = ~ Z b  (/J~- -- MAM)dNb -- Z ~ c  cT (190) 

where ccT is the corresponding contr ibut ion from the A - b charge flow, The 
complementary A-resolved partitioning, when the intention is to interpret the 
contributions to interactions between B (treated as a whole) and the individual 
local sites (a) in A, follows from obvious relations: NeT = dNA = ~ d N , ,  

A + A d N a =  tA. dNA, I.tM= Zala. t. 

ECT I ~ A ,  + /zM)dN ~ = ~TAcCT (191) 

The deepest partitioning of the AIM resolution is the (A, B)-resolved division: 

] M I ~B + A ÷ 
ECT = ~(/JB dNB + #A M dNA) = ~t2.,b/Jb dNb + 2 . / J ,  d N , )  

B A 
~ Zb~'b-F Ea  Ca ~ EB-{- S A 

(192) 

where the first sum represents the base charge withdrawal energy (EB, positive) 
and the second sum combines the AIM contributions to the acid charge inflow 
(EA, negative). 

We would like to point out that all CT AIM contributions c cr are stabilizing 
(negative) since, e.g., for/Jff > HA u , one obtains by the electronegativity-equaliza- 
tion principle dNb < 0; similarly, p~ </aM implies dNb > 0. The same elec- 
tronegativity-equalization argument shows that also all E cr contributions are 
negative. Thus, the A- and B-resolutions partition the overall CT stabilization 
energy into stabilizing reactant-atom contributions, while the (A, B)-resolution 
views the CT process as the consecutive change involving an activation of the 
basic reactant (removal of NeT electrons from B) followed by charge stabiliz- 
ation in the acidic reactant (adding of NCT electrons to A). 

Finally, we would like to comment on the corresponding collective-mode 
partitionings of the CT energies, E~T and ECT. Clearly, the CT-projected 
w~ indices replace the [~ indices of the AIM-representation in the PNM-repres- 
entation, e.g., 

M -  t E'CT = (Z? w=)Ecr =-- E= eCT,~, etc, (193) 

The Ecv energy in the closed A - B system can be partitioned similarly into 
reactant PNM contributions; in thi~ reference frame Ncv= dNA = )-" Adh= = 
-dNB= - - Z ; d h p ,  d h , =  w=ONA, dh#= wadN,, M~=ECt +w', p~ 

~ ;  (~ wa, etc. Thus, ECT can be expressed in various ways, as: 

1 8 
ECT = ~ Z #  ( ~  --/aM) d hp - Z~ ~T (194) 
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ECT ~L~, (~ /.tM)dh~, = -CT = - e = (195) 

1 , 2A B 2 2  E c T = ~ ( 2 # ~ d h # +  ~,~,+dh~)=Zpe,o+ L,=- EB+Ea 

(196) 

These equations closely follow the corresponding expressions (Eqs. 190-192) of 
the AIM representation. 

4.3 Partitioning of the Fukui Function Indices 

The basic charge-response quantities of a given open molecular system M, the 
AIM FF indices, ¢, = O N I O N ,  can be partitioned into the respective collective 
mode contributions. In the reactive system M * = (A*IB*), one is also interested 
in the partitioning of the collective mode terms into the reactant contributions. 

Consider the general collective electron population displacements dp  (p- 
modes): 

d p  = dNC (197) 

defined by the respective columns of the linear transformation matrix 
C = (C~ I.. .  I C=I ... I Cr,)  = a p / ~ N .  Let a and b denote representative constitu- 
ent AIM of A and B, respectively. 

A straightforward chain-rule transformation of the AIM FF index f~ gives: 

~p~, ONi F=(p ) w(p) f, = Z aN clp: -~ 2 Ci.~ = 2 ,,, 
r l  oc 

C, (c3NA c?p~ cINB ap~ ) 
= ~ "~\ aN ~3N A + aN aNa - y'~ C"=(fM F~m~+ f~ F=mP') 

_= ~ ( ¢~ W ,A~P) + ,  ¢~ W j S~ p)) --= 2 ( W  Am)_ ~,~ + __W Bml),,~ (198) 

where the condensed reactant FF indices ¢~ and f ~  determine the overall 
distribution of the external CT among reactants. The above partitioning first 
divides f~ into the p-mode contributions, {w !,~ }, satisfying the usual normaliz- 
ation, 

and then separates the components reflecting the mode participation in chang- 
ing the overall electron populations of reactants. These reactant-resolved contri- 

~wX(p)~ obey the following butions, the ¢x M weighted ~ax<p)}t..~,~ and unweighted t ,,~ j, 
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global summation rules: 

x(p) = ~ OP= ON 0N _ 1 (200) 
~ w i,~ clNx ap= - ctNx 

i 

ctN 
Z Z w x ~  ( p ) = f x i ~ x x  = f x  M, X = ( A , B )  (201) 
e( i 

It is also of interest to divide the w(~ p) quantities of Eq. (199) into reactant 
contributions, defined by the corresponding partial summations over constitu- 
ent atoms of each reactant: 

w(Z> ~?Aw(p) 8 = wA(P) . 8<p) (202) / ' a  a/t -~- E b  ~A,(P) = VVb, ~ -~ ~ =  

The collective mode FF index, 

FA(P ) _ #p~ ~ ctN, #p= A B A.B 
aNA = ~ ~ a N i -  Z .  fA, A C..~, + Zb fb Cb,~, (203) 

_ FA.A<,) + FA'B<o) 

includes both the diagonal, i~ ' A -  t~Na/tgNA, and off-diagonal, f ~ , s  
ONJONA contributions. Thus, the F~ (p) index can be partitioned into the 
diagonal reactant contribution, FX'X(P)= ~X(ON,j0Nx) (Op~/0Nx), that ac- 
counts for the charge reorganization inside ×, and the associated off-diagonal 
part, F x'v(p) = ~V(ONy/ONx) (OpJONv), Y ~ X, due to the equilibrium chan- 
ges of AIM populations in the other reactant. 

The above partitioning applies when M in M r = (rlAIB) changes the global 
number of electrons, dN  = dNA + dNB ~ 0. e.g., in catalytic system, when 
A = adsorbate, B = active site, and the reservoir r = surface reminder. When 
N is constrained in M* = (AIB), i.e., when dNA = - dNe = NeT, the reactant 
FF indices are fixed: ( / ~ ) N = f A  = 1 and ( f ~ ) N = f S  = - -1 .  For such 
N = const., internal CT processes, the AIM FF indices are replaced by the 
corresponding in situ indices. Their collective mode partitioning gives: 

ic~ = \aNcrJN = i ,  -- i# X = ~ LaNx any ]  ap= 

= Y'. [ F  X(p) - F Y(p)] C, = = ~ t w  X(p) - wY(P)~ - ~7 taCT(p) 
, ~, X ,~  X, Ct ! ~ X, CL 

(X :~ Y) E (A, B), x E X  

(204) 

This equation separates the diagonal p-mode CT contributions t~wA(P)a,~ } and 
{w~(~)}, from off-diagonal ones, t~wB(P)~a.~ j and t~wA(P)~b.~ S, thus facilitating dis- 
cussion of the relative importance of the relaxation promoting effects reflected 
by the off-diagonal components. It also partitions the in situ AIM FF index into 
its p-mode contributions, analogs of the w !P~) components of Eq. (198), which 
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sum up to zero: 

• C T ( p )  CT fiCT = CT = 
i = = i 

The partial sum, 

(..¢dlCX(p) #p~ ON CT(p) (p~ (206) - = F~ ~p~ 
#Ncr cqp= 

represents the CT analog of the w<~ p) quantity of Eqs. (199) and (202). Like the 
partitioning of Eq. (202), it can be divided into the corresponding reactant 
contributions: 

wCT<")= S" ctp. c'~Nx_ Z FCr(P) q )x(") = Z Qxc, r~"> (207) 
x--~.B ctNcr ctP~ X=A,B X=A,B 

Therefore, the overall mode quantity w eT(p> represents the net change in the 
global number of electrons in M per unit CT, as a result of electron transfer 
between the reactants via the p-channel ~; its reactant-resolved components 
monitor the corresponding changes in the overall numbers of electrons in A 
and B. 

5 Two-Reactant  Populat ional  Reference Frames  

5.1 Rigid and Relaxed Internal Hardness Decoupling Modes 

Let us consider the intra-reactant decoupling, in which we rotate the AIM 
reference frame of M, ~M, into the PNM of the mutually closed reactants, called 
the internally decoupled modes (IDM). If the relaxational influence of one 
reactant upon another is ignored, one readily obtains the rigid IDM by diag- 
onalizing the reactant blocks of t/(see Eq. (137)): 

UtxqX'XUx= hx (diagonal) UtUx x=  Ix, X = A,B (208) 

The columns of the resulting overall intra-reactant decoupling-transformation 
matrix (see Eq. (137)) define the rigid IDM. The orthogonal axes 0 int = bMUint 
represent the new basis vectors in this representation. The transformed hardness 
matrix assumes the partly decoupled form: 

qinl ~ U !reqUire q~Bn't AA hB 

with A.B = U~I/.~B t/~.~ UB = (q~,~)t. Obviously, the zero off-diagonal blocks in 
U~.t reflect the rigid electron distribution in the environment of the primary 
displaced reactant assumed in IDM. 
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The corresponding relaxed IDM are defined by the eigenvalue problem of 
Eq. (134), which defines the overall relaxed transformation matrix _tlrel, ot. This 
transformation rotates the AIM populational vectors into the relaxed IDM 

i n t  ~i I~'1 tel basis vectors, U,el - ~M vim- 
In Fig. 7, the relaxed IDM of toluene in the chemisorption complex 

M = (toluene lV2Os), involving the two-pyramid cluster of the vanadium pen- 
toxide, are shown together with the AIM relaxed FF diagram and those 
representing its resolution into the CT- and P-components. These relaxed 
charge-distribution patterns should be compared with the corresponding separ- 
ated reactant analogs (see Sect. 2.2.1). Such a comparison reveals a substantial 

1 (0.00) 2 (-6.17) 3 (0.05) 4 (0.00) 5 (0.00) 

a) 

11(0.16) 12 (0.04) 13 (0.00) 14(0.12) 15(6.32) 

(3 

"i 
L) (3 

b) P+ c T CT p 

Fig. 7. Diagrams of the relaxed IDM (Part a) and the relaxed AIM FF indices (Part b) of toluene in 
the surface complex M with the bipyramidal cluster of the vanadium oxide surface. The modes are 
arranged in accordance with increasing hardnesses h~; the hardness tensor reflects the isolated 
reactant AIM charges from the MNDO and scaled-INDO calculations on toluene and cluster, 
respectively. Numbers in parentheses report the w~ u values. The three diagrams in Part  b display the 
AIM FF distribution of toluene in M, calculated from the toluene block of q,e~, and its resolution 
into the CT and P components, respectively 
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toluene-promotion effect due to the interaction with the oxide cluster. For 
example, three new positions exhibiting negative f~ indices are observed when 
toluene interacts with the surface, now also including the ring carbon bonded to 
the methyl group and the ortho-hydrogens, H~o~, which strongly interact with 
the vanadyl oxygens O,) at the surface. 

The effect of retaxational promotion of the vanadium oxide cluster, due to 
the interaction with toluene, is illustrated in Fig. 8, where the unrelaxed PNM 
and FF data are compared with the corresponding IDM and the relaxed FF 
results. It follows from the figure that the hardness spectrum and the mode 
topologies are only slightly changed. However, the AIM FF diagram exhibits 
a dramatic change as a result of interaction, since the terminal O ~  oxygens 
have acquired the negative values in M. Again, there is less of the CT and more 
of the P components in the resultant (P + CT) FF indices of the relaxed reactant 
(compare the respective Panels in parts b and d). 

The question naturally arises, whether the relaxed FF patterns of Figs. 7b 
and 8d match one another in the net toluene ~ cluster CT (dNto I . . . .  <( 0 and 
dNcluster > 0), determined from the SCF MO calculations on M as a whole 144]. 
Since the reactant FF plots are normalized to 1, one has to change the phases of 
the toluene displacements (basic reactant) of Fig. 7b in the composite FF 
diagrams of the reactants in M, shown in Fig. 9, in order to obtain a common 
interpretation of shaded and unshaded circles; in such a diagram the FF pattern 
of the cluster (acidic reactant) remains unchanged. 

Let us first examine the perpendicular adsorption of toluene on O~2) from the 
Ot~ side of the cluster (part A of Fig. 9). It can be seen in Panels a-c of the 
figure that the relaxed FF patterns match perfectly over the whole region of 
a strong local inter-reactant charge coupling. Namely, the electron gaining 
atoms of one reactant in M face the electron losing atoms of the other reactant, 
and vice versa. Since local CT effects in the region of strong interactions are seen 
to be opposite to the overall CT, most of the charge donated by toluene (mainly 
from the Cto) positions) goes into vanadium atoms and the singly coordinated 
pyramid-base oxygens. The composite FF diagrams of Fig. 9 show the diagonal 
(Panel a) and off-diagonal (Panel b) contributions to the in situ FF (Panel c), for 
the net toluene ~ cluster CT predicted from independent SCF MO calculations 
on the system as a whole. For comparison, the corresponding composite FF 
diagram from the isolated reactant FF indices, fA - fB, (Figs. 3a and 8b), is 
shown in Panel d. 

More specifically, Panel a shows the f A ,  A _ _  f a .a  ~(3Ncluster/SWeluster) 
- (¢3Nto~uene/~Nto~uene) distribution, the [A,8 _ f B ,  A = (63Ntoluene/c3Nelust~) 
-(~Ncluster/t~Ntoluene) displacements are reported in panel b, and their sum, 

fACT + fBCT _____ ( f ~ A  __ fB ,A )  __ ( fB ,  B __ fA ,  B) = ((3N~,/(~NcT) + ((gNt(~o~,~/(3NcT), 
is given in Panel c. 

One observes immediately that the first two panels are practically indistin- 
guishable. Thus, the diagonal and off-diagonal components of the relaxed in situ 

CT FF indices act in phase, giving the same perfect matching between reactants 
and enhancing one another in the overall indices of Panel c. Therefore, at least in 
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1 (-0.22) 

5 10.01} 

9 (0.00) 

a) 
P÷CT 

b) 
1 (0.001 

&& 
5 10.03) 

9 I0.011 

c,@@a 

2 (0.00) 3 {0.22) 4 (0.00) 

t5 10.00} 7 10.0/,) 8 10.00} 

10 (0.00) 11 (0.95) 

CT P 

2 (-1.571 3 I-8.381 

6 IO.O0) 7 10.18} 

10 (0.00) 11 110.74) 

e l  p 

4 (0.00) 

8 (0.001 

Fig. 8. Diagrams ofthe PNM (Part a) and the relaxed IDM (Part c) of the bipyramidal cluster of the 
vanadium oxide surface in complex M of Fig. 7a. The corresponding AIM FF plots are shown in 
Parts I~ and d, together with their resolutions into P and CT components. Modes are ordered in 
accordance with increasing h~(h~ u) values (a.u.) reported at the bottom of the mode contour. 
Numbers in parentheses are the corresponding w~(w~) values 

this specific case, each type  of  C T  F F  indices may  serve as a sensitive, 
adequate ,  two- reac tan t  cr i te r ion  for d iagnos ing  the CT-re la ted  charge  
reorgan iza t ion  in M. 

The  i so la ted- reac tan t  F F  da t a  give the compos i t e  F F  d i ag ram shown in 
Panel  d, which also matches  qui te  well in the in terac t ion  region. However ,  there  
is only  a m i n o r  differentiat ion between per iphera l  a toms  and  those  in the 
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interaction region, with most of the toluene (cluster) atoms losing (gaining) 
electrons as a result of the toluene -~ cluster CT. The only local CT effect, which 
reverses this global picture, is the predicted 0(2)-* C(H3) charge shift. The 
relaxed FF data give rise to substantial differentiation among the ring atoms 
and in the C(o)-H(o) bonds; none of these "activation" effects can be predicted 
from the isolated reactant data. Another difference between the interacting and 
separated reactant diagrams is that the former predicts that the largest charge 
reorganization should occur in the vicinity of strong inter-reactant charge 

a a 

i 1 
ervoir 

e e 
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coupling, with only minor adjustments being observed on peripheral atoms, 
while the latter involves all the constituent atoms equally, most of them acting 
"in phase" with the assumed action of each reactant. The interacting reactant 
diagrams resemble more the minimum energy charge displacements, which 
exhibit the same general trend of a fast decay of charge shifts away from the 
primary populational perturbation, with an appreciable short-range polariza- 
tion marked by a large number of nodes. 

Panel e shows the AIM FF diagram for M = (A',B) in contact with an 
external reservoir (At ~ const.). As in the preceding diagrams, the AIM charges 
before the B ~ ACT have been used, in order to facilitate a comparison with the 
in situ (At =const.) FF contours. Reference to Panels c, e of the figure indicates 
that the AIM FF pattern of M as a whole for dAt > 0, resembles the in situ 
distribution in the region of strong interaction between Hto) and Otl~ atoms, 
while the methyl group charge displacements exhibit the opposite phases in both 
cases. Notice, that for d N < 0 (i.e., for the opposite phases in Panel e) the 
open-system diagram closely resembles the FF plot of Panel d. This indicates, 
that an outflow of electrons from M (its chemical oxidation) enhances the 
toluene ~ cluster coordination, i.e., strengthens the overall effect of the tol- 
uene - cluster chemisorption bond. Thus, the opposite influence, weakening of 
this bond, is to be expected for an inflow of electrons to M (its chemical 
reduction); this should facilitate toluene desorption. 

Consider now the second (B) group of panels in Fig. 9, which corresponds to 
the perpendicular coordination of toluene to O ~  from the side of pyramid bases 
of the vanadium oxide cluster. In this case the charge coupling between react- 
ants is much weaker, so that the FF pattern is dominated by the AIM charge 
displacements on the cluster (softer reactant). An inspection of Panels a and 
b reveals that some AIM displacements of the diagonal and off-diagonal 
contributions, e.g., on the methyl hydrogens and O~1) atoms, exhibit opposite 
phases, thus cancelling each other to some degree in the overall in situ diagram 
of Panel c. This resultant CT FF plot mainly exhibits transfer of electrons from 
the whole [toluene-Or2)] unit to vanadium atoms and the remaining pyr- 

Fig. 9. The AIM FF diagrams for the two perpendicular coordinations of toluene to the bridging 
oxygen O~2~ from the O~1) side [Panels A (a-e) ] and from the side of pyramid bases [Panels 
B (a-e) ] of the bipyramidal cluster of vanadium oxide. For each case the matchings are shown 
between the basic (toluene) and acidic (cluster) diagonal relaxed FF indices (Panels a), the off- 
diagonal relaxed FF indices (Panels b), and the resultant in situ CT FF indices (Panels e, the sum of 
diagrams a and b) in the surface complex M of Fig. 7a (see Figs. 7b and 8d). In Panels a and b the 
phases of the atomic displacements on toluene (basic reactant) have been changed in order to achieve 
a common interpretation of populational displacements of both reactants [negative (shaded circles) 
and positive (open circles)] during the toluene--, cluster CT. One notices that the diagonal and 
off-diagonal contributions to the CT FF act in phase. It follows from all of these diagrams that the 
local internuclear CT effects, O~t~ ~ H~o~ and O~2~ ~ C(H3) are in the opposite direction relative to 
the global inter-reactant CT. A different picture emerges from the corresponding matching of the 
isolated reactant FF indices, fA - fs,  shown in Panels d, where only the local OI2 ~ ~ C(H3) charge 
shift reverses the overall CT between reactants. In Panels e the AIM FF diagram for M as a whole 
(A t #const.) is shown for comparison with the corresponding (At =const.) diagrams 

87 



R.F. Nalewajski, J. Korchowiec and A. Michalak 

amid-base oxygens. Since the amount of charge removed from the bridging 
oxygen is large, one detects favourable conditions for the overall tol- 
uene -+ cluster coordination. There is a marked similarity between the in situ FF 
pattern of Panel c and that resulting from the isolated FF data of the reactants 
(Panel d); the only difference is observed in the C(H3) fragment and in the signs 
of the FF indices of the vanadyl oxygens. Generally speaking, the composite FF 
diagram of the isolated reactants resembles the diagonal, relaxed FF distribu- 
tion of Panel a. Again, when one examines the FF pattern of the open adsorp- 
tion complex shown in Panel e, one detects that many local CT trends are 
reversed relative to the isoelectronic diagram c. For d N > 0 (phases as shown in 
the figure) this charge reorganization reverses the CT effects of Panel c, thus 
weakening the adsorption bond and facilitating the associative desorption of 
toluene. Accordingly, for d N < 0 (opposite phases to those shown in figure) the 
original charge displacements and the adsorption bond are predicted to be 
strengthened. 

Thus, relaxational promotion does indeed facilitate the intuitively expected 
charge reorganization accompanying the toluene ~ cluster CT, when the hypo- 
thetical barrier for it is removed. A comparison between Figs. (3a) and (7b) and 
Panels b and d of Fig. 8 shows that the very structure of the FF distribution has 
changed as a result of the other reactant's presence, Namely, in the isolated 
reactants, the CT & P components exhibit atomic populational shifts of compa- 
rable magnitude while the FF indices of the interacting reactants are strongly 
P-dominated. 

Reference to Figs. 2 and 7a indicates that the IDM spectrum and FF indices 
exhibit dramatic changes in comparison with the corresponding PNM data of 
isolated toluene. The interaction with the V205 cluster has concentrated the 
CT-reactivity information in two modes (compare the w~ values in parentheses 
of Fig. 7a) : a = 2 IDM, which dominates the CT-induced polarization (see the 
third diagram of Fig. 7b), and the nonselective, hardest mode a = 15, which 
accounts for the external CT to the surface cluster (see the second diagram in 
Fig. 7b). Thus, a toluene-cluster interaction preselects the a = 2 IDM (resem- 
bling the ~ = 12 PNM of the isolated toluene) as the most important of the 
selective reactivity channels which differentiate between local sites in the adsor- 
bed molecule. The topology of this crucial mode reflects a tendency of the 
physisorbed toluene to donate electrons to the cluster vanadium atoms through 
the methyl group hydrogens and to accept electrons (from the terminal 
O m oxygens of the cluster) through the ortho-hydrogens. A similar domina- 
tion of the relaxed FF pattern of the vanadium oxide cluster is seen in Fig. 8c, 
where two modes, a = 3 and 11, explain the main features of the first diagram in 
Panel d of the figure. Here again the role of mode ~ = 3 has been strengthened as 
a result of the interaction, in comparison with the isolated cluster. 

These illustrative results have profound implications for the theory of chemi- 
cal reactivity and for catalysis in particular. They indicate that for strongly 
interacting, large reactants, the isolated-reactant charge-sensitivity data should 
be supplemented by the response criteria of the interacting species. One has to 
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resort to this truly two-reactant information, which preserves the memory of the 
actual interaction in the reactive system as do the above IDM and their charge 
sensitivity characteristics. The presence of the other reactant filters out the most 
important reaction channels, which are not "recognized" by the charge-sensitiv- 
ity criteria of the isolated species. The relaxationat promotion of reactants, for 
their current separation and orientation in M, has been shown to generate an 
almost perfect matching of their relaxed FF data. 

As we have already indicated, both the f and fc r  AIM FF indices can be 
partitioned in terms of contributions from collective charge-displacement 
modes. The corresponding rigid IDM partitionings of the AIM FF indices for 
the illustrative case of the reactive system M = toluene (B) - [VzOs-cluster] (A) 
are shown in Figs. 10 and 11. 

a) 

cx = 1 -0.028 3 -0.021 5 0.023 7 0.020 

9 0.000 11 0.423 = 1 0.000 2 0.001 

4 0.000 

b) 10 0.000 

6 0.000 7 0.007 9 0.000 

12 0.001 14 0.003 15 0.571 

Fig. 10. The rigid IDM resolution (see Figs. 2 and 8a) of the AIM FF diagram of Fig. 9 A-e: Part 
a shows the {w,,=,(a, ~t)e A} distribution contours, while Part b presents the corresponding 
{w~.~,(b, fl)~ B} data. Only external CT-active modes are shown, for which w=(wp) (second 
number below the diagram) does not vanish identically (by symmetry) 
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A comparison between Figs. 9A-e and 10 shows that the resolution of f in 
the rigid IDM framework indeed leads to rather strong participation of relative- 
ly few PNM of the reactants. Namely, the cluster interaction part of t'is seen to 
be already represented satisfactorily by the { w,,5) distribution in Fig. 10a, with 
the modes ~ = 1 and 3 also strongly influencing the resultant pattern of 
Fig. 9A-e in this region of strong charge coupling with toluene. It should be 
noted that the remaining part of the cluster is also affected by modes at = 7 and 
11. The toluene part of the FF diagram of the whole system generally exhibits 
a similar degree of concentration of the IDM components. The region of strong 
interaction with vanadium oxide is seen to originate mainly from the {wb, p} 
contributions for I 3 = 2, 7, 14, and 15. In this case, however, the resultant 
pattern of Fig. 9A-e cannot be related to a single, crucial mode. As a rule, the 
dominant modes of the vanadium oxide cluster are relatively soft; the opposite is 
true for toluene, in which relatively hard modes determine the overall FF 
distribution. 

a = l  3 5 7 

a) 9 11 

b) 

4 6 

10 12 

13:1 2 

7 9 

14 15 

~ma =}- Part a and Part b, of the AIM FF diagram of Fig. 11. The rigid IDM resolution, ~ cv f CT 
Fig. 9A-c 
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It follows from Fig. 11 that the rigid IDM resolution of f cr (Fig. 9A--c) is 
more concentrated than that of Fig. 10. The cluster part of the toluene ~ cluster 
CT indices has large components t~a,~Cr only for the softest CT-active modes 

= 1 and 3. The toluene f cv part in the strong interaction region is also 
relatively condensed, being dominated by the [3 = 4 and 12 modes, which alone 
explain the main qualitative features of Fig. 9a-c. 

One concludes from this analysis that the rigid IDM provide an adequate 
reference frame for describing both external and internal CT processes in 
a reasonably compact form. However, carrying no information whatever about 
the reactant interaction, they are - by definition - one-reactant concepts, and 
therefore may not constitute the optimum collective charge displacement coor- 
dinates for reactive systems. In Sections 5.2 and 5.3 we extend this search into 
alternative modes of charge reorganization in M = A - - - B, the shapes of 
which are influenced by the actual interaction between A and B, similarly to the 
relaxed IDM. 

In Figs. 12 and 13 we have examined the effect of relaxational contributions 
to the diagonal blocks of reactant hardness, due to the interaction with the other 
reactant. They present the relaxed IDM (see Figs. 7a and 8c) resolution of l a n d  
fcT, respectively, in the same reactive toluene-[V2Os-cluster] system. A com- 
parison with the previous, rigid IDM resolution of Figs. 10 and 11, respectively, 
indicates that the IDM components of g are only slightly modified by the 
mutual relaxational influence of reactants, f is dominated by the IDM exhibit- 
ing a similar topology and approximately the same w=lp) values in both the rigid 
and relaxed cases. It is seen that the inclusion of relaxational effects still gives 
rise to dominance of both the toluene and cluster parts by the non-selective 
modes at = 11 and [3 = 15 (Fig. 12), which together account for practically the 
total electron transfer to/from the system, whereas similarly selective modes 
determine the internal polarization within each reactant. 

It follows from a comparison between Figs. 11 and 13 that the relaxational 
influence leads to a more compact resolution of the f c r  (toluene ~ cluster), 
particularly on toluene, where the accompanying charge redistribution is now 
well described by a single mode 13 = 2. Again, the two modes, ~ -- 2, 3 dominate 

cT the cluster part, with the former accounting for the negative f o,2, and the latter 
reproducing the negative (cT and positive (v eT values. This result again demon- 
strates that the interaction-dependent reference frame is better suited for de- 
scribing the internal CT between reactants in M than the corresponding iso- 
lated-reactant PNM coordinate system. 

5.2 Externally Decoupled Modes from the Maximum Overlap Criterion 

Another, complementary set of partially decoupled populational modes is 
defined within the external hardness decouplin~ scheme [9, 45]. The externally 
decoupled mode (EDM) transformation, UeXt=baUext, transforms the 
AIM hardness matrix t / o f  the reactive system M ÷ = (A*IB +) into the block- 
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a) 

c~ = 2 -0.026 3 -0.033 

9 0.000 11 0.474 

b) 

4 0.000 6 0.006 

11 -0.003 12 0.000 

5 -0.014 7 0.016 

13 = 2 0.032 3 -0.001 

8 0.000 10 0,001 

14 0.012 15 0.537 

Fig, 12. The relaxed IDM resolution of f(Fig. 9 A-e); see also caption to Fig. 10. 

diagonal form: 

o 
~ext ~ Ufext~Uext : ~x OB'A qex,B'8 (210) 

in which the off-diagonal, interaction block vanishes, A,B O A,B t/ext = . Such trans- 
formation is not unique. A particular case of Uext = UU ~,t, where U is the total 
decoupling transformation of Eq. (60), has been tested numerically for the 
toluene-[V2Os] and ethylene-butadiene reactive systems [45]. However, the 
modes generated by this transformation were delocalized throughout M, with 
no direct reference to a particular reactant, which - in effect - prevented them 
from being used to described the mode-to-mode CT interaction between react- 
ants in M + 

Consider the following two-step algorithm for generating the localized (~) 
EDM, -e~t = U~e~ (07t,/)~x~), where O~ xt represents the EDM predominantly lo- 
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a) or=2 3 

9 11 

4 6 

b) 11 12 

5 7 

13=2 3 

8 10 

14 15 

Fig. 13. The relaxed IDM resolution of /CT (Fig. 9 A-C). 

calized on X = (A, B). It also involves the intermediate stage of the total 
decoupling of q; 

0(~' = ( ~ M u ) u  ~ = O ~ u  ~ (211) 

and the block-diagonal, unitary localization transformation, 

u' oA"  
= \ 0  aA U ~ , , J  (212) 

which automatically guarantees the desired block structure of qext. U t is deter- 
mined from the maximum overlap criterion (MOC) [46] 

tr(Oint) * 0 ~  t =  maximum (213) 

We first divide the PNM set OM into tWO subsets, OM = (OA, OB), defined 
by the corresponding m x n  and r e x ( m - n )  rectangular matrices in 
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U = (UA TUB), using the criterion of maximum overall projection 
P(c~--* X)=  y x[ Oil[2 of the mode cz onto the subspace ~x of reactant X = 
(A, B). N a m e l y ,  the columns of U A a n d  U a h a v e  been selected to maximize the 
P ( ~ - +  A) a n d  P ( p - ~  B), respec t ive ly .  W e  t h e n  a p p l y  the reactant localization 
transformations: 

0~< ×t O x l J  e X (A, B)  (2t4)  = X,X~. : 

which simultaneously maximize 

tr(O~') t O~ Xt = trAx, X = (A, 13) (215) 

where OUt= ~xUx.  As shown by Got~biewski [46], this localization trans- 
formation is defined by the following expression: 

A*x(Ax A*~) v2 Ux, x = , X = (A,  B) (216) 

o~ = 1 -0.005 2 0.000 3 -0.003 4 0.000 
(-0.043, 0.038) (0.000, 0.000) (-0.03% 0.034) (0,000, 0.000) 

-0.046 -0.795 -0.034 0.000 -0,024 - 1.454 0.082 0.000 
(-6.835, 6.039) (0.000, 0.0001 (- [7.308, 15,854) (0.000, 0.000) 

-27.143 0.000 -49.637 0.000 

5 0.071 6 0.000 7 0.015 8 0.000 
(0,04I, 0.030) (0.000, 0.000) (0.028, -0.013) (0.000, 0.000) 

0.093 1.762 0.148 0.000 0.I46 -0,503 0.255 0.000 
(t .016, 0,746) (0.000, 0.000) (-0.946, 0.443) (0.000, 0.000) 

7.581 0.000 -3,383 0.000 

9 0.000 10 0.000 11 0.031 
(0.000, 0.000) (0.000, 0.000~ (0.126, -0.095) 

0,410 0.008 0.176 0.000 0.283 2.953 
(0.010, -0,002) (0.000, 0.000) (12.0l 1, -9.058) 
a) 0,362 0.000 5,232 

Fig. 14, (Begining). 
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[3 = 1 0.000 2 -0.002 3 0.000 4 -0.020 
(0.000, 0.000) (-0.005, 0.003) (0.000, 0.000) (-0.035, 0.015) 

0.025 0.013 0.037 0.406 0.041 0.000 0.064 4.572 
(0.015, -0.002) (0,774, -0.368) (0.000, 0.000) (8.078, -3.506) 

1.317 8.413 0.000 2 t .802 

5 0.000 6 -0.001 7 0.000 8 0.000 
(0.000, 0.000) (-0.001, 0.000) (0.000, 0.000) (0.000, 0.000) 

0.094 0.000 0.107 -0.004 0.188 0.244 0.513 0.000 
(0.000, 0.000) (-0.006, 0.002) (0.775, -0.503) (0.000, 0.000) 

0.000 -0.330 3.988 0.000 

9 0.001 10 0.000 11 0.000 12 0.051 
(0.002, -0.001) (0.000, 0.000) (0.000, 0.000) (0.059, -0.008) 

0.200 0.127 0.319 0.106 0.455 0.000 0.535 2.183 
(0.178, -0.051) (0.268, -0.162) (0.000, 0.000) (2.540, -0.357) 

2.325 1.660 0.000 3.422 

13 0.000 14 0.010 15 0.851 
(0.000, 0.000) (0.016, -0.006) (0.265, 0586) 

0.790 0.000 t.332 2.749 3,998 -12.336 
(0.000, 0.000) (4.288, - 1.539) (-3.845, -8.491 ) 
b) 0.000 2.809 -2.509 

Fig, 14. (Continued).The localized EDM for the M = toluene-[V2Os] system, numbered in accord- 
ance with the isolated reactant IDM they resemble the most (see Figs. 2 and 8a). The usual phase 
convention q~EDM) =-- C~N/OIO~, > 0 has been adopted. Part a groups the EDM associated with the 
(V205) cluster, X = A, and Part b corresponds to toluene, X = B. The numerical data above each 
diagram report the number of IDM giving the maximum projection on the EDM in question, 
w~ E°u~ , followed by its resolution into reactant contributions w~ tEDM) and w~ a~EDM) , in parentheses. 
The bottom numbers include: (qx~x)~,~, ~oCr~EDM~ (first row), f~Cr~EDM), f~Cr~ED~ (second row, in 
parentheses), and F cr(E°u~ 
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5.x = (OFt) * Ux = (Ux) t U x.x, where U x'x is the corresponding diagonal block 
of U. 

This way of generating the EDM (--, IDM) collective modes guarantees 
their one-to-one correspondence to the respective IDM of reactants and, as 
such, may provide an alternative, convenient framework for describing the CT 
processes. Like the IDM, such localized EDM preserve the memory of the 
reactant interaction in M + and should lead to substantial hardness decoupling. 
This expectation is due to their resemblance to the PNM (IDM) of reactants, for 
which the diagonal (reactant) blocks of the relevant hardness matrix are exactly 
diagonal. Thus, with no external hardness interaction between the A and 
B subsets of EDM, it comes as no surprise that these collective, delocalized 
charge-displacement modes also bear some similarity to the PNM of M as 
a whole. 

In addition to a dominant component of one reactant, each EDM also 
exhibits the matching component of the other reactant. Therefore, the EDM 
provide a mode-mode matching between reactants; as practically independent, 
with only a small hardness coupling within each subset, they should be useful in 
an interpretation of the overall B --* A C T  providing the mode-to-mode per- 
spective on the accompanying charge reorganization in the reactants. 

Illustrative localized EDM ( ~ IDM) for M = (toluene-[V2Os]) are shown 
in Fig. 14, with the sets (a) and (b) grouping the subsets {~} and {I 3} associated 
with the [V205] cluster (A) and toluene (B), respectively. A comparison between 
these CT-reactive channels and the corresponding IDM of reactants (Figs. 2 and 
8a) shows that the MOC adopted does indeed generate the inter-set decoupled 
displacements, which can be uniquely associated with the corresponding IDM 
of the separated reactants. 

It is also of interest to compare the localized EDM and the PNM (subset 
{ g}) of M as a whole (Fig. 15), and the corresponding diagrams representing the 
collective-mode partitioning of the AIM FF indices (Figs. 16 and 17, respective- 
ly). It follows from the w~ p) values reported in Figs. 14, 16, and 17, that, when 
the system acts as a whole in an external CT process, the mode contributions are 
strongly dominated by the hardest, non-selective EDM, [3 = 15 (Figs. 14b and 
16b), which is practically indistinguishable from the g = 26 PNM of Fig. 17. 
Next in this t,v~ p) hierarchy are the ~ = 5 (Figs. 14a and 16a), [3 = 12 (Figs. 14b 
and 16b), and y =  20 (Figs. 15 and 17) modes; important contributions to the 
FF pattern is also due to modes ~ = 11, 13 = 4, and g = 1. As explicitly shown 
in Figs. 16 and 17, the w~ p) parameters do not fully reflect the mode participa- 
tion in shifting the AIM charges, since some polarizational modes ( w~ p) ,~0) 
also exhibit large amplitudes in their AIM electron population displacements. 
When one is interested in channels for shifting the electrons between reactants, 
their relative importance is reflected by the w~P)and w~ ~p) quantities, shown in 
parentheses above each mode diagram. 

It follows from a comparison between Figs. 14, 16 and Figs. 15, 17, respec- 
tively, that the localized EDM already strongly resemble the totally decoupled 
PNM. In most cases, a clear one-to-one correspondence can be established by 
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-0.108 -0.114) 

0.025 (0.025) 

o.o51 (o.o51) 

0.092 (0.092) 

0.153 (0.151) 

Fig. 15. (Begining). 

-0.045 (-0.045) 

2. 
0.036 (0.036) 

0.051 (0.051) 

0. t07 (0.106) 

0.185 (0.185) 
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-0.029 (-0.029) 

0.041 ?.041) 
) 

0.066 (0.065) 

0.149 (0.149) 

0.201 (0.201) 

inspection. Compare ,  e.g., the CT-active modes of Figs. 16 and 17. 
The or= 1 ,3 ,5 ,7 ,9 ,  and 11 E D M  patterns of Fig. 16a may  be related to 
those corresponding to F =  1, 3, 9, 13, 21, and 20 P N M  of Fig. 17, respectively. 
Similarly, the most  impor tant  E D M  patterns I 3 = 1, 2, 4, 6, 9, 12, 14, and 15 of  
Fig. 16b are seen to resemble closely those observed for 
y =  4, 5, 8, 11, 16, 22, 25, and 26, in Fig. 17. 
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0.203 (0.203) 0.271 (0,271) 

0.348 (0.348) 0.410 (0.412) 

22 (23) ~ ~  

0.514 (0.514) 

23 

t.173 (1.165) 

0.516 (0.502) 

oo (4.215 

0.317 (0.317) 

0.425 (0.378) 

0.899 (0.899) 

Fig. 15. (Continued). The eigenvectors of the linear response matrix I i (or the internal softness 
matrix), the internal normal modes (INM) in the toluene-[V205] model system; the corresponding 
PNM, i.e., eigenvectors of 11 are practically indistinguishable from these softness eigenvectors. The 
mode numbering is in accordance with the mode hardness eigenvalue (inverse of the corresponding 
eigenvalue of Jl). In cases where the ordering of these modes differs from that of PNM, the 
corresponding PNM number (in order of increasing hardness) is given in parentheses. The numbers 
reported at the bottom of each diagram are the inverse of the p-eigenvalue and the principal 
hardness of q. The nonselective, hardest (pure CT) mode exhibits an infinite Ighardness eigenvalue, 
and is thus excluded from the remaining internal polarizational modes 

We therefore conclude  tha t  our  a lgor i thm for the IDM-localized externally 
decoupled modes, E D M  (--+ IDM),  does  indeed generate  reactive charge-  
d i sp lacement  modes  which can be easily cor re la ted  with bo th  the I D M  of  
reac tan ts  and  the P N M  of M as a whole. It follows from our  i l lustrat ive results 
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ct = l -0.005 3 -0.003 5 0.071 7 0.015 

a) ll 0.031 15 = t 0.000 2 -0.003 

4 -0.020 6 -0.00 t 

Fig, 16. The EDM resolution, {W~,~DM}}, of the FF diagram of Fig. 9 A--e; only the CT-active 
(w~ E°~) ~ O, shown below the mode diagram) modes are reported. The mode numbers are the 
same as in the corresponding parts of Fig, 8 

that the EDM ( ~  IDM) set gives rise to a strong concentration of the AIM- 
resolved FF information in a few crucial modes; this mode-resolution closely 
follows that corresponding to the P N M  description. The remarkable similarity 
between P N M  and these localized EDM also indicates that there is little 
intra-set hardness coupling within the {Qt} and {13} sets. This prediction can also 
be confirmed numerically. 

Reference to the E D M  hardnesses displayed in Fig, 14 (the first number 
under each diagram) shows that the three softest EDM, ct = (1-3) are unstable 
[q~t A) ~ = < O] ; they are dominated by the cluster charge displacements. In this 
mode-hardness ordering, the next four softest modes of the B-set, ([3 = 1~),  
exhibit mostly the intra-toluene polarization. As in the P N M  case, the modes 
representing the long-range polarization, with large groups of neighbouring 
atoms acting in the same phase, belong to the category of relatively hard 
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7= 1 -0.046 3 0.000 

8 0.003 9 0.010 

6 000  

22 0.017 

4 0.000 5 0.001 

I1 0.002 13 0.018 

25 0.007 26 0.860 

Fig. 17. The PNM resolution, { w,,~ }, of the FF diagram of Fig. 9 A-e; only the CT-active (w, # 0) 
modes are shown. The mode numbers and the overall w, index are reported at the bottom of each 
contour diagram 

collective displacements. This is particularly so for modes representing CT 
between the reactants, e.g., 13 = 12, 14, or the external CT, p = 15. 

The w x (X = A, B) values are reported in parentheses above each mode  
diagram in Fig. 14. They show the fractions of  d N  channeled via mode  ~ into 
both  reactants. They also represent the importance of  the mode  in question in 
effecting CT between the reactants, since even small values of  I taa t may  result 
f rom relatively large variations in the reactant 's  global number  of electrons, as 
reflected by the ta x indices. This can be seen in modes ~ = 1, 3, 7, 11 of Fig. 14a, 
which are the most  impor tant  within the X = A subset for the CT involving an 
external reservoir (see also Fig. 16a). 

One  also observes that the most  impor tan t  external CT-active E D M  in 
Fig. 14a (the largest I ta~l value), ~ = 5, corresponds to a net increase in the 
number  of  electrons on both reactants when d N > 0 (inflow of electrons to M). 
The second mode  of  the figure in this I w~l hierarchy, a = 11, represents the 
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pattern of electron redistribution between reactants which strengthens the 
toluene --* cluster electron transfer when d N > 0. 

Most of the change in d/v via the non-selective mode, 13 = 15 in Fig. 14b, is 
on toluene, mainly because of the different numbers of constituent atoms in both 
reactants. Among the site-selective EDM in this figure, which are active in the 
external CT processes, the most important for the d/V-induced charge redis- 
tribution (see Fig. 16b) are modes 13 = 1, 2, 4, 6, 12; the ta x indices of Fig. 14b 
show that modes 13 = 1, 2, 6, 7, 10 mainly redistribute electrons inside each 
reactant (small I w~xl values). For  d 6 / >  0, the inflowing electrons through the 
13 = 12 mode are directed mainly to the cluster, while the 13 = 4 mode exhibits 
a net cluster ~ toluene CT. 

cr quantities of the EDM and their reactant Finally, let us examine the w~ 
partitioning into cr f/  .... X = A, B. These parameters are displayed in Fig. 14, at 
the bottom of each diagram, in parentheses. These numerical values were 
generated for the assumed toluene (B)~  cluster (A) electron transfer. Consider 
first the EDM that resembles the PNM of the cluster (Fig. 14a). Among the 
internal CT-active EDM, for which f /cr  x,~ # 0, the ct = 1, 3, and 7 modes tend to 

CT decrease the global number of electrons (w~ < 0); the ~ = 5, 9, and 11 EDM, 
for which aJ cT > 0, act in the opposite direction. For the ct = 11 channel, one 
finds cv f /c r  f~ A,~ > 0 and B,~ < 0, SO that the mode CT is in the assumed direction; 
the remaining internal CT-active modes exhibit the opposite net CT effect: 

CT CT A.~ < 0 and f/B.~ > 0 (~ = 1, 3, 7). 
In the second part of Fig. 14 one also finds that the majority of modes 

redistribute global electron numbers o f  reactants in the direction of the assumed 
CT (ct = 2, 4, 7, 9, 10, 12, 14). Again, it should be noted that the fully symmetri- 
cal background channel, at = 15, represents a practically purely external CT, 
with both reactants loosing electrons in the assumed direction of CT. 

Clearly, one can also define the EDM which resemble most closely the 
MEC/REC associated with the constituent atoms of both reactants, 
fM = (fA, fB). Then, the corresponding localization transformation blocks, 
which maximize tr Ptx O~ xt, X = (A, B), immediately follow from the last 
equation when A x is appropriately redefined. 

In Fig. 18 we have compared the external MEC in the model tol- 
uene--[V2Os] system with the EDM localized to resemble the corresponding 
MEC: EDM ( ~ MEC). One should recall that the non-orthogonal MEC are all 
dominated by the softest, short-range polarization modes. Only the softest 
modes, in the orthogonal EDM set, localized mainly on the vanadium oxide 
cluster, exhibit such polarization, and thus indeed generally resemble the MEC 
set. One detects a degree of similar short-range polarization in the EDM of 
Part c. However, as seen in Part b, the EDM localized on the carbon MEC, are 
quite different from their MEC analogs, s ince-due  to the EDM orthogonality 
constra ints- the short-range PNM do not contribute to these relatively hard 
EDM. 

These differences are reflected well by the mode hardness parameters. When 
a pair of(EDM, MEC) diagrams exhibits a similar topology, e.g., selected modes 
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i = 1 0.000 1 -0.027 
(-0.001, 0.001) (0.392, -0.419) 

0.136 3.083 0.071 
( 14.910, -11.827) 

14.265 

3 -0.004 3 0.037 
(-0.075, 0.071) (0.451, -0.413) 

-0.045 -0.934 -0.053 
(-17.028, 16.094) 

-37.823 

5 -0.005 5 0.036 
(-0.058, 0.053) (0.191, -0.155) 

-0.050 -0.077 -0.060 
(-0.828, 0.752) 

-2.400 

6 0.054 6 0.242 
(0.133, -0.080) (0.232, 0.010) 

0.168 -0.562 0.155 
(-I.400, 0.837) 

-1.818 

7 0.003 7 0.166 
(0.01 I, -0.008) (0,548, -0.382) 

0.266 -0.099 0.257 
(-0.412, 0.314) 

a) -0.606 

Fig. 18. (Begining}. 

11 0.005 11 0.168 
(0.018, -0.013) (0.451, -0.283) 

0.246 -0.471 0.255 
(-1.687, 1.215) 

-2.785 

in Parts a and c, the hardnesses are of comparable magnitude. The opposite 
conclusion follows from Part b, where the hardnesses of the EDM are dramati- 
cally higher than those of their MEC analogs. 

Another obvious conclusion that follows from Fig. 18 is that the E D M  ( 
MEC) are localized, as are the MEC modes that they resemble. This is parti- 
cularly so in Part  b of the figure, where modes ~ = 14 and 15 represent the 
corresponding CH fragments of toluene. A reference to the w~ values, which 
reflect a partitioning of the external CT, dN, for the most important  CT-active 
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i = 12 0.142 12 0.017 
(0.064, 0.078) (0.111, -0.094) 

0.606 5.883 0.068 
(2.639, 3.244) 

3.458 

13 0.031 13 0.004 
(0.001, 0.030) (-0.061, 0.065) 

0.687 -7.852 0.062 
(-0.114, -7.738) 

-6.564 

14 0.071 14 0.015 
(0.001, 0.070) (0.001, 0.014) 

0.652 -1.779 0.057 
(-0.007, -1.772) 

-1.323 

15 0.095 15 0.012 
(0.022, 0.073) (0.006, 0.006) 

0.746 5.498 0.058 
(1.286, 4.2t2) 

3.224 

18 0.203 18 -0.008 
(0.125, 0.078) (0.012, -0.020) 

2.294 34.511 0.057 
(21.245, 13.266) 
b) 10.399 

Fig. 18. (Continued). 

EDM ( ~  IDM) (Fig. 16), PNM (Fig. 17) and the EDM ( ~  MEC) (Fig. 18), 
clearly indicates that EDM ( ~ IDM) give almost as compact description of the 
external CT phenomena as do PNM; in this respect the charge inflow (or 
outflow) from the system as a whole is seen to be dispersed into a relatively large 
subset of the EDM ( --* MEC), ~ = 18, 12, 15, 14, 25, 26, 6, 21, and 13, in de- 
creasing order of l w~[. Therefore, the EDM ( ~  IDM) appear to be a much 
more suitable collective populational coordinate system for describing the 
external CT than the EDM ( ~  MEC) reference frame. 
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i = 19 -0.001 19 0.493 
(0.001, -0.002) (3.036, -2.543) 

0.148 0.119 1.086 
(-0.117, 0.235) 

1.610 

20 0.009 20 0.101 
(-0.005, 0.014) (0.049, 0.052) 

0.248 -0.793 0.220 
(0.478, -1.271) 

-2.515 

21 0.046 21 O. 110 
(0.005, 0.041) (0.017, 0.093) 

0.253 -1.802 0.222 
(-0.166, -1.635) 

-3.678 

25 0.064 25 0.075 
(0.036, 0.028) (-0.200, 0.275) 

0.251 -6.043 0.264 
(-3.418, -2.626) 

-9.210 

26 0.062 

( 0.029, 0.033) 

0.540 -9.672 
(-4.496, -5.176) 

c) - 11.432 

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  i . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  

26 0.049 : 
(-0.330, 0,379) 

0.173 

Fig. 18, (Conclusion). The EDM localized to resemble most closely the populational MEC (external, 
also shown for comparison) : EDM ( ~ MEC). The modes are divided into subsets associated with 
constituent atoms in the [VzO5 ] -cluster (reactant A, Part a), ring carbons (Part b), and hydrogen 
atoms (Part e) of toluene (reactant B), in the model toluene--[V2Os] system. The isolated reactant 
charges (MNDO-toluene, scaled-INDO-cluster) have been used to generate the hardness tensor. The 
primary displaced atoms are identified by the largest open circle in the specified group of atoms, or it is 
identified by an asterisk (the H(ol case). In each two-diagram area, the first diagram represents the 
EDM localized on the MEC shown in the second diagram. The numerical data reported in the EDM 
plots are arranged in a way identical to that in Fig. 14. The numbers above each MEC diagram are 
~, ~ (dN /dN, )e  . . . .  = q~. + ~8. ~,A = (dNA/dN~)E . . . . . .  a n d  ~b, B = (dNs/dNOe=m. .  
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Finally, let us examine the EDM ( ~  IDM) and PNM resolutions of the 
AIM in situ FF indices (see Fig. 9A-c); they are reported graphically in Figs. 19 
and 20, respectively. One concludes from these figures that the EDM ( ~ IDM) 
set gives the most condensed collective-mode interpretation of the inter-reactant 
(N-constrained) CT, with only two unstable (negative mode hardness) modes, 

= 1 and 3, participating strongly in the toluene ~ cluster electron transfer; the 
two modes, [3 = 2 and 4, provide only a slight correction, to reproduce the 
positive feature of fcv c~H~), seen in Fig. 9A-c. The PNM set gives a resolution of 
comparable compactness, with modes y = 1 and 3, also unstable, generating the 
gross features of f cT, and the modes y = 5, 8, 9, and 20 generating a slight 
correction, mainly producing negative values at the methyl hydrogens. It follows 
from a comparison of Figs. 16, 17 and 19, 20 that the most compact collec- 
tive-mode resolution of f, representing the open M as a whole, is obtained in the 

c~=I 3 5 7 

a) 9 

4 

b) 10 

6 7 

12 14 

2 

9 

15 
Fig. 19. The EDM ( ~ IDM) resolution of the fcr (see Figs. 9 A-c and 10). The diagrams represent 
the w,,~(a)"cr(E~M) quantities, i = 1 ..... m, and ~ e A,//e B; only the F~a) ~ 0 modes are shown 
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7=1 

8 

14 

2. 
21 

3 4 5 

9 1 13 

16 18 20 

22 25 26 

Fig. 20. The PNM resolution of fcr (see Figs. 9 A-c, 12, and caption to Fig. 16) 

PNM representation (total decoupling), while the N-constrained process of 
electron transfer between the interacting species, a resolution of ¢cv, is best 
described in the EDM ( ~  IDM) framework. Thus, the PNM represent "natu- 
ral" collective displacements for an external CT involving hypothetical electron 
reservoir, while EDM ( ~  IDM) are the "natural" reaction channels for the 
B ~ ACT,  preserving a memory of the actual charge couplings between react- 
ants. Hence, both sets are valuable interpretative and diagnostic tools, designed 
to provide the most condensed description of the charge rearrangement accom- 
panying an external (between M and reservoir) and internal (between A and B in 
M) test CT. As such they may be called "natural populational coordinates" in the 
theory of chemical reactivity. 
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5.3 Inter-Reactant Coupling Modes 

The IDM of Sect. 5.1 are defined as the eigenvectors of the block-diagonal 
hardness matrices: 

//i ~ k o B ,  A ~B, B J and I /{ ' --  \ 0  a'A t/aMeJ (2t7) 

which neglect the respective inter-reactant charge coupling blocks, qA, B and 
M qA, B- The complementary hardness matrices, 1/e = q -  qi and t/~ el - q,el_ q{eJ 

are: 

q" - \t/a'A 0" '"  and q;e ,_  \q~,A Oa'"/t (218) 

Their eigenvectors, which we call the inter-reactant modes (IRM), provide yet 
another collective charge displacement reference frame, which can be used to 
describe the CT processes (internal or external) in a general reactive system 
M = A - - - B. For example, the IRM corresponding to the rigid matrix 
q., o//. = (o/11 ]0//2t .., I q/m), are defined by the equation 

o//~q o//. = ~ (diagonal), o//~ (unitary) (219) 

Let us examine the above eigenvalue problem in more detail, We explicitly 
separate the reactant components a//x (× = A, B) in the representative eigenvec- 
tor (q/r) t = q/* = (oR~, o//~); also, to simplify notation, we denote A = '~r,r 
Rewriting Eq. (219) gives: 

qA'a~/a = ' ~ A  and qB'A~A = / ~ a  (220) 

Multiplying the first of Eqs.(220) from the left by qa, A and inverting the 
transformed equation yields the expression for ~/a in terms of ~/A: 

~g'a = ,~G B t qB'AO~'A, GB = //B, AqA, B (221) 

which can be used to obtain from the second Eq. (220) the following eigenvalue 
equation for the q/A component: 

AO~gA = ~2d~'A, A =(qA'BGBIqB'A)-IG A (222) 

where GA = t7A'Bq B'A (see Eq.(221)). A similar elimination process for the 
~ a  component gives the corresponding eigenvalue problem: 

BR/a = ~2d~g  B, B ~ ( q B ' A G A l q A ' B ) - I G  a (223) 

with the same eigenvalue as in Eq. (222). 
Therefore, the °//A and °//a components of o// are the eigenvectors of the 

(n x n)-A and [(m - n) × (m - n)]-B matrices, respectively, which exhibit the 
same eigenvalue, A2. Let us assume, e.g., that m > 2n. Hence, the n eigenvectors 
~/A of A will combine with their n conjugates o//a among the eigenvectors of B, 
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which exhibit the same (positive) eigenvalue, whereas the remaining m - 2  n 
eigenvectors of B, ~ ~, will combine with the zero component on A, giving rise 
to the B-localized (E) IRM: 

(a//~)t : IOTA, ( ~ ) t ] ,  y =  2n + 1 . . . . .  m (224) 

It can be quickly verified, using Eq. (219), that the eigenvalues of such localized 
modes vanish identically, ,~e = 0. Thus, the B-localized modes can only polarize 
B and they play no part in the CT between reactants. However, they can lead to 
a net change in NB, thus exhibiting a nonvanishing external CT component of 

8 values, and A reactant B, i.e., generally nonvanishing wy and w~ wv = 0. When 
the CT between reactants is considered these modes will only participate in 
polarizing B, thus generally exhibiting nonvanishing F,cT, wvcr, and f~ crB.y, and 
identically vanishing cr O A, v. The remaining 2n eigenvectors will be delocalized 
throughout M. They can be grouped in pairs of IRM exhibiting opposite 
eigenvalues, of the same magnitude, ~ = 1,~1 and ~ = - I ~1: 

~ ' (  + I,~1) = [ ~ A ( ' ~ )  + ~'m('~2)] 2-1/z (225) 

Again, one can verify the eigenvalues using Eq. (219). 
There is a close analogy between this IRM representation and the localized 

molecular orbitals of the SCF MO theory. Namely, the qualitative localized 
MO's, bonding and anitbonding, can also be constructed by combining a pair of 
directed hybrid orbitals of the bonding atoms with the non-bonding hybrids 
describing lone electron pairs on the constituent atoms. Following this analogy, 
one could consider the above inter-reactant decoupling scheme as constructing 
the 6//A and a//8 charge-displacement "hybrids" of the reactants, that are de- 
signed to reflect the actual reactant interaction in M. As such they also belong to 
the category of in situ reactivity concepts. 

In Fig. 21 we present the illustrative IRM diagrams for the toluene-[V2Os] 
system, together with the relevant quantities: their eigenvalues, hardness para- 
meters, and those quantities that reflect their participation in the external and 

i,v} dia- internal (toluene [VzOs]) CT. The corresponding {w~,r } and {to cr 
grams, providing the IRM resolution of the f and f cr vectors, respectively, are 
shown in Figs. 22 and 23. 

It follows from Fig. 22 that the external FF indices, [ are determined in effect 
by the two complementary IRM, y = (6, 21), which originate from the same 
6//A and ~/B components. Reference to Fig. 9A--e shows that their combined 
effect indeed correctly reproduces the cluster part of f, with only minor charge 
shifts on the constituent atoms of toluene. The toluene part of the FF diagram is 
seen to be mainly due to the background, nonselective mode, ¥ = 26. The four 
toluene-localized IRM, y = 12-15 are seen to be only slightly involved in the 
external CT. 

Let us now examine the corresponding IRM resolution of fcT (Fig. 9A-c). In 
this case, the toluene-localized mode ¥ = 12 is used to diminish the amount of 
external CT going to the ortho-carbon. The negative [cx feature of the terminal 
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y= 1 0.016 26 0.711 
(-0.115, 0.131) (0.333, 0.378) 

-1.840 0.396 1.840 4.076 
0.805 0.255 -2.788 -13.813 
(-1.867, 2.122) (-6.464, -7.349) 

2 0.000 25 0.000 
(0.000, 0.000) (0,000, 0.000) 

-0.331 0.162 0.331 0.825 
0.000 0.000 0.000 0.000 
(0.000, 0.000) (0,000, 0.000) 

3 0.032 24 0.013 
(0.001, 0.031) (0.000, 0.013) 

-0.203 0.230 0.203 0.636 
39.120 21.223 -19.743 -t0. I70 
(0.536, 20.687) (0.270, -10.440) 

4 0.000 23 0.002 
(0.001, -0.001) (0.001, 0.001) 

-0.t07 0.188 0.107 0.401 
6.462 0.047 -2.343 -0.227 
(-0.290. 0.337) (-0.105, -0.122) 

5 0.000 22 0.000 
(0.000, 0,000) (0.000, 0.000) 

-0.t00 0,106 0.t00 0.306 
0.000 0,000 0.000 0.000 
(0.000, 0.000) (0.000, 0,000) 

6 -0.044 21 0.240 
(0.082, -0.125) (0.095, 0.145) 

-0.031 0.366 0.031 0.427 
-14.983 -2.652 1.889 1.593 
(4.991, -7.643) (0.629, 0.964) 

7 0.002 20 0,006 
(-0.001, 0.003) (0.002, 0.004) 

-0.014 0.099 0.014 0.126 
17.300 0.754 -18.231 -1.798 
(-0.476, 1 . 2 3 0 )  (-0.501, - 1.296) 

8 0.000 19 0.000 
(0.000, 0.000) (0.000, 0.000) 

-0.009 0.282 0.009 0.300 
0.000 0.000 0.000 0.000 
(0.000, 0.000) (0.000, 0.000) 

Fig. 21, (Begining). 

vanadyl oxygens, Ot~, is seen to be reproduced by tlae common °//A component 
of the complementary modes, y = 3 and 24, while that of the bridging oxygen, 
O(2), is due to the two cluster components of modes y = (7, 20) and y = (9, 18). 
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9 0.010 18 0.009 
(0.011, -0.001) (0.009, 0.001) 

-0.004 0.094 0.004 0.101 
17.053 1.557 25.960 2.791 
(1.695, -0.138) (2.580. 0.210) 

10 0.000 17 0.000 
(0.000, 0.000) (0.000, 0.000) 

-0.003 0.147 0.003 0.152 
0.000 0.000 0.000 0.000 
(0.000, 0.000) (0.000, 0.000) 

11 0 .000  16 0 .000  
(0.000, 0.000) (0.000, 0.000) 

0.000 0.120 0.000 0.120 
0.000 0.000 0.000 0.000 
(0.000, 0.000) (0.000, 0.000) 

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  

12 0.001 
(0.000, 0.001) 

0.000 0.057 
8.984 0.154 
(0.000, 0.154) 

13 0.002 
(0.000, 0.002) 

0.000 0.316 
2.937 0.287 
(0.000, 0.287) 

14 0.000 
(0.000, 0.000) 

0.000 0.040 
1.736 0.014 
(0.000, 0 .014)  

15 0.000 
(0.000, 0.000) 

0.000 0.119 
- 1.480 -0.006 
(0.000, -0.006) 

Fig. 21. (Continued). The IRM for the toluene-[VzOs-cluster ] system; isolated reactant charges 
have been used. The delocalized modes are grouped in pairs of the (7, m - 7 + 1) IRM correspond- 
ing to the same magnitude of the eigenvalue, and the B-localized modes, ~ = 12-15 are shown in the 
last row of the figure. The numerical data above the mode diagram include: the mode number 
(ordered according to increasing "~.r), w~ (first row), and its reactant resolution into (w~, w~) 
(second row). Below each diagram the following quantities are listed: ,~.~, ~r.r -~ [ad~)ttla//~]y,~ 
(first row), cr cr cr cr • F~ , ~or , and (flA.r, fls.~.) (third row). The CT parameters have been calculated for the 
assumed to luene- ,  [V2Os] electron transfer 

We therefore conclude that the IRM, solely determined by reactant interac- 
tion, are well suited to describe CT processes. They provide the most compact 
description yet of such charge reorganizations in molecular systems. Their 
attractiveness is increased by the fact, that the IRM decoupling process identifies 
well defined collective reactive and non-reactive components of reactants. This 
has far reaching implications for model catalytic systems involving large surface 
clusters, much exceeding the adsorbate in size. In such structures the localized 
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7=  1 0.016 26 0.711 3 0.032 24 0.013 

4 0.000 23 0.002 6 -0.044 21 0.240 

7 0.002 20 0.006 9 0.010 18 0.009 

12 0.001 13 0.002 14 0.000 15 0.000 

Fig. 22. The IRM resolution, {w ~.~M)}, of the FF diagram of Fig. 9 A-e (see captions to Figs. 10, 
16, and 17) 

(environmental) modes will solely involve the substrate, whereas the delocalized 
(reactive) modes will involve both the cluster and the substrate. The substra- 
te-localized modes, which substantially contribute to ¢ or f c r  could then be 
used to diagnose the influence of the cluster's environment on the active site of 
the surface or on the adsorbate. 
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y =  1 26 3 24 

4 23 6 21 

7 20 9 18 

12 13 14 15 

Fig. 23. The IRM resolution, {o~Crr(mu)}, of the fcr diagram of Fig. 9 A-c (see caption to Fig. 10) 

5.4 Stability Considerations 

In this section we summarize charge stability criteria and their physical implica- 
tions [8, 25, 47]. For  reasons of clarity we consider a general partitioning of the 
system under consideration, SP, into two complementary subsystems, 6el and 
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6e2. We shall examine the external and internal cases separately. The former 
refers to the combined system, consisting of M and a hypothetical electron 
reservoir, (M Ir), while the latter corresponds to the closed M, M = (rel',ra2). In 
the At-constrained case the complementary subsystems denote, e.g., the A and 
B reactants in a general acceptor-donor reactive system, the adsorbate and 
substrate in heterogenous catalysis, etc. Let Atf and Atf denote the respective 
numbers of electrons, grouped in the vector N ~ = ( N f ,  N~), with 
N = N f  + N f  denoting the global number of electrons in 6 a. The relevant 
condensed hardness tensor in the subsystem resolution, q~(112), is defined by 
Eqs. (35) and (44) in the relaxed and rigid approximations, respectively. Its 
elements define the susbsystem's effective hardnesses, q f  ~ s- = 1"11,1 - -  1"11,2, etc., 
q~'T---qf + rlf,  and the related response properties, e.g., the FF indices, 

= r l f / r l~ and f~' = rib/ricer of the subsystems. 
Let us assume internal equilibrium in 5 a, which corresponds to the mutually 

open subsystems, 5ae=(SellS°2), with equalized chemical potentials, 
o f  = P f  = P.~ =- dE~OAt, at the global chemical potential level. The internal 
stability refers to intra-Se (hypothetical) charge displacements, 
dN~(A) = (A, - A ) ,  that preserve A t. The corresponding quadratic energy 
change due to this polarizational displacement from the initial internal equilib- 
rium state: 

1 s~ 2 1 ~ A 2  dE(A) = ( 0 f - -  02~)A + ~qCTA = ~qcr  -- d 2 E(A) (226) 

implies the following internal stability criterion, daE(A) > 0: 

tlfT > 0 or a - ( q~ l  + qz,2)/2 > rt~,2 (227) 

Let us similarly consider 5 ~ to be in equilibrium with an external electron 
reservoir, characterized by its chemical potential 0 -  (5¢~ lSPzlr), which implies 
the chemical potential equalization; Of = Of = Os* = 0~- The virtual flow of 
electrons between ~ and r, d At = - d At,, gives rise to the associated quadratic 
energy change: 

1 z I 2 
dE(d N) = (0.z - It,) d N + ~rls~(dN ) = ~q~(d  N) _= d2 f ( d  N) 

(228) 

where the second-order energy change due to the infinitely soft (macroscopic) 
reservoir is neglected, and the global hardness rl~ is: 

= [ql ,  lrl2,2 - (rll.2)z]/q~r (229) 

Thus, the external stability criterion dE(dN)  > 0 implies for the internally 
stable charge distribution (Eq. 227): 

.9, .9,, S ~ 2 g2 = i]1,1112, 2 > (111,2)  (230) 

and this inequality is reversed for the internally unstable (q~T < O) charge 
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distribution in 5C Moreover, since 

] g l  = [ 4 a  2 - -  ( r ] ~  2 - -  q ~ l ) 2 ] t / z / 2  _< ]a ]  ( 2 3 1 )  

one obtains the following stability regimes for the typical region of coupling 
hardness between subsystems, 0 < ql ~, z < tit ~, 1 (we denote 5:1 as the harder 
subsystem, TI~ i > q2 ~, 2): 

0 < q~2 < g, internally (I) and externally (E) stable ,_9°: ( + ,  + ); 

g < ql.2 < a, 1-stable and E unstable 5¢: ( + ,  - ); (232) 

a < q l , 2  < q~,~, I-unstable and E-stable 5¢': ( - ,  + ). 

These are shown schematically in Fig. 24a. 
Clearly, since the FF indices of the two subsystems are closely related to the 

structure of the condensed hardness tensor 11~(1 ]2), these stability/instability 
regions can also be identified in terms of the f ~  and f2: subsystem FF indices 
defining the orientation of the associated FF vector in the populational space of 
the two subsystems [25]. 

These qualitative conclusions have important consequences for catalytic 
systems [47]. Let us assume, for example, that 6e = (adsorbatel substrate), with 

0 

e~ 

a) 

1]1,  I " 

a 

g 

rl 'z 2,2 

0 

(I - unstable, E - stable) = ( - ,  +) 

(I - stable, E - unstable) = (+ , - )  

(I - stable, E - stable) = ( + ,  +) 

Rigid 

1] ~ ......... 

a 

i t  ~ ~ 1,2 

T] ~ _-- 
2,2 

b) I - stable 

Relaxed 

tel 
1 ] l ,  1 

. . . . . . .  a r e l  

tel 
112, 2 

I - unstable 

Fig.  24. (a) Internal (I) and external (E) stability ( + ) and instability ( - ) regions in 5:  = (5:a ]5a2 ) 
in terms of the coupl ing  hardness q~ 2 of  S:  = (5:1 [ 5e2); (b) the softening effect of  the substrate (5:2) 
upon the adsorbate  (Sa~) in catalytic system 5C generating the internal charge instability 
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a large substrate representing the soft reactant (6e2) and a small adsorbate 
corresponding to the hard reactant (6el). Since the substrate exerts a strong 
softening influence on the adsorbate (large, negative relaxational correction to 
q 1~, t due to oq'2), 8rl~, ~(6e) (see Fig. 24b), while the opposite effect of the 
adsorbate on rl~ ' 2 and on the coupling hardness q~, 2 are negligible and exactly 
vanishing, respectively, this implies a lowering of both the a and g levels relative 
to the fixed coupling hardness, eventually generating instabilities in the system. 
This mechanism is illustrated in Fig. 24b. Thus, in this CSA, phenomenological 
perspective, the catalyst acts as a generator of the I- and/or E-instabilities 
through its softening influence upon the adsorbate. The instability conditions 
correspond to reactive charge distributions, which spontaneously readjust 

g 1, D* h ~ 1 * ~  

Fig. 25. Alternative toluene chemisorption systems involving the bipyramidal surface cluster of 
vanadium pentoxide. The structures (a, e, e, g, i) represent molecularly adsorbed toluene, while the 
remaining systems (b, fl, f, h) model the dissociative adsorption, with two methyl hydrogens 
chemically bonded to the surface oxygens at the pyramid bases. Asterisks indicate positions which 
give rise to unstable MEC. The three atoms of the parallel complex (i), marked with an arrow, denote 
the extra instabilities appearing when the closed-system constraint (dN = 0) is imposed. The results 
are taken from Ref. 8. At each diagram the (I, E) stability diagnosis is also indicated (see Fig. 24) 
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themselves through both the intra-adsorbate and the adsorbate-substrate 
charge flows, eventually leading to adsorbate reconstruction and/or desorption 
(dissociative or molecular). 

Consider now the illustrative example of alternative toluene-chemisorption 
systems shown in Fig. 25 [8], involving a bipyramidal cluster modelling the 
V205 "active site" of the (010)-surface shown in Fig. 26a. The molecularly 
adsorbed structures (Panels a,c,e,g,i) correspond to the scaled INDO-opti- 
mized distances between the "frozen" geometries of the adsorbate and the active 
site [44]. They include the perpendicular molecular adsorptions of toluene, 
through its methyl group, to the vanadyl (terminal, singly coordinated to 
vanadium atom) oxygen O m (Panel a), to the bridging (doubly coordinated to 
the vanadium atoms) oxygen O~2) (Panels c and e), and to the vanadium atom 
(Panel g), as well as the parallel adsorption of the benzene ring to the pyramid 
bases (Panel i). The remaining structures represent hypothetical dissociated 
forms (Panels b, d, f, and h), in which the two hydrogens of the methyl group are 
already bonded to the oxygens at the base of the pyramid. The rigid structure of 
the remaining toluene fragment has been assumed [44]. We have used the 
scaled INDO charges to generate the condensed hardnesses 11 z (toluenelcluster) 
to diagnose the (I, E)-stabilities of these model chemisorption systems. The 
predicted diagnoses are reported in Fig. 25. We would like to stress, that in this 
model of the "active site" the size of the V205 cluster and toluene are compara- 
ble, so that the automatic classification: the soft (substrate) and hard (toluene) 
reactants, no longer applies. When diagnosing the dissociatively adsorbed 
structures, the dissociated hydrogens of the "activated" structures (b, d, f, h) have 
been included in toluene. 

It follows from Fig. 25 that, among the molecular adsorption arrangements, 
the perpendicular (e, g) and parallel (i) structures are predicted to be internally 
unstable. This suggests a tendency towards a spontaneous internal charge 
reconstruction, possibly leading to dissociation of bonds in the adsorbate. On 
the basis of SCF MO studies [44] of these systems, one expects the CH bonds of 
the methyl groups to be affected most in the perpendicular cases; in structure e, 
the Hto) atoms of the benzene ring can also be expected to be strongly activated. 
In the parallel case, both CH and CC bonds should be strongly influenced. 
Additional evidence for this conjucture follows from examining the populational 
MEC in these systems [8,27]. 

The only case of predicted charge instabilities, both external and internal, 
among the dissociated perpendicular structures is observed for the system of 
Panel f; this may suggest a need for a further charge reconstruction, possibly 
involving the cluster's environment. The MEC arguments I-8, 27] also indicate 
that the CH ring bonds in the ortho-position relative to the methyl group are 
strongly affected by the vanadyl oxygens, besides the methyl bonds already 
partly dissociated in Panel f. 

In Table 1 we report the condensed hardness data for complementary 
subsystems in a much larger cluster of the V205 crystal consisting of 126 atoms, 
shown in Fig. 26b. They illustrate a softening influence on the diagonal hardness 
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c) 

b) "- ~ ~  " II 

Fig. 26. Perspective view of the (010)-surface of the vanadium pentoxide with different mutual 
arrangements of neighboring pyramidal [VOs] units (Panel a). Panels b and c correspond to neutral, 
stoichiometric surface cluster including two layers of the (010) surface pyramids (126 atoms); in Panel 
b, which illustrates the SINDO AIM net-charge distribution, the bipyramidal subsystems I and II 
are shown (see Table 1); Panel e represents the AIM FF distribution diagram 
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Table 1. Rigid and relaxed condensed hardnesses (a.u.) of the complementary 
subsystems X and Y of the stoichiometric, two-(010)-layer cluster of vanadium 
pentoxide including 126 atoms (Fig. 26); here X denotes the bipyramidal model of 
the surface active site (I or II) and Y stands for the corresponding remainder of the 
cluster: [VzOs] = (XIY). 

x ~/x. x ~/v, v ~/x. v 

Fig. 26b rigid relaxed rigid relaxed 

I 0.1206 0.0698 0.0681 0.0680 0.0661 
II 0.1246 0.0753 0.0679 0.0675 0.0664 

of a small subsystem X (bipyramidal units shown in Fig. 26b), due to its 
interaction with its large complementary subsystem Y. Notice that the relax- 
ational softening changes the structure of the rigid condensed hardness matrix 
11 z (X t Y), producing a rather soft (close to instability) charge distribution, with 
the off-diagonal, coupling hardness s- rlx,¥ having values comparable to the two 
relaxed diagonal hardnesses. 

The AIM FF indices of the large [V2Os]-cluster are shown in Fig. 26c. It is 
seen that in the first (0 1 0)-layer, modeling the surface of Panel a, the positively 
charged vanadium atoms exhibit negative FF values, while all surface oxygens 
(negatively charged) are characterized by positive FF  indices, marking relatively 
soft electron distributions. Thus, the FF  diagram of the bipyramidal unit 
changes when the effect of its environment in the crystal is included (compare 
Figs. 8b and 26c). 

The external MEC can be used to test the system's minimum energy 
responses to a localized, test reduction/oxidation. Both the sign of the coordi- 
nate's hardness parameter I'k and the mode topology can be of interest in 
diagnosing the system's reactivity patterns and its sensitivity to environmental 
changes [7, 8, 27, 28]. In Fig. 25 we have indicated the AIM positions, k, defining 
unstable external MEC (rk < 0). It follows from the figure that each adsorption 
pattern has its own distinct area of MEC instabilities, which can be used to 
diagnose the mutual activation of the substrate and the adsorbate as a result of 
adsorption. Such unstable modes may represent real reaction pathways, since 
displacements along the unstable MEC may occur as spontaneous responses to 
fluctuations in the AIM electron populations. One also observes that such an 
"activation" region generally diminishes in the assumed dissociative structures, 
relative to the corresponding molecular adsorption cases. This is particularly so 
in pairs of related panels: (c, d) and (g, h). Such an overall diminishing trend of 
the MEC instability regions provides a posteriori validation of the assumed 
dissociation pathway of the chemisorption system. An exception to this rule is 
seen in Panels (e, f) of the figure; this may suggest that for this adsorption 
arrangement the postulated dissociation pattern has missed other, energetically 
more favourable, pathways, e.g., those involving the toluene ortho-hydrogens, or 
that there is still a strong trend towards geometry relaxation in the assumed 
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activated structure. Reference to Panels a and b shows that, after dissociating 
two methyl hydrogens, the area of MEC instability inside the toluene fragment 
is limited to a single ring carbon (bonded to the CH fragment of the methyl 
group). One also observes that the three pyramid-base oxygens have been 
activated as a result of toluene dissociation; this indicates a possibility of 
subsequent dissociations of the lattice hydroxyls or oxygens. It follows from the 
figure that perpendicular adsorption on the bridging oxygen selectively "acti- 
vates" only the methyl group: in all remaining cases different positions in the 
benzene ring are also predicted to give rise to unstable MEC. 

In all perpendicular arrangements, the instability areas from the external 
and internal MEC have been found to be identical. Therefore, they are domin- 
ated by internal polarization displacements, with little effects of an external CT 
on the predicted instability (activation) areas. In the parallel arrangement i, 
however, the internal MEC give rise to a wider instability region, which includes 
the methyl carbon and the neighboring lattice oxygens, in addition to the 
para-hydrogen and its near-neighbour lattice oxygen; the latter is predicted to 
give rise to unstable external MEC. Thus, the external CT may moderate the 
internal, purely polarizational MEC instabilities by an intervention of the 
compensating charge flow involving the environment of the system. 

6 lllustrative Application to Large Model Catalytic Systems 

6.1 Water-Rutile System 

This section is devoted to the CSA study of the molecular/dissociative adsorp- 
tion of water on the (1 10)-surface of rutile [7, 48], in which we employ some of 
the concepts of the preceding sections. The mechanism for these processes has 
recently been formulated by Kurtz et al. 1-491, on the basis of synchrotron 
radiation resonant photoemission data and complementary spectroscopic 
information. It has been established 1,50] that, at room temperature, H20  is 
adsorbed molecularly on the (1 0 0)-surface, and dissociatively on the (1 1 0)-sur- 
face (see Fig. 27). On the nearly-perfect surface, water adsorbs on a five-fold 
O-coordinated Ti site, and interacts with a bridging O ligand; a subsequent 
bending of this singly coordinated water towards the bridging oxygen represents 
the reaction coordinate for the dissociation of water 1,48] (see Fig. 28). On the 
defective surface, the preferred adsorption site is the bridging-O vacancy, which 
allows double coordination of water (see Fig. 28); the water dissociation reaction 
coordinate would require a rotation of the chemisorbed molecule towards the 
neighboring bridging oxygens, which needs a much larger activation energy 
than the bending of the singly coordinated water [48]. In both cases two OH 
species are created as a result of the water dissociation. The previous study of the 
H20 - - - (1 1 0)-rutile system [48-1 has involved the non-stoichiometric, 50-atom, 
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Fig. 27. (Begining). 

rutile cluster. Here we have extended the cluster representation of the (1 1 0)-sur- 
face to a full 2-layer stoichiometric model, consisting of 147 atoms, as shown in 
Fig. 27. The input AIM charges (Panel a) have been determined from semiem- 
pirical SINDO1 SCF MO calculations [51]. They generate the AIM FF indices 
f, shown in Panel b of the figure, a resolution of which into the main CT-active 
PNM of Panel c is displayed in Panel d of the figure. The seven modes included 
carry about 96% of the external CT. 

It follows from Fig. 27 that it is the softest PNM, y = 1, which exhibits the 
strongest influence on the AIM charges, although most of the external CT is due 
to the non-selective hardest mode y = 147. As would be expected, the atoms at 
the cluster boundary are predicted to be the softest (Panel b), due to the 
unsaturated valences in this region. When one adopts the cluster approximation 
one is automatically faced with the question of its adequacy. Clearly, such 
a treatment is justified, when the perturbation due to adsorption (in the active 
site region) remains strongly localized in the region of the cluster center and 
rapidly decays with increasing distance from the surface bond. Also, in an 
adequate cluster representation, hypothetical charge displacements at the 
boundary of the cluster should have negligible influence upon the chemisorption 
region. Both these aspects can be quickly tested using the MEC [8, 28]. This is 
explicitly demonstrated in Fig. 29, where diagrams of selected MEC for the 
rutile cluster of Fig. 27 are reported. The first diagram, with the primary 
displacement localized on the titanium surface site, shows that the test reduction 
on this atom creates AIM shifts, the range of which does not extend appreciably 
beyond the second neighbors of the primarily displaced atom. This a posteriori 
validates the small cluster size used in the previous study. It also shows an 
effective screening of this primary perturbation through a polarization of the 
environment nearest the displaced site. The second diagram indicates, that the 
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1 0.009 0.009 

103 0.130 0.011 

106 0.01/-. 0.008 

136 0.588 0.033 

138 0.707 0.023 
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11.7 11.215 0.824 

c) d) 

Fig. 27. (Continued). The two (110)-layer, 147 atom rutile cluster charges (Panel a), AIM FF indices 
f (Panel b), the most important external CT-active PNM (Panel c), and their contributions to 
f, {wi,r} (Panel d), The numbers above each diagram in Panel c are: the mode number, principal 
hardness (ordering criterion), and wr 
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Fig. 28. Alternatives sites of a molecular adsorption of water on the (t I0)-rutile surface cluster (146 
atoms) on the central, five fold O-coordinated Ti site (the singly coordinated water molecule) and on 
the bridging oxygen vacancy (the doubly coordinated water molecule). The corresponding reaction 
coordinates of the dissociative adsorption that produce two OH species involve the bending of water 
towards the bridging oxygen of the singly coordinated adsorbate and rotation of the doubly 
coordinated water 

0.033 

0.027 

0.052 

0.08t 

0.062 

0.082 

0.028 

0.059 

Fig. 29. Representative external MEC diagrams for a model (147 atom) cluster of the (110)-rutile 
surface. The numbers below the diagrams report Fk values (a,u.), The primarily displaced atom k is 
identified by the largest open circle. Only displacements around the central five-fold coordinated Ti 
site of the surface are included in the figure 
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valence state of the triply coordinated oxygen atoms that link the two layers 
exerts a strong influence on the five-fold O-coordinated titanium site, so it is 
vital to include both this atom and its nearest neighbors in the duster that 
models this preferred active site. A similar conclusion follows from the last 
diagram of the figure, which reflects the influence of these layer-bridging 
O~3~ atoms on both the surface bridging O~2~ atoms and their neighbors, e.g., the 
six-fold O-coordinated Ti atoms. As seen in the second row diagrams, the test 
charge displacements on the second-layer atoms, in the vicinity of the central 
titanium site, have practically no influence upon this site. The third row MEC 
illustrate the range of the remaining perturbations, at locations close to the 
central active site. They show that the test reductions on the surface Or3 ~ atoms 
tend to generate charge response on the near surface atoms and have only 
a minor effect upon the second-layer and the layer-bridging atoms. All these 
observations support the adequacy of the cluster of Fig. 27, and of the previous 
choice of its 50-atom subsystem [48] for modelling the active site of the nearly 
perfect (110)-surface. 

Let us now examine the FF quantities for the molecular adsorption cluster 
(Fig. 30 A) and the transition-state (Fig. 30 B) along the water dissociation 
reaction coordinate. These chemisorption clusters exhibit the bridging-Or2) 
vacancy in the vicinity of the Tits) adsorption site. 

A comparison of Figs. 27 b, 30 A-a, and 30 B-a shows that the AIM FF 
indices of the duster change very little as a result of the water molecular 
adsorption, both in the equilibrium and bent structures, and of the removal of 
the missing oxygen. In all these diagrams the titanium atoms are seen to be the 
soft lattice units that accept most of the inflowing electrons from the reservoir 
and from the triply-coordinated lattice oxygens; the negative FF indices of the 
Or3) atoms indicate that they exhibit equilibrium charge displacements oppo- 
site to those of the system as a whole. The bridging O~2~ sites are predicted to 
remain practically unaffected by the external CT. These predictions are the 
opposite of those resulting from the previous calculations on a small, non- 
stoichiometric rutile cluster [48]. 

The remaining panels of Fig. 30 b, c, and d, correspond to closed chemisorp- 
tion systems, representing the diagonal, off-diagonal, and total CT FF indices, 
respectively, for water ~ rutile electron transfer. 

Let us first examine the molecular adsorption of Part A. The resultant 
charge response pattern of Panel d is seen to result mainly from the diagonal 
part on water (Panel b) and the off-diagonal part on the cluster (Panel c). In 
contrast to the f distribution of Panel a, the f cr quantities are strongly localized 
at the adsorption site and its close vicinity. The phases of the charge displace- 
ments in Panel d show that this internal CT is mainly from the water oxygen to 
the Ti site of the cluster, as expected during formation of the coordination bond; 
however, the observed accompanying charge adjustments on the water hydro- 
gens that diminish bond polarity relative to that in the isolated water molecule, 
should lengthen the O-H bonds, in accordance with the mapping relations of 
Sect. 2.3. Thus, one again observes in Panels b and c, that the adsorbate- 
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a) 

b) 

c) 

d) 

B 

~/ "q v 

Fig. 30. The AIM FF indices for the singly coordinated water chemisorption complex of Fig. 28 
(Part A) and the corresponding transition-state (Part B) toward the water dissociation (with a tilt 
angle of 21 ° relative to the structure of Fig. 28). The Panels a and d correspond to f (open 
chemisorption duster) and fcr  (dosed chemisorption duster), respectively, while Panels b and 
e represent the diagonal and off-diagonal AIM contributions to the resultant fcr  of Panel d. All CT 
quantities have been calculated for the assumed water --* rutile electron transfer. See also the 
caption to Fig. 9 

substrate interaction promotes both reactants, so that the negative feature of the 
donor atom of the basic reactant (water) faces the positive feature of the acceptor 
atom of the acidic reactant (rutile duster), therefore generating a covalent 
(coordination) bond. 

The fcv quantities for the transition-state structure of Part B are seen to be 
very similar to those reported in Part A; however, the symmetry-breaking due to 
the adsorbate bending has created an increased off-diagonal response on the 
bridging oxygen, a clear sign of partial formation of the new OH bond. 

The water-rutile cluster system provides a good example for testing the 
utility of the IRM representation of Section 5.3, since only three pairs of reactive 
complementary modes involve water, the remaining 143 environmental modes 
represent only the internal charge redistribution in the substrate and thus take 
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no part in CT between the reactants. The reactive IRM for the molecular and 
transition-state adsorption cases are displayed in Parts A and B of Fig. 3t, 
respectively, together with their external and internal CT and hardness charac- 
teristics. Their participation in f (Panels a) and fcT (Panels b) is illustrated by 
the diagrams of Parts A and B of Fig. 32. 

Consider first the molecular adsorption structure. In this case, the essentially 
antisymmetric modes y = (2, 148) (notice the symmetry breaking due to the 
oxygen vacancy on the surface) do not participate in charge displacement 
between water and futile (see Figs. 31 A and 32 A), so that the CT-reactivity 
information is basically limited to the four reactive IRM which originate from 
the two components on each reactant. However, in the transition-state struc- 
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Fig. 31. (Begining). 
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Fig. 31. (Continued). The complementary reactive (delocalized) IRM for the molecular adsorption 
(Part A) and transition-state (Part B) chemisorption complexes of Fig. 30. The numerical data are 
reported in the same order as in Fig. 21. The CT parameters have been calculated for the assumed 
water (base, B) ~ rutile (acid, A) electron transfer 

ture, with enhaced symmetry breaking, one detects relatively strong participa- 
tion of  the y = (2, 148) I R M  in the internal electron-transfer process. The 
similarity between the corresponding reactive modes in the molecular  case and 
that  of the transition-state is very strong indeed, but one detects the effect of  the 
new H - O  bond  being formed in Figs. 31 B and 32 B. The mode  y = 1 describes 
electron transfer from water to the cluster, with almost uniform distribution of 
the charge among  the consti tuent a toms of each reactant. Its complementary  
mode, y = 149, again with constant  background  displacements on each reac- 
tant, does not  differentiate between local sites on both  reactants either. The truly 
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149 

s ~  

147 

reactive channels ¥ = (3, 147) generate the same reversal of the original bond 
polarity in the adsorbed water as that seen in the fcT diagrams of Fig. 30 A. 
References to Fig. 32 A-b shows that the combined effect of these two modes is 
mainly limited to the water molecule, since the cluster components approxim- 
ately cancel each other. The same cancellation is detected for their transition- 
state analogs in Fig. 32 B-b, where this activation of the water molecule is seen 
to be strengthened by modes y = (2, 148). The external CT information on 
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Fig. 32. (Continued). The reactive IRM (see Fig. 31) contributions to f({W!J~M)}, Panels a) and 
fCT({Og!I~M~}, Panels b) of the molecularly adsorbed (Part A) and the transition-state (Part B) 
chemisorption systems of Fig. 30 

Panels a in Figs. 31 and 32 shows the moderat ing effect of  the electron reservoir 
that  is missing in the internal C T  quantities. A compar ison between Panels 
a and b of Fig. 32 indicates that  the patterns of  reactive I R M  contributions to 
f and f c r  are very similar, except for the mode  ¥ = 148 (Fig. 32 B), where the 
internal and external CT  displacements exhibit opposite phases. 
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These illustrative results clearly demonstrate the great utility of the IRM 
reference frame in diagnosing charge transfer effects in chemisorption systems. 
They provide truly two-reactant reactive channels, the shapes of which resemble 
the interaction region of the corresponding FF indices. They have been found to 
be much more selective indicators than the corresponding external FF indices. 

6.2 Toluene - [V205]  System 

The previous CSA, SCF MO and DFT studies [26-28,44,45,76-78] of the 
vanadium oxide clusters and the chemisorption systems with toluene, have 
usually adopted a very small, strongly non-stoichiometric cluster representation 
of the surface active site, which included a very few idealized V205 pyramids of 
the surface layer. In a recent study [79] a relatively large, two-layer, near- 
ly-stoichiometric cluster V36098 shown in Fig. 33 has been used to examine the 
influence of both the surface size and of the supporting layer, in a truly 
two-reactant description of charge responses. The probing perpendicular and 
parallel structures of Fig. 33 generate the FF diagrams shown in Fig. 34, which 
compares the total in situ indices (Panels c), their diagonal (Panels a) and 
off-diagonal (Panels b) components, as well as the global FF diagrams charac- 
terizing the whole chemisorption system in contact with an external electron 
reservoir (Panels d). 

It follows from Fig. 34 that the inclusion of the adsorbate-substrate charge 
couplings, which are responsible for the off-diagonal FF component and the 
relaxational changes in the diagonal FF component, is vital for adequate 
probing of chemical reactivity trends in large systems. The in situ FF indices are 
strongly localized in the chemisorption region, in contrast to the global FF 
diagrams; this localization validates the cluster approximation used in this 
extended analysis a posteriori. Namely, the range of the AIM populational 
displacements in the cluster, due to the inter-reactant CT, is seen to be limited to 
the close vicinity of the adsorption site. In all cases, the role of the supporting 
layer is rather small due to a relatively weak inter-layer charge coupling; in the 
parallel adsorption arrangements it is seen to be more pronounced. 

In all cases the overall in situ AIM FF pattern is approximately the sum of 
the diagonal FF indices of toluene and the off-diagonal FF indices of the cluster. 
A comparison between Figs. 34 A, B and 9 A, B, respectively, shows that the in 
situ FF indices are very sensitive to the cluster representation and the adsor- 
bate-substrate separation. 

In Fig. 34 A-c, the methyl group hydrogens coordinate to both O~1) and 
O(2) surface oxygens. Formation of partial (Or1), 0(2)) ~ Hto) bonds implies an 
effective removal of electrons from the C~o)-H~o) bond region and from the 
methyl C-H bonds. Therefore, both the methyl and ortho ring carbons should be 
activated in this adsorption arrangement, thus becoming relatively susceptible 
to oxidation. The off-diagonal component of Fig. 34 A-b exhibits the domina- 
ting cluster charge relaxation trends. In the vicinity of the adsorption site, one 
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Fig. 33. Perspective views from the top-layer side (Panel a) and from the bottom-layer side (Panel b) 
of the representative, nearly-stoichiometric surface cluster V36Ogs. The geometric structure of the 
V205 (010)- surface cluster (see Fig. 26) involves the SINDO1 optimized intra-layer bond lengths 
[28] and the crystallographic values of the bond angles and the inter-layer V-O bond length. The 
surface layer views of alternative perpendicular adsorptions of toluene on the bridging oxygen 
O(2) from the top layer side (c) and from the bottom layer side (d), and two alternative parallel 
adsorptions (Panels e, f) on the bottom layer. In Panel d the same adsorbate-substrate separation as 
in Figs. 7a, 9 and 25e has been adopted, while in the remaining panels this separation has been 
increased by 1/~ relative to those shown in Fig. 25 
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detects a slight reversal of the original O ~ V bond polarization, which weakens 
these cluster bonds; this may facilitate a subsequent participation of the active 
site oxygens in a selective oxidation of toluene. A comparison of Panel c and d in 
Fig. 34 A shows how relatively non-selective are the global FF reactivity indices, 
in comparison to their in situ analogs. 

In the second perpendicular adsorption of Fig. 34 B only the methyl CH 
bonds of toluene and the bridging oxygen of the cluster are strongly activated, 
thus indeed indicating a preference towards a selective oxidation of the methyl 
group. The overall polarizational matching of the AIM charge shifts in the 
chemisorption region, with the donor atoms of the basic reactant (toluene) 
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Fig. 34. (Continued). 

d 

facing the acceptor atom of the acidic reactant (duster), indicate a relatively soft 
charge rearrangement. 

In both parallel arrangements (Figs. 34 C, D) the electrons are removed 
throughout the toluene; this indicates a tendency towards the adsorbate destruc- 
tive oxidation. The lattice oxygens are strongly "released" (less bonded by 
vanadium atoms) due to the off-diagonal FF component; thus they may play 
a significant role in oxidizing the toluene fragments. This strong lattice recon- 
struction effect is also observed in the supporting layer, which modifies the 
primarily induced charge shifts of the surface layer. 

For a more complete CSA study of the toluene-[V2Os] system the reader is 
referred to the "Note added in proof" and ref. [79], while the allyl-[MoO3] 
system is examined in more detail in ref. [82]. 
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Fig. 34. (Continued). 

7 Conclusions and Future Prospects 

One of the primary aims of the research program described in this review has 
been to formulate adequate two-reactant reactivity concepts, and the underlying 
coordinate systems, which can be used to diagnose reactivity and selectivity 
trends in systems of very large donor/acceptor reactants, e.g., chemisorption 
systems. The CSA approach [52], which provides the basis for the present work, 
is both relevant and attractive from the chemist's point of view, since many 
branches of chemistry--the theory of chemical reactivity in particular--con- 
sider responses of chemical species to perturbations of the external potential and 
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Fig. 34. (Conclusion), The isoelectronic, in situ FF indices (Panels a-c) and the global FF indices 
(Panel d) for the four adsorption arrangements of Fig. 33. The Parts A, B, C, D correspond to the 
structures c, d, e, f of Fig. 33, respectively. For reasons of clarity both layers have been mutually 
shifted by an arbitrary translation. The same scaling factor has been used in Panels a-c, while in 
Panel d the reported number is the factor required to bring this diagram to the same scale factor 
value as that used in the remaining panels. Panels a, h and c show (see caption to Fig. 9) the diagonal 
( [A,A -- fB, B), off-diagonal ( ¢A,8 _ fs, A), and total in situ FF indices for the assumed B (toluene) 

A (cluster) electron transfer. The diagram of Panel d represents the corresponding global FF 
distribution, characterizing the external CT to the whole chemisorption system from an external 
reservoir 

electron populations. Clearly, a two-reactant approach is vital, since the charge- 
response reactivity criteria and the interaction energy must involve measures of 
both the generalized polarizabilities of the perturbed reactant and the stimuli 
due to the presence of the other reactant. The CSA treats molecular systems as 
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an interconnected ensemble of structural or functional units, with hypothetical 
flexibility and to open or close any of its constituent parts, to one another and/or 
relative to an external reservoir. It adopts a thermodynamic-like description 
[53] of the global and regional (constrained) equilibrium charge distributions, 
based on the chemical potential (electronegativity) equalization principle 
[3,43, 54]. Such a perspective is indeed very close to that adopted in intuitive 
chemistry [54]. 

Each reactivity problem requires an appropriate level of resolution (react- 
ants, functional groups or other important structural units, local sites, e.g., AIM, 
etc.). The canonical AIM-division can be expected to be sufficient for most 
chemical problems, although, for some subtle bonding effects, local [3,21, 
22,55, 56] or molecular orbital [57,58, 81] resolutions may be needed. Both 
function space (populational analysis) [3, 7, 9, 10, 12, 16, 59-62] and physical 
space (topological approach) [63-65] partitioning of the electronic density can 
be used to extract the AIM quantities. The AIM-type modelling has an a priori 
character, while the topological approach of Bader represents an a posteriori 
extraction of the AIM information from exact molecular calculations. When 
considering bond dissociation, one has to take into account chemical potential 
discontinuity [65, 66]. The semi-empirical modelling of the AIM charge sensi- 
tivities have recently been replaced by accurate ab initio wavefunction and DFT 
calculations [3, 56, 64, 65, 67-73]. 

The CSA in AIM resolution can be applied as a procedure supplementary to 
the standard ab initio SCF CI or DFT calculations, which may provide the input 
AIM charges, but this would severely limit a range of its applications. The real 
strength of the method lies in its ability to diagnose rapidly the reactivity trends 
from rather crude, and limited information about the constituent atoms, includ- 
ing the hardness (electron repulsion) interaction between large reactants, that 
depend parametrically on the geometrical structure of the system. Thus, even 
approximate AIM charges, e.g., those from the EEM, parametrized to reproduce 
STO-3G quality Mulliken populations, or from semi-empirical SCF MO calcu- 
lations on small models, may be preferred, in order to explore, the reactivity 
possibilities between very large reactants quickly. 

Each physical phenomenon can be related to the system of coordinates, in 
which it can be described in the most compact and simple way. Finding such an 
optimum reference frame is very important for interpretative purposes, since it 
identifies the crucial elements of the mechanism, and separates them from 
background information, that is irrelevant to the process in question-at least in 
the first approximation. We have shown that in reactive systems the highest 
degree of concentration of reactivity information is obtained in the reactant 
collective populational coordinates, which reflect the inter-reactant charge 
couplings, e.g., the IRM. Each system of coordinates probes a different facet of 
molecular behavior. Some of them, e.g., MEC/REC, are closely related to 
intuitive chemical thinking, viz., inductive effect, charge relaxation accompany- 
ing localized reduction/oxidation, effects of a hypothetical CT between selected 
subsystems, etc. 
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Although most of the sensitivity criteria are closely related to the interaction 
energy, they are basically of the response, geometrical character, reflecting the 
reaction stimulus, i.e., the interaction between the two molecules. The mode 
resolved CSA may also be considered as supplementing the classical orbital 
interaction approach of Fukui [11]. 

The main purpose of this review was to present a variety of concepts and the 
growing potential of the CSA for probing chemical reactivity. The method 
basically starts with the information on isolated reactants, which it supplements 
with the hardness interaction, interpolated from the reactant data and their 
current mutual geometrical arrangement in the reactive system. Thus, the CSA 
provides a phenomenological treatment of molecular systems, which allows one 
to make a quick prediction of their behavior in a changed environment, e.g., in 
the presence of the other molecule. This novel way of thinking about chemical 
reactivity was possible due to the DFT. In this outlook we have emphasized the 
two-reactant reactivity criteria. As we have demonstrated, the CSA enables one 
to formulate new geometric concepts for describing charge rearrangements 
between complex reactants [7-9, 74], including the alternative collective modes, 
which we have summarized in this review, and the intersecting-state-model for 
CT processes, defined in the AIM electron population space [6, 7, 25, 74]. This 
development is still in its experimental stage; most of the new concepts still await 
their eventual application to reactive/catalytic systems of real chemical interest. 
Also, the true potential behind the collective charge coordinate systems and the 
mapping relations remains to be explored. 
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Note added in proof 

We have used in Section 6.2 the in situ FF diagrams of Fig. 34 (A-c) - (D-c), 
calculated for the assumed toluene ~ cluster electron transfer, to interpret the 
toluene activation/surface reconstruction trends. Clearly, the CSA predicted 
direction of this inter-reactant CT (Eq. (177)) may be different from that assumed 
in these diagrams. Moreover, due to the changing interaction with an increase in 
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the inter-reactant separation, which influences both/~r and r/cr, such a geomet- 
rical change may also result in a change in the CT direction. A further interpre- 
tative limitation of the in situ FF diagrams is that one has to multiply them by 
NcT to obtain the absolute AIM population changes due to the CT-component: 
{d NX*(Ncr), X = A, B}. Therefore, a full CSA interpretation of the CT reactivity 
trends requires a determination of the actual amount and direction of CT; it 
should be emphasized that the very identification of the acidic (A) and basic (B) 
reactants in M = (AIB) also depends upon the actual direction of CT. This 
missing information can be calculated within CSA without difficulty (Eqs. (128) 
and (177)), provided the changes in the external potentials in atomic positions, 
due to the presence of the other reactant are known, since they uniquely specify 
the displacements in the AIM chemical potentials in the non-polarized reactants 
("frozen" charge distributions of isolated reactants) 179, 82]. In the AIM descrip- 
tion these perturbations can be realistically predicted from the point-charge 
approximation using the known AIM net charges in the isolated reactants: 
d e  A = {dv,, = -Y .~  q~/I Jet.-/~bl} and dv  B ---- {dvb ~ _TA  q./I /~'b- /~. I }. 

A knowledge of these realistic perturbing potentials also allows one to 
determine the remaining missing component of the charge reorganization in 
reactive systems, the direct polarization, P-component, {dN~" (d v), X = A, B}, 
defined by Eq. (180). These P-patterns allow one to qualitatively predict changes 
in the electronic structure of both reactants at the polarization stage, before the 
inter-reactant CT, and the adsorbate activation/surface reconstruction trends 
they imply [79, 82]. In addition one obtains the corresponding estimates of the 
ES, P and CT contributions to the interaction energy Ecr (see Eqs. (176), (177)), 
EEs = Y. ~ Y. ~ q~ ~ / l  ~'b -- /~'~ [ }, and Ep = ½ d vii d v t. These approximate energy 
estimates allow one to establish a rough energetical hierarchy among the 
chemically interesting chemisorption structures at various distances and reac- 
tion stages [79, 82]. 

Obviously, the full treatment of charge reorganizations in reactive systems 
calls for the overall (P + CT) - diagrams of the AIM charge displacements: 
dN(dv, Ncr)= {dN~(dv)+ dN*(Ncr), X = A, B}. Only such diagrams can 
reveal which component (P or CT) dominates the overall (P + CT) pattern, 
thus playing the crucial role in the chemical reactivity. Using the P-patterns and 
the absolute CT-diagrams obtained from the point charge approximation to d v, 
one can address this problm as well, practically without any additional com- 
putational effort beyond that required to determine the in situ FF plots [79, 82]. 

In Fig. 35 we have compared the absolute charge displacement diagrams at 
all three levels of description, for the four chemisorption structures of Figs. 33 
and 34. It follows from the CT patterns that at larger adsorbate-substrate 
separations (a, c, d) the direction of the inter-reactant CT is indeed the same as 
that assumed in Fig. 34, i.e., from toluene (B) to the surface cluster (A). However, 
at the closer approach (b) it is reversed, so that the cluster acts as a base and 
toluene becomes an acidic reactant. When the distance in panels (a, c, d) is 
decreased by 1 ~,, to become comparable to that in panel (b), a similar reverse 
CT is observed in the parallel structures (c, d), but the CT direction stays 
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Fig. 35, The polarizational (P), charge transfer (CT), and overall (P + CT) charge reorganization 
patterns for the four chemisorption arrangements of Figs. 33 and 34, obtained from the CSA 
calculations using the point charge approximation to d v. The arrow in the CT components indices 
the CSA predicted direction of the charge flow. In each row different scale factors are applied in the 
P, CT, and (P + CT) panels. 
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unchanged in the complex (a); similarly, when the inter-reactant separation in 
diagram (b) is increased by 1 ~, [-to become comparable to that in complexes 
(a, c, d)] the CSA predicted CT direction, toluene ~ duster, is identical to those 
observed in the remaining chemisorption complexes at these larger distances. 

It follows from the comparison of Fig. 35 that the CT-component does 
indeed dominate the overall patterns in the early approach structures (a, c, d), 
while in the close approach complex (b) an increased role of the P-component can 
be detected. In the parallel adsorption arrangements the polarization patterns 
are seen to predict a stronger differentiation of the carbon charges in the ring 
and the opposite methyl polarization trends, in comparison to those exhibited 
by the CT-component. Large differences are also observed in the surface 
reconstruction due to the P and CT induced charge displacements, respectively, 
particularly in the complexes (b, c). In the perpendicular structure of Fig. 35a the 
methyl polarizations at the P and CT stages, respectively, are qualitatively 
different with the latter determining the overall trends. A similar difference is 
observed in the P and CT charge displacements of the O~2~ adsorption site in 
Fig. 35b. 

The total (ES + P + CT) interaction energies for the four structures of 
Fig. 35 indicate a strong preference towards the first (a) perpendicular adsorp- 
tion on O~2~ at both distances; among the parallel structures the first (c), central 
adsorption of the toluene ring above the surface vanadium site (c), is also 
energetically more favourable at both inter-reactant separations. The CSA 
energy estimates show that at the close approach the perpendicular structure (a) 
is the most stable one; at larger separations the parallel arrangement (c) is 
preferred. Clearly this energetical hierarchy changes when separate contribu- 
tions to the inreaction energy are compared. 
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Chemical reactivity theory, in its evolution from its earliest empirical beginnings to its current level 
of sophistication has had an immense impact on chemistry. In work of Parr and collaborators in the 
1980s, the theory was grounded in a rigorous formulation of many-body theory and density 
functional theory, and its richness and promise were made manifest in contemporaneous work by 
Nalewajski and collaborators. Nevertheless, many fundamental issues remained unresolved, and the 
need to strengthen the foundations of reactivity theory and broaden its applicability remained. In 
the present chapter, the early work of Parr, Nalewajski and their coworkers is reviewed and the 
unresolved issues defined and enumerated. Recent work by the author and his collaborators 
addressing the resolution of these issues is reviewed, including both published and previously 
unpublished results. The principal advances discussed include explicit Kohn-Sham expressions for 
reactivities, the distinction between localized and extended chemical systems and the associated 
limitation of the ensemble formulation of density-functional theory, the distinction between isoelee- 
tronic and electron-transfer reactivities, the need for both static and dynamic reacfivities, the need 
for nonlocal reactivity kernels, the placement of nuclear and electronic reactivities on the same 
footing, the identification of chemical stimuli in addition to chemical responses, and the establish- 
ment of a relationship between the total energy and the reactivities and, ultimately, the reaction 
pathway. While many elements of the theory have been completed, the proper definition of 
electron-transfer reactivities for localized systems and the relation between total energy and 
reactivities for overlapping reactants have not yet been found. How this might be done is briefly 
discussed, and it is suggested that successfully accomplishing it would complete the strengthening of 
the foundations of reactivity theory attempted by the author and collaborators. 

1 Introduction 

The fo rmula t ion  of  concepts  with which to o rde r  the vast  p h e n o m e n o l o g y  of  
chemical  react ions  and,  ul t imately,  to predic t  their  course  has  been a focal 
act ivi ty  of  theoret ica l  chemis t ry  since its incept ion.  These concepts  have been 
t r ans fo rmed  over  the years  f rom empir ica l  no t ions  into wha t  has  become a rich, 
mult i faceted s t ructure  convenient ly  labeled chemical - reac t iv i ty  theory.  In  the  
course  of  its deve lopment ,  react ivi ty  theory  has had  an  immense  impac t  on  
chemistry.  Given  its impor t ance  and  the advanced  state to  which it has  been 
brought ,  as  reviewed, e.g. by  Nalewajski ,  Korchowiec  and  Micha lak ,  the preced-  
ing chap te r  in this volume [1],  it seemed wor thwhi le  to essay a fully r igorous  
deve lopmen t  of  the  s t ructure  of react ivi ty  theory  in an effort to  s t rengthen its 
foundat ions .  As will be seen, tha t  task  is no t  yet  complete ,  bu t  in the present  
chap te r  we review our  progress  to date,  inc luding bo th  publ i shed  [2, 3] and  as  
yet  unpub l i shed  mate r ia l  by  the a u t h o r  a n d  his co l l abora to rs .  

O f  all  the m a n y  i m p o r t a n t  con t r ibu t ions  to  react ivi ty  theory ,  two s t and  ou t  as 
pa r t i cu la r ly  re levant  to our  task. The  first is Fuku i ' s  i n t roduc t ion  in 1952 of  the 
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concept of frontier orbitals within an independent-electron framework [4-7] (of 
which the Hartree-Fock approximation was of course the most accurate realiz- 
ation) which gave a clear, quantum-mechanical basis to notions that had 
previously been semiempirical. The second, from Parr and collaborators [8-15], 
showed in the 1980s how Fukui's and other, closely related ideas could be given 
a rigorous foundation in density-functional theory [8,16-18]. 

Of the central concepts emerging from the work of Parr and collaborators 
and of Nalewajski and collaborators [1, 19-24], reactivity indices such as the 
Fukui function [8-12], the local and global softnesses [8-12], the corresponding 
hardnesses [13-14], and the hardness and softness kernels [15, 19-21] provide 
quantitative measures of the reactive proclivities of isolated, unperturbed sys- 
tems. Expressing the interaction energy of two subsystems in terms of these 
indices then shows how their individual proclivities mesh. While many earlier 
workers dealt with two-reactant systems (cf. references in [1]), our goal here is to 
do so again but with complete rigor, subject to the limitation that the interaction 
energy is expressed entirely in terms of such properties of the isolated reactants 
as the reactivity indices, a defining feature of reactivity theory. This limitation 
restricts consideration of the interaction energy to a low order of perturbation 
theory, that is, to weakly interacting systems. The common goal of quantitative 
theories of chemical reactions is to calculate reaction rates from a knowledge of 
energy surfaces in configuration space (see e.g. [25]). Because of the above 
limitation, chemical reactivity theory can give quantitative information only 
about the early stages of chemical reactions, i.e., about the portal or gateway to 
the reaction pathway, unless the entire pathway remains in the weak interaction 
regime. Certain electron-transfer reactions provide examples of this most favor- 
able case, and it would provide a rigorous basis for the atoms-in-molecules and 
molecular fragment pictures. 

Nevertheless, a rigorous treatment of the early stages of a reaction could be 
most valuable in the general case. Even for a system computationally simple 
enough for its energy surface to be calculated in sufficient detail for a reac- 
tion-rate computation to be feasible, interpretation of the results can be greatly 
facilitated through the use of reactivity theory. Moreover, reactivity theory can 
be used to generate predictions testable by computation and experiment. There 
are, of course, systems too complex computationally either for a direct attack on 
their energy surfaces or for accurate calculation of their reactivity indices. Even 
so, there are also systems of an intermediate level of computational complexity 
for which the system as a whole is too complex for direct attack while computa- 
tion of the reactivity indices of the individual reactants is still feasible. For such 
systems, reactivity theory can be of great usefulness. 

Heterogeneous catalysis provides many important examples of those inter- 
mediate cases [26]. Accurate numerical study of the interaction of very simple 
molecules with the clean, atomically flat surfaces of pure metals has only very 
recently become feasible [27-34]. For example, the full six-dimensional energy 
surfaces of H2 on clean [33] and sulfur-poisoned [34] Pd(100) surfaces have 
been calculated. The energy surfaces which result from these computations have 
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been used to compute the temperature-dependent reactive sticking coefficient of 
Hz on Cu(l l l )  [35] and Pd(100) surfaces [36]. These calculations push the 
boundary of what is now feasible. Any significant complication, e.g. an alloy 
surface or a somewhat larger molecule, completely inhibits such a direct attack 
from first principles at this time. On the other hand, the reactivity indices of an 
alloy surface could now be calculated and so could those of a considerably 
larger molecule. Good use could be made at present, then, of a theory which 
defines reactivity indices and relates them to reactant interaction energies in 
a fully rigorous manner in this and many other instances. Chemical reactivity 
theory should therefore be developed to the point where it can thus be used to 
finesse chemical complexity. In the following, we review efforts by the author 
and collaborators to strengthen the foundations of chemical reactivity theory 
and broaden its applicability so that it can be so used. 

In Sect. 2 we introduce Fukui's frontier-orbital notion [4-7] and briefly 
review the grounding of this notion in density-functional theory by Parr and 
collaborators [8-12] through their introduction of the Fukui function and the 
local and global softnesses. During the course of our subsequent presentation, 
we point out a series of issues fundamental to this grounding of chemical- 
reactivity theory in density-functional theory [8,16-18]. Sections 3 through 
8 are devoted to elucidating these issues, and reviewing their resolution to date. 
In Sect. 3, we give explicit expressions for the reactivity indices defined in Sect. 2 
within the framework of the theory of Kohn-Sham [17]. In Sect. 4, we point out 
that a clear distinction must be made between localized systems with discrete 
electronic spectra and extended systems with quasicontinuous or continuous 
spectra. We show that the reactivity indices of Sect. 2 can actually be defined 
only for extended systems. We then review in Sect. 5 analogous concepts of 
nuclear reactivity valid for extended systems, nuclear rearrangement being the 
defining basis of a chemical reaction. We point out in Sect. 6 that the reactivity 
indices of Sect. 2 are local responses to global perturbations, whereas chemical 
reactions are nonlocal responses to local perturbations. We then review the 
reactivity kernels introduced by Nalewajski [19-21] and by Berkowitz and Parr 
[t5] which resolve this issue. We give Kohn-Sham expressions for the softness 
kernels and introduce the distinction between isoelectronic and charge-transfer 
softness kernels. As emerges from the work of Nalewajski and collaborators 
[22, 23], these reactivity kernels also resolve the ambiguity of the frontier- 
orbital concept for extended systems and display clearly the complexity of 
chemical responses; we discuss this issue in Sect. 7. Finally, in Sect. 8, we show 
how analysis of the total energy of interaction of two disjoint systems through 
the second order of perturbation theory permits the identification of dynamic 
generalizations of the static isoelectronic chemical reactivities thus far introduc- 
ed and of chemical stimuli as well. The status of the fundamental issues raised in 
Sects. 3 through 8 is summarized in Sect. 9, where it is pointed out that the most 
important task remaining is the generalization of the interaction-energy analysis 
of Sect. 8 to overlapping systems in order to establish charge-transfer reactivities 
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analogous to the isoelectronic reactivities of Sect. 8 as well as establish the 
corresponding stimuli. 

2 The Fukui  Function and the Local and Global Softnesses 

Fukui [4-7] introduced as quantitative measures of reactivity the frontier- 
orbital densities, 

p~ (r) = ~l~bN + l(X) l z , (la) 
s 

p;(r) = ~14,~(x)l 2 , 0b) 
s 

of an N-electron system treated in an independent-electron approximation 
which could be semi-empirical or as sophisticated as Hartree-Fock. The electron 
coordinate x has a space component r and a spin component s. ~bN+ 1 is the 
lowest unoccupied molecular orbital or LUMO, and q~N is the highest occupied 
molecular orbital or HOMO. Thus p~(r) is presumed to measure the local 
reactivity to a nucleophilic reagent or donor, and p~(r) is presumed to measure 
the local reactivity to an electrophilic reagent or acceptor. 

Parr and collaborators [8-12] showed how Fukui's frontier-orbital concept 
could be grounded in a rigorous many-electron theory, density-functional the- 
ory (DFT) [8, 16-18]. They used the ensemble formulation of DFT to introduce 
the expectation value W of the total electron number as a continuous variable. 
They then defined the Fukui functions 

as the reactivity indices corresponding to Fukui's frontier-orbital densities. The 
subscript v specifies that the differentiation is to be carried out at constant 
nuclear electrostatic potential v(r) acting on an electron at r plus any other 
external potential. The superscript + ( - )  indicates that the derivative with 
respect to Jg" is taken at .A P just above (below) an integer value No. The 
discontinuity between f+(r) and f-(r) arises from the discontinuities at integral 
values of W in the T = 0 grand canonical ensemble underlying the DFT used. 
Proceeding next via the Kohn-Sham (KS) reformulation of DFT [17], Parr and 
colleagues [8-12] expressed the Fukui functions in terms of the exact Kohn- 
Sham orbitals ~bi(x) [12], 

NO [01]/i(X)2] :i: 
f+- (r) = p~ (r) + ~ ~ (3) 

i , S  V 
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The frontier-orbital density pF -+ (r) in Eq. (3) is now defined in terms of the exact 
KS L U M O  and H O M O  instead of the approximate orbitals qSi(x ) in Eq. (1), 

p~ (r) = ~10N + dx)l 2 ,  (4a) 
S 

pf  (r) = El 0N(x)l 2 (4b) 
S 

We see from Eq. (3) that in addition to its use of approximate orbitals, Fukui's 
frontier density is a frozen-orbital approximation to the Fukui function, as 
indicated by the second term on the right-hand side of Eq. (3) [32]. 

The Fukui function is normalized to unity, 

~drf ± (r) = 1. (5) 

Thus it describes only the local geometry of a nucleophilic ( - )  or electrophilic 
(+ )  reactive response; it does not describe the local intensity of response. The 
local softness, s±(r), defined by Parr and collaborators [8-12, 33] as 

s ± (r) = FOP(r)] ± (6) 
L~J,  

does describe the intensity of response. Here,/~ is the chemical potential or 
Fermi level of the electrons. The global softness is then defined as 

S ± = ~drs  ± ( r ) .  (7) 

From Eqs. (6) and (7) it follows that 

(8) 
k 0# jv 

since 

./V = Sdrp(r). (9) 

The Fukui function is thus a normalized local softness, 

f±(r) = s±(r)/S ± • (10) 

In addition to the local and global softnesses, Ghosh, Berkowitz and Parr also 
defined local and global hardnesses [13-15], ff ± (r) and t/± [39] 

2~1 ± (r) = L ~ - ~ j  v (11) 

~/± = Sdrt/± (r) f± (r). (12) 

The local hardness and softness are reciprocal quantities in the following sense 
[13-15], 

2fdrr/±(r ) s±(r) = 1,  (13) 
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as are the global quantities, since Eqs. (2),(12), and (8) imply that 

r /= 1/2S. (14) 

The local and global hardnesses and more general hardnesses to be introduced 
later are very important quantities. Nevertheless, we do not emphasize them in 
the present chapter because, for the most part, the issues that arise at the 
foundations of the theory can be dealt with by considering the corresponding 
softnesses. 

3 Kohn-Sham Expressions for f ± (r), s -+ (r), and S 

The first issue to be dealt with is most readily framed as a question. Can one find 
explicit and exact expressions for the reactivity indices f ± (r), s ± (r), and S ± in 
terms of quantities calculable within the Kohn-Sham (KS) framework? This 
question was answered in [2] in the affirmative. The analysis starts from the 
standard expression for the electron density in terms of the Kohn-Sham orbitals 
for an No-electron system 

No 
p(r) = ~ 1 0 , ( x ) l  2 . (15) 

i=l,s 

This is most conveniently generalized to the ensemble formulation of Kohn- 
Sham theory [8, 18] by introducing the Kohn-Sham Green's function 

G(x, x';E-) = (x l [E-  - HKs]- t lx ' ) ,  (16a) 

where 

E - = E - - i t ~ ,  6--.0 + . (16b) 

The KS Hamiltonian H~:s is 

p2 
HKs = ~mm + VKs(r), (17a) 

and the Kohn-Sham potential is 

VKs(r) = v(r) + VH(r) + vx¢(r). (17b) 

In Eq. (17b), v(r) is, as before, the nuclear electrostatic potential acting on an 
electron at r; vrdr) is the Hartree potential 

v.(r) = ~ dr' p(r') ; (17c) 

and vxc(r) is the KS exchange and correlation potential. The exchange and 
correlation potential is derived from the energy function 1-16] 

E[p] = FEp] + Sdr v(r) p(r) (18a) 
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of the electrons, where F[p]  is a universal functional, the sum of the electron 
kinetic-energy functional T,[p]  and the electron-electron interaction functional 
Voo[p], 

F[p] = Te[p] + Vee[p] • (18b) 

The explicit expression for vx~(r) is 

t iF[p] tiTs[p] 
v,c(r) = - -  VH(r) - -  , (19) 

tip(r) tip(t) 

where Ts [p] is the kinetic energy functional of a system of independent electrons 
obeying the exclusion principle with a total electron density constrained to be 
p(r) [8, 17, 18]. 

The analysis in [2] results in the following KS expressions for the reactivity 
indices f± (r) and s -+ (r) 

f ± ( r ) = S d r ' K - l ( r ,  ' ÷ ' r) p c  ( r ) ,  (20) 

s ± (r) = S d r ' K -  l(r, r')g(r',/1). (21) 

In Eq. (20), pF ~ (r) is the frontier density, Eq. (4). In Eq. (21), g(r,/~) is the local 
density of Kohn-Sham states (DOS) at the chemical potential [40], 

g(r, #) = ~ 1 Im G(x, x;/~-).  (22) 
s ff 

The kernel K -  l(r, r') entering both Eqs. (20) and (21) is the inverse of 

K(r, r') = tiff, r') + ~dr"P(r,r")W(r", r '). (23) 

In Eq. (23), P(r, r') is the static polarization propagator, 

P(r,r') = - [ tip(r) 7 = P(r', r) (24a) 
[_tiVKS(r')J~ 

E i dE 1 E-)G(x ' ,  x; (24b) = - Im [G(x, x'; E - ) ] .  
S, S' 

The local DOS is related to P(r, r') through 

g(r,/~) = ~ dr'P(r, r '). (25) 

The quantity W(r, r') plays the role of an effective electron-electron interaction; it 
is defined as 

W(r,r') - - -  tiVKS(r) (26a) 
tip(r') ' 

e 2 
- -  + wxo(r, r') (26b) 
I r -  r'l 
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and termed the Kohn-Sham interaction. The quantity 

6v~(r) 
Wxc(r, r') = (26c) 

6p(r') 

is an exchange and correlation interaction, symmetric in r and r' because it is 
a second functional derivative [cf. Eq. (19)], and it is of short range. W(r, r') is 
thus asymptotically equal to the bare Coulomb interaction [41]. 

The kernel K(r,r') is the transpose of 3~(r,r'), the Kohn-Sham potential- 
response function (KSPRF), 

K(r, r') = 3if(r, r') r (27a) 

~(r ,r ' )  = r ~v(r) 1 (27b) 
L6v~(r')J. 

= 6(r,r) + Sdr"W(r, r") P(r",r') (27c) 

- . e 2  . , 

-~ 6(r, r') + j dr ~ P(r ,  r ). (27d) 

Equation (27d) states that the kernel Jg(r, r') is asymptotically equal to the 
Hartree-Kohn-Sham static dielectric function. Thus the expression in Eq. (20) 
for the Fukui function is just a short-range linear mapping of the frontier 
density, and the expression in Eq. (21) for the local softness is the same mapping 
of the local DOS. It is the frontier-orbital density which drives the chemical 
response measured by the Fukui function, and the local DOS which drives that 
measured by the local softness. 

4 The Distinction Between Continuous or Quasicontinuous 
and Discrete Spectra 

All finite systems have discrete energy spectra. This simple fact has major 
consequences for reactivity theory as it has been developed thus far. We 
therefore reexamine here the argument which underlies the treatment of the 
total number of electrons in a localized system, e.g. a molecule, as a continuous 
variable .A/" despite the fact that an individual system can hold only an integral 
number of electrons [42]. 

4.1 Fukui Function and Softnesses of Localized Systems in the T = 0 Grand 
Canonical Ensemble 

Let the temperatures of interest be sufficiently low as to be negligible compared 
to the relevant ionization potentials and electron affinities. One can then use the 
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zero-temperature (T = 0) limit of the grand-canonical ensemble (GCE) to char- 
acterize a system with a continuous average number ~". The corresponding 
density matrix is 

De: =(I - e) WNo(q~r%)° o , + e~FOo+1(~Foo+O, (28a) 

eft = No + e, (28b) 

0 < e < l ,  N o < J f f < N o +  1 • (28c) 

No can be any integer to which the system of electrons is bound. In Eq. (28a), 
WOo is the ground-state wave function of the No-particle system and o ~No+ 1 that 
of the (No + 1)-particle system. Thus D¢ changes discontinuously as X crosses 
an integer. It is a continuous, piecewise-linear operator-valued function of W. 
Consequently, all expectation values of operators are also piecewise-linear 
functions of ~f'. Their first derivatives with respect to Y are all discontinuous, 
piecewise-constant functions of ~r'. 

The average total energy E ( ~ )  is 

E(Jt/') (1 e)EOo + o _< = - -  eENo+I No -~ ~"  -< No + 1 , (29) 

where the E ° are the ground-state energies of the No- or (No + 1)-particle 
system. The chemical potential is, therefore, 

= L a x  ~ = ENo+, - E°o 

= --ANo= --INo+,, N o < W < N o + I ;  (30a) 

--INo<#< --INo+l, X = N o .  (30b) 

Here, the sy'mbol A represents an electron affinity and I an ionization energy 
with their subscripts indicating the relevant electron number. Equations (30a, b) 
show tha t /~(X)  is a piecewise-constant function of .A/', multivalued at ,h/" an 
integer. The ground-state energy E°o is known but not proven to be convex in 
No in the sense that its second difference is positive [8], 

(E°o+l - 2E°o + E°o_l) > 0 ,  (31) 

which implies that 

INo > INo+ 1 • (32) 

Thus /~(¢¢') is an ascending staircase. The physical interpretation of/~(vl/') is 
quite simple. The ensemble of Eq. (28) describes an assembly consisting only of 
No-electron systems (e = 0) for - Iso </~ < - INo + 1 and of a physical admix- 
ture of No- and (No + 1)-electron systems when/~ = - ISo+ 1 (0 < e < 1). /I(X) 
can be inverted to give X(/~), a piecewise-constant function of/~ multivalued at 
the ionization energies, also a staircase. This X - / ~  staircase is illustrated in 
Fig. 1. 
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h 
f~o( r )  = PNo( r ) -  PHo-~(r)] 
S-~=o0 

J r N o ( r )  =oo 

F~o ( • ) = Indeterminate 

S~i o : o 
\,~o(r) =o / 

! 

] • o ( r )  =f lNo+ l ( r ) -  PNo ( r )  
)-1~10 moo 

~ o l r l  - ®  

- A u , - I  = - I N .  - I M ,  = - I N , . 1  I~ 

Fig. 1. The . ~ - #  staircase for .,V in the vicinity of the integer N 0. The values of the reactivity indices 
holding on the ,,V = No tread and the two adjacent risers are indicated. These values are indepen- 
dent of the location of the (/t, ~ ' )  point on the tread or on the risers. Here, A" is the ensemble-average 
electron number and # is the chemical potential 

We now evaluate the reactivity indices S, f(r), s(r) as follows 

S =  [0-~# ~ ]  =~',6(#+ANo)=~b(#+Ir%) (33) 
v N O N O 

] f(r) = L O x j "  pso+ l(r) - pNo(r) , N o < M r < N o +  1 (34a) 

= ~ JV = No (34b) 

s(r) =[ap(r)l=mO#] ~_o~ [pNo+l(r)-pr%(r)]6(# + Iso+t) • (35) 

Since we know the complete, explicit dependence of all quantities on A/', it is not 
necessary to use the superscripts + .  To make contact with the discussion of 
Sects. 2 and 3, however, we display in Fig. 1 on the riser below the X = No 
tread of the A/'-# staircase the nucleophilic quantities following from 
Eqs. (33)-(35) which correspond to t h e -  reactive indices of Sects. 2 and 3, and on 
the riser above those corresponding to the + or electrophilic indices. On the 
tread in between, corresponding to fixed j r  = No and fixed p(r) = pNo(r), we 
have displayed the corresponding isoelectronic reactivity indices with super- 
script zero. 

153 



M . H .  C o h e n  

4.2 Inutility of the Softnesscs and Discrepancy Between the Ensemble 
and the Kohn-Sham Fukui Functions for Localized Systems 

The display of reactivities in Fig. 1 illustrates two points clearly. First, the 
definitions of Eqs. (33)-(35), taken from Parr and coworkers [8-12] but applied 
directly to averages taken with the ensemble of Eq. (28a), do not yield useful 
measures of reactivity for systems with discrete spectra, i.e., localized systems. 
The values of the local and global softnesses are either zero or infinity, and the 
electrophilic Fukui function of the No-electron system is identical to the nuc- 
leophilic Fukui function of the (No + 1)-electron system. 

Second, the results displayed in Fig. 1 only partially correspond to the results 
obtained from the Kohn-Sham equations in [2] and discussed in Sect. 3. In [2] 
we were careful to restrict the use of the softnesses to extended systems, which we 
discuss below. In Sect. 3, however, we did not make that restriction, and, in 
preparation for the present section, we presented our results for the softnesses as 
though they held for all systems. Now the local KS density of states can be 
expressed as 

g(r, #) = ~ n,l ~k,(x)12fi(ei - E) (36) 
is 

in the ensemble version of the KS theory [18], in which the e~ are the Kohn- 
Sham eigenvalues, 

HKs ~i = ei ~i ,  (37) 

and the ni are the occupation numbers of the Kohn-Sham energy levels, 

n~= l ,  e ~ < # ,  (38a) 

O < n ~ < l ,  e i = / ~ ,  (38b) 

n i=0 ,  e ~ > # ,  (38c) 

E nl = W .  (38d) 
i 

The case of nonintegral W and therefore of partial occupancy of the HOMO, 
Eq. (38b), occurs when No < W < No + 1 and eNo+l = # = - INo+I [18]. 
Thus the electrophilic and nucleophilic softnesses relate to situations in which 
g(r,#) diverges according to Eq. (36), and the isoelectronic softness relates to 
situations in which g(r,/~) vanishes. The softnesses are correspondingly infinite 
or zero in the KS formulation of Sect. 3, which coincides precisely with the 
results of the previous subsection. There is no discrepancy between the two 
approaches in yielding softnesses which are useless for chemical consideration. 

On the other hand, there is a discrepancy between the predictions of the 
Kohn-Sham theory of Sect. 2 and of the direct ensemble approach of the present 
section for the electrophilic and nucleophilic Fukui functions and for the 
chemical potential. Direct use of the ensemble of Eqs. (28) yields results for f±(r), 
Eq. (34a), and for #, Eq. (30a), which are independent of W in the range 
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No < X < No + 1. That this is not the case for the KS theory of Sect. 2 and [2] 
can be seen as follows. The electron density p(r) must depend on Jff, and indeed 
f±(r) = 0 is its derivative with respect to Y .  Therefore, VKs(r), a nonconstant 
functional of p(r), must also depend on A r as, consequently, must HKs. The 
eigenfunctions $,~x) and eigenvalues el must in turn depend on ,.4 r. Indeed, the 
difference between f±(r), Eq.(20), and p~(r), Eq.(4), is the derivative of 
~__°ls I~q(x)l 2 with respect to .#', Eq. (3). Similarly, the Kohn-Sham Green's 
function is .#'-dependent. Thus all the quantities entering f±(r) in Eq. (20) are 
~r-dependent. Furthermore, # = eNo÷l holds in this range of JV', and # is 
consequently •-dependent. 

4.3 Breakdown of the Ensemble Version of the Hohenberg-Kohn Theorem 
for Localized Systems 

The results following from the use of the ensemble of Eq. (28) are rigorous; D x  is 
simply the T = 0 limit of the grand-canonical ensemble. The above discrepan- 
cies imply that the ensemble version of Kohn-Sham theory [18] becomes 
fundamentally incorrect at T = 0. The fault actually lies deeper. The ensemble 
version of the Hohenberg-Kohn theorem [18] on which Kohn-Sham theory is 
based does not hold at T = 0. The density functional on which the ensemble KS 
theory is based consequently does not exist at T = 0. The proof of the break- 
down of the Hohenberg-Kohn theorem follows. 

The grand potential f~ of the GCE is defined as 

f~ = - kB T In Z (39a) 

Z = tr e-  atH- ~f~J, (39b) 

where 1~ is the electron number operator and kB Boltzmann's constant. Omit- 
ring the internuclear Coulomb interaction in H for simplicity, we can write 

H - #lq = He + Sdr~(r)u(r).  (40) 

In Eq. (40), H,  is the universal part of the electron Hamiltonian, 

H~ = Te + Vee, (41) 

where To is the electronic kinetic energy and V,¢ the Coulomb interaction 
between the electrons, and jb(r) is the electron-density operator, 

Sdr~(r) = lq .  (42) 

Thus the quantity 

u(r) = v(r) - p (43) 

uniquely characterizes the system by specifying H - plq. The grand potential 
f~ is then a functional of u(r) 

a = a [ u ] .  (44) 
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The proof of the Hohenberg-Kohn theorem proceeds by establishing a one-to- 
one invertible map between p(r) and u(r) so that t) is shown to be a functional of 
p(r) [18], the density functional 

f] = l ) [p ] .  (45) 

The Kohn-Sham equations are then derived using the variational principle 
satisfied by t l [p]  [18]. 

This sequence of arguments is correct at finite temperature, but there is no 
one-to-one invertible map between u(r) and p(r) at absolute zero. When # has 
the value - INo+ 1, p(r) can take on the continuously infinite set of values 

p(r) = (1 - e) p°o(r) + ep°o+ l(r), (46a) 

~ r = N o + e ,  0 < e <  1 (46b) 

for fixed v(r). There is thus a one-to-many mapping between u(r) and p(r) which 
does not meet the requirements for proof of the Hohenberg-Kohn theorem [18]. 
Moreover, for No < ./V < No + 1, f~ takes on the constant value 

= E°o + INo+lN0 , (47) 

independent of electron density. 
Thus the density functional f~[p], Eq. (45), does not exist at T = 0, and one 

cannot construct a Kohn-Sham potential VKs. This can be understood in the 
following way. The physical system that the ensemble describes is a physical 
mixture of distinct, noninteracting No-and (No + 1)-electron systems. The 
Kohn-Sham equations, were they to exist, would collapse these into a single 
pseudosystem with a nonintegral number of electrons. The notion of fractional 
occupancy, Eqs. (38), within the Kohn-Sham equations at T = 0 is simply 
incorrect at T = 0 for a nondegenerate HOMO [42]. 

Instead of supposing there to be a single Kohn-Sham potential, one can think 
of it as a vector in Fock space. For each sheet iq = N of the latter, there is 
a component V~:s(r, N) and a corresponding set of Kohn-Sham equations. 
Density functional theory and Kohn-Sham theory hold separately on each 
sheet. Ensemble-average properties are then composed of weighted contribu- 
tions from each sheet, computable sheet by sheet via the techniques of DFT and 
the KS equations. Nevertheless, though completely valid, this procedure would 
yield for the reactivity indices f(r), s(r), and S the results already obtained 
directly from Eqs. (28). We are left without proper definitions of chemical- 
reactivity indices for systems with discrete spectra at T = 0 [43]. 

4.4 Validity of the Theory for Extended Systems 

Making the temperature finite restores DFT in its conventional form [18] but 
leads to reactivities which are violently temperature-dependent for kBT < rel- 
evant energy separations for systems with discrete spectra. All is not lost, 
however. There are systems, gapless systems, for which the Fukui function and 
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the local and global softnesses have the meaning originally intended. These 
systems, which are extended in at least one dimension, have a dimension or 
fractal dimension of at least unity, and have a sufficiently dense distribution of 
states at and above the ground-state energy. For such systems, the thermodyn- 
amic average of a physical quantity taken in the GCE at low but nonvanishing 
temperatures is a temperature-independent, continuous, differentiable function 
of the ensemble-average number .A r provided the following five conditions are 
met [44]: 

1. The mean spacing of energy levels dN(E) above the ground-state energy 
Eso should be exponentially small in N for all relevant N. 

2. kBT, while very small, should still be large enough that the energy scale can 
be divided into a set of adjacent energy intervals YN which satisfy 

dN(E) ,¢ ~'N ~ kBT (48) 

for all relevant N. 
3. Averages of energy-level-dependent physical quantities over the energy 

intervals YN should then vary slowly with the central energy of each interval. 
4. The quantities 

f~N = E ° --/~N (49) 

have finite differences of order n, A (") f~N, which satisfy the condition 

/~(A (n) ~¢~N(N -- ./V') n) "~ 1, n ~* 2 ,  (50) 

where the brackets indicate an average over the GCE. The requirement (50) is 
satisfied up to temperatures algebraically large in JV" if 

n-1)a(n ) 
(kBT) ('~ f~N/(A(2) ~'~N) <~ 1, n > 2 .  (51) 

The condition (51), a weak extensive property, is well satisfied for the relevant 
N by all extended systems of which we are aware. Although it is a sufficient 
condition, it may not be necessary. 

5. The chemical potential # is given by 

A (1) ~s* = 0 ,  (52a) 

A (1) E °* = # ,  (52b) 

IJV" - N*[ < ½, (52c) 

where N* is the closest integer to JV'. 
We have shown [44] that when these conditions are met, not only do all 

discontinuities disappear, but all thermodynamic averages are smooth, temper- 
ature-independent functions of p and ~/" at sufficiently low temperatures, low 
but not so low as to violate Eq. (48). tt is a smooth function of JV', and all of the 
difficulties associated with those discrete spectra for which Eqs. (48) through (52) 
are violated simply disappear, as does the distinction between the electrophilic 
(+)  and the nucleophilic ( - )  reactivities. Moreover, the notion of a Fock-space 
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vector VKs (r, JC',[p]) for the Kohn-Sham potential introduced above can be used 
to derive the usual ensemble version of the Kohn-Sham theory [18], now seen to 
be valid only for systems which are gapless in the above sense. 

We thus have well-defined charge-transfer reactivities (electrophilic/electro- 
phobic) for gapless systems: the Fukui function, 

f(r) = ~dr'K-1(r,r ')  ~sl~i(x')l 2" (53a) 

drdr 'K-  l(r, r ')~s t~b~(x')l 2" , 

g(r', ~t (53b) I~'i(x')[2~= D(#) ' 
S 

D(/~) = I dr g(r,/~), (53c) 

f(r) = s(r)/S ; (53d) 

the local softness 

s(r) = f d r 'K-  1(r, r') g(r', #) ; (54) 

and the global softness 

S = ~ dr s(r).  (55) 

It can be seen from Eq. (53a) that the average over states at the chemical 
potential of the KS orbital density plays the role of the Fukui frontier-orbital 
density, 

pF(r) = ZslO,(x) l 2~. (56a) 

However, because of the screening action of the kernel K -  1 [2], it is a rescaled 
frontier-orbital density 

pF(r) (56b) 
~v(r) = ~drdr 'K- l(r, r') par) 

which enters f(r), 

f(r) = ~dr'K- 1 (r, r') ~F(r'). (56c) 

The norm of pF(r) is unity, 

~drpF(r) = 1, (57) 

but we expect that of ~3F(r) to be less than unity, as discussed in [2"1. Isoelectronic 
reactivities have, however, disappeared into the quasicontinuum. 

In conclusion, the analysis of the present section raises two further issues: 
How are electron-transfer reactivities to be defined for systems with discrete 
spectra or localized systems? How are the isoelectronic reactivities to be defined 
for both localized and extended systems? Before we address these more difficult 
questions, an issue which can be dealt with in the present limited framework for 
extended, i.e., gapless, sysems is discussed in the following section. 
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5 Local Nuclear Reaetivities, Gapless Systems 

Nakatsuji [45-47] obtained interesting interrelations of changes in electron 
density and nuclear configuration in a variety of contexts. He has shown, for 
example, that the centroid of the change in electron density tends to lag the 
change in nuclear coordinates in movement away from a stable configuration 
and to lead it in movement away from an unstable one. Among the configura- 
tion changes considered by Nakatsuji and his predecessors (cf. refs. cited by 
Nakatsuji 1-45-47]) were those associated with chemical reactions. This leads us 
to our fourth issue. Changes in nuclear configuration define chemical reactions. 
It is therefore necessary to define nuclear-reactivity indices and to expose clearly 
the interrelation between the nuclear and the electronic reactivities, as Nakatsuji 
did for the centroid of the electron density. 

This issue was addressed in [2] for electron-transfer reactivities. The nuclear 
Fukui functions and softnesses defined there are valid for gapless systems. The 
analysis begins with nuclear forces specified through the Feynman-Hellmann 
theorem [48], 

=xT, t9 (Z ,Zbe2  ~ . t9 / Z,e 2 \ 
F, ~, dR, kIR,--Rbl]  + Jdrd-R-~tR~S~)"  (58) 

In Eq. (58), the indices a and b specify the nuclei, Fa is the force on nucleus a, 
Za its charge, and Ra its position. We introduced in 1-2], in analogy to the 
electron-transfer reactivities, the nuclear Fukui function 

[0 q 
4, = L~--~j" (59) 

and the nuclear softness, 

1 = L j ,  ( 6 0 )  

From these definitions, it follows immediately that the nuclear Fukui function is 

d / Za e2 \ 
tk, = S dr~--~ ~1~ _----~) f(r) (61) 

and the nuclear softness is 

a / Z,e 2 \ 
oa = Sdr~--~ ~ } s ( r ) .  (62) 

A remarkable pair of equations then results from substitution of Eqs. (56c) and 
(54) into Eqs. (61) and (62), respectively, 

~ba = S drF~(r) ~3F(r), (63) 
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a. = fdr  F~(r)g(r,/~), (64) 

where Fa(r) is the force resulting from the screening of the bare nuclear force by 
the KSPRF ~ ( r ,  r') [2], 

F,(r) = S dro,~ r -  l(r, r ) ~ a  \(r ' -~ R,)f" (65) 

Equations (63) and (64) resolve issue four. Nuclear reactivity indices have been 
defined and clearly display the drivers of the nuclear response to transfers of 
electrons into and out of the system. The rescaled frontier-orbital density ~r(r) 
drives that response through the screened force, Eq. (65), when ~r  is changed 
directly, Eq. (63), and the local DOS g(r,/~) drives it when p is changed, Eq. (64). 

6 Chemical Reactivity as a Nonlocal Response 
to a Nonlocal Perturbation 

Thus far we have considered only the quantities f(r) and s(r) as indices of 
chemical reactivity. These quantities, however, are local responses to the global 
perturbations &/( and 3p, respectively. Chemical reactions proceed by nonlocal 
responses of one reactant to nonlocal perturbations generated in chemical 
attack by another reactant. Thus, a fifth issue emerges, how to define nonlocal 
reactivity indices. Berkowitz and Parr (BP) [15] addressed this issue by intro- 
ducing the softness kernel, 

~p(r) 
s"(r, r') = - 6u(r"----] " (66) 

We have added the superscript # because one can show by direct consideration 
of the GCE that 

[ ~  (67) 
s " ( r ,  r ' )  = - L~v( r)l. .  

Maintaining constancy of/z implies that s"(r, r') is an electron-transfer reactivity 
index. In contrast to BP, who assumed implicitly that the definition of Eq. (66) 
was meaningful for all systems at all temperatures, we restricted in [3-] consid- 
eration of the softness kernel to gapless systems for the reasons presented in 
Sect. 4. As a consequence, we were able in [3] to obtain from Eq. (66) an explicit 
form for st(r, r') via the Kohn-Sham equations, 

st(r, r') = S dr"K- l(r, r") P(r", r'). (68a) 

The charge-transfer softness kernel has many very interesting properties, of 
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which we cite several in the following. First, it is real and symmetric, 

sU(r, r") = s~(r ', r) .  (68b) 

BP give a general proof that its integral is the local softness, 

S dr'sU( r, r') = s(r), (69) 

Equation (69) also follows readily from Eq. (68a) by consideration of Eqs. (54), 
(23), and (25). Nalewajski [19,21] introduced what we term the isoelectronic 
softness kernel. We define it here as a functional derivative of the electron 
density, 

s~r(r,r') = - F ~  1 (70) Lrv(r) ~ ,  

which can be defined for systems with discrete as welt as quasicontinuous 
spectra. For N equal to an integer No, it has the explicit form 

so~(r, r') = ~ '  (/3(r))o,(h(r')),o + (jb(r'))o,(h(r)),o 
. E . o  ' (71a) 

Hr%¢. = E . ¢ . ,  (71b) 

(~(r))o, = (~Po, t~(r)¢,), (71c) 

In Eq. (71b), HNo is the No-particle Hamiltonian, the subscript 0 specifies 
ground-state properties, ~(r) is the electron-density operator, and E,o = 
E, - Eo. 

BP [ 15] prove by thermodynamic arguments which imply the use of the GCE 
that 

sU(r,r ') = s~r(r, r ' )+  s(r)s(r')/S. (72a) 

We shall refer to Eq. (72) as the BP relation. BP presumed their proof to be valid 
for all systems. It does not hold for localized systems at T = 0 when p = INo+ 1 
and No < Jff < No + 1 because p(r) is then indeterminate at fixed p and the 
definition of Eq. (66) loses its meaning. However, an alternative proof has been 
constructed for gapless systems using the GCE along the lines of the arguments 
outlined in Sect. 4 [42, 44]. If one uses the definition of Eq. (67) instead of 
Eq. (66), one can show that the BP relation holds for all systems at T = 0, 
provided that 

eso </~ < eNo + 1 (72b) 

is maintained for the localized systems so that Jff remains constant at the integer 
No. Recognizing that s(r) then vanishes for localized systems, one sees that 
Eq. (72a) reduces to 

s~(r, r') = s~(r, r ') .  (72c) 

What one has done here is to recapture the BP relation for localized systems at 
the cost of avoiding a proper definition of charge-transfer chemical reactivities 
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for such systems. Equation (72c) implies that we have introduced only isoelec- 
tronic reactivities. 

The analysis of [3] which leads to Eq. (68a) is also valid for localized systems 
for which it yields the result 

s~'(r, r') = s~(r, r') = j" d r"JF-  1( r, r") P(r", r ' ) .  (73) 

From Eqs. (73a), (23), (25), and (72b), it follows that 

s(r) = Sdr's~(r, r') = 0 ,  (74) 

as it should be for localized systems. In fact, the restriction of Eq. (72b) alone, 
guaranteeing that X is constant at No, is sufficient to impose Eqs. (72c) and (74). 

Obtaining a Kohn-Sham expression for s~(r, r') for gapless systems is most 
conveniently effected through the BP relation of Eq. (72a); the result is 

s~(r, r') = S dr"L-  1 (r, r") Q(r", r ') ,  (75a) 

L(r, r') = 6(r, r') + ~ dr"Q(r, r") W(r", r ') ,  (75b) 

g(r,/0 g(r', #) 
Q(r, r') = P(r, r') (75c) 

D(/~) 

By comparing Eq. (75) with Eqs. (68a) and (23), one sees that s~(r, r') has the 
same formal structure as sU(r, r') but with P(r, r') replaced everywhere by Q(r, r'). 
Equation (75) shows that Q(r, r') is the polarization propagator for constant ~/', 
i.e., P(r, r') is defined through (24a), whereas 

Q(r,r') = [ 6p(r) ] (76) 
L 6 v K s ( r ' ) J ~  " 

Finally, instead of Eq. (25), 

dr'Q(r, r') = 0 (77) 

holds. 
We note that in the course of dealing with the fifth issue, the introduction of 

nonlocal chemical responses, we have successfully addressed the third issue, the 
definition of isoelectronic reactivity indices for both localized and extended 
systems. We note also that recognition of the need for a nonlocal description of 
chemical responses came early. Hiickel's bond-bond polarizability [49] is in fact 
a simplified version of P(r, r') [3]. 

We note that there is an important and useful relation between the static 
dielectric functions e~(r, r') and the softness kernels s~(r, r') [3], 

e 2 
e~- l(r, r') = 6(r, r') -- ~ dr" ,~_, ,~  s~(r, r ').  (78) 

I r - r l  

In Eq. (78), we have added the subscript ~ =/~, Jff to distinguish between 
dielectric responses at constant/~ and constant ~4 r, a distinction not usually 
made in dielectric-response theory. That it should be made is obvious from the 
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definition of the dielectric function, 

e~- l(r, r') = V6vn(r)l (79a) 
L 6v(r')J~ ' 

e 2 
' r' va(r) = v(r) + Jdr  ~ L - - ~ p ( ) .  (79b) 

Finally, just as we were able to define in Sect. 5 the nuclear softness, a local 
nuclear reactivity index in analogy with the electronic local softness, we can now 
introduce nonlocal nuclear reactivity indices in analogy to the electronic soft- 
ness kernels [3,1. We define the nuclear softness kernels as follows 

~ ( r )  = - [ 5F .  ] (80) 
Lrv(r)J, " 

It follows from the Feynman-Hellmann theorem, Eq. (58), that 

t~ - , Za ez ~ , 
a,'(r) = ~--~j dr IRa - r'l s (r , r ) .  (81) 

This in turn implies from Eqs. (68a) and (75) that 

a~(r) = ~ dr'F~(r') P~(r', r).  (82) 

(82) we have introduced a more compact notation through consistent use 
superscript or subscript a: 

~l Zae2 
F~(r) = ~dr'~e',- l(r, r')t 3 a Ir' - Ral'  

~ff~(r, r') = K~(r, r') x , 

K~(r, r') = 5(r, r') + ~ dr"P~(r, r") W(r", r ') ,  

Ku(r,r') = K(r,r ') ,  

K~(r, r') = L(r, r ') ,  

P~(r, r') -= P(r, r ') ,  

PX(r, r') = Q(r ,r ' ) .  

(83a) 

(83b) 

(83c) 

(83d) 

(83e) 

(83f) 

(83g) 

Returning to Eq. (82), we see that P~(r, r') is the driving force for the nonlocal 
nuclear response, Eq. (80). 

The relation between the softness kernels and the dielectric functions, Eq. (78), 
allows one to transform Eq. (81) to 

Z ~ a~ = a~-~[6(Ra  - r) - e~- l(Ra, r ) ] ,  (84) 

an expression of use in relation to the dynamics of nuclear motion [31. 
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7 The Ambiguity of the Frontier-Orbital Concept 
and the Complexity of Chemical Responses 

We have now seen that the effort of Parr and collaborators [8-12] to put 
Fukui's frontier-orbital concept of chemical reactivity on sound footing in 
density-functional theory through the definition of the Fukui function and the 
local and global softness works only for extended systems. This restriction to 
extended systems raises a sixth issue. In both the local softness and the Fukui 
function, Eqs. (54) and (53a), the orbitals at the chemical potential represent 
both the L U M O  and the H O M O  in the Fukui sense. However, there is 
a continuum of unoccupied KS states above the chemical potential accessible 
even to weak chemical perturbations any linear combination of which could in 
principle be selected as the LUMO,  and similarly for states below/~ and the 
H O M O .  This ambiguity in the frontier-orbital concept obviously applies as well 
to localized systems when there is more than one KS state significantly affected 
by a chemical perturbation. 

Fortunately, the reactivity kernels s~(r, r') resolve this issue, as is clearly 
implied by the studies of sX(r, r') of Nalewajski and coworkers [22-~24] with 
their introduction of the normal modes of reactivity. 

The reactivity kernels have a spectral representation 
a~ t ~t s'(r, r') = ~ X~,,(r ) srx~,,(r), (85a) 

(z~,, x~,,) = 6~ , .  (85b) 

The infinite set of eigenfunctions of s'(r, r'), the Zr,, represents the softness modes. 
There is thus an infinite set of potential responses of the system to chemical 
attack. The corresponding infinite set of eigenvalues of s'(r, r'), the s~, constitutes 
the softness spectrum and measures the intensity of response of a given mode, 
while the distance dependence of the Xr,(r) displays the geometry of the re- 
sponses. 

We have proved [3] that the softness spectrum is bounded, 

0 < s~ < s~ ,  (86) 

so that ~M~(r) is the softest, most reactive mode. Clearly, however, the chemical 
response must be determined by the chemical stimulus, and may well differ from 
;tM,(r). It almost certainly differs from s(r), which is the response to a uniform 
stimulus, irrelevant except in certain electrochemical contexts. Chemical stimuli 
do not appear in the theory as we have presented it thus far, raising a seventh 
issue-how to define and introduce chemical stimuli. 

Returning to the matter of the bounds of the softness spectrum [3], we have 
found it easier to address it through study of the hardness kernels [15], 
reciprocals to the softness kernels, 

r/~(r, r') = ½(s') - l(r, r ') ,  (87) 
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which have the spectral representation 

r/'(r, r') = ~ Z~%(r') (1/2s9 Zv~(r) • (88) 

It is straightforward to show that [15] 

. . . .  11- 62E[p]  q 
v/tr, r / =  ~[~p(r)~p(r , )J  ~ • (89) 

The condition for stability of the ground state is that E[p] be a convex 
functional and therefore that ~/~(r, r'), twice its Hessian, be positive-definite. 
r/~(r, r') thus possesses a minimum eigenvalue and s'(r, r') a maximum, s~. 
A perturbation theoretic analysis sketched briefly in [3] then establishes that the 
upper bound of the spectrum of r/~(r, r') is oo, and therefore the lower bound of 
the s~ is zero. 

8 The Total Energy, Chemical Stimuli, and the Distinction Between 
Static and Dynamic Reactivities for Disjoint Systems 

In Sect. 7, we raised the question of what were the chemical stimuli to which the 
reactivity indices defined in Sect. 6, the softness kernels, were presumed to be the 
responses, our seventh issue. Now there are various broad categories of reac- 
tions to be considered, unimolecular, bimolecular, and multimolecular. The 
former occur via thermal activation over a barrier, tunneling through the 
barrier, or some combination of both. There is no stimulus, and the softness 
kernels defined as responses of the electron density to changes in external or 
nuclear potential are irrelevant. For the study of unimolecular reactions, one 
needs only information about the total energy in the relevant configuration 
space of the molecule. 

The softness kernels are relevant to the remaining cases of two or more 
interacting systems. However, they do not by themselves provide sufficient 
information to constitute a basis for a theory of chemical reactivity. Clearly, the 
chemical stimulus to one molecule in a bimolecular reaction is provided by the 
other. That being the case, an eighth issue arises. Both the perturbing system and 
the responding system have internal dynamics, yet the softness kernel is a static 
response function. Dynamic reactivities need to be defined. 

Moreover, calculation of reaction rates, the ultimate goal of chemical-kinetic 
or -dynamic theory, requires knowledge of the total energy surfaces of the 
interacting complex. This raises a ninth issue, the final one to be considered in 
the present chapter: How do the reactivity indices relate to the energy of 
interaction of the reactants? Implicit in this question is the requirement that the 
interaction energy be expressible in terms of the properties of the isolated 
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reactants, restricting analysis to second-order perturbation theory. Thus, strictly 
speaking, chemical-reactivity theory can only define the initial part of the 
reaction pathway, which we term the gateway or portal. Despite this limitation, 
the perturbation calculation of the interaction energy would settle successfully 
the seventh, eighth, and ninth issues. At present, however, the perturbation 
theory has been developed for nonoverlapping, i.e., disjoint systems [50], and we 
present the results in the following paragraphs together with discussion of the 
resolution of the seventh and eighth issues. The restriction to systems whose 
wave functions do not overlap eliminates the possibility of electron transfer and 
restricts us to isoelectronic reactivities, leaving the theory of chemical reactivity 
incomplete. 

Nalewajski [19-21] formulated a theory of static reactivity kernels prior to 
but closely related to that of Berkowitz and Parr [15] which started out from 
a second-order perturbative treatment of the total energy. He identified an 
external static potential of unspecified origin with the chemical stimulus and 
made the first connection between softness kernels and the total energy. His 
result is, in our notation, 

E(2) = - ½ S S dr dr'sW(r, r')V(r)V(r'). (90) 

Here, V(r) is the unspecified external potential. The static isoelectronic softness 
kernel sX(r, r') entering Nalewajski's result is the same as that defined in Eq. (71). 
The chemical stimulus is thus the nonlocal quantity V(r) V(r') in Nalewajski's 
theory, but still unspecified. 

We now carry out our program of defining chemical stimuli, introducing 
dynamic reactivities, and relating energies of interaction to the reactivity indices 
[50]. Considered the two weakly interacting, disjoint systems ~ and fl shown in 
Fig. 2. By disjoint we mean that such wave-function products as ~bm~("-r'--) 

Q 2  

i , - t ' l  - 

• eakl c.ou led disioint systems a and fl perturb each other through the Coulomb 
Fig. 2. The two.w , y P ~ ' " .  . . . . . . . . . . . . . .  ,,2/I r r'l~ and the nuclei ( - -  Z e 2 / I  R - rl) of 
interactions ot the electrons oI one wlm tn~ cw~u,-,,,~ ~ tl -- ,t 
the other 
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~,~p(..-r---) are negligibly small for all r. By weakly interacting we mean that 
perturbation theory need only be carried to second order in the Coulomb 
interactions of an electron in ~ with electrons and nuclei in fl and vice versa. We 
obtain a result for the interaction energy E~NT which is standard in the theory of 
dispersion forces [51, 52] in one form or another, except that we have tran- 
scribed it into the language of reactivity theory, 

E,NT = Et~T + Et~T- (91) 

The first-order term is simply the static Coulomb interaction between the 
unperturbed charge densities of the two systems, V~a, 

, ~,  , , n~(r)np(r') e 2 
Et~T = j j a r a r  ~ l ~  = V,p. (92) 

In Eq. (92), 

N~p 

n~,# = p~,#(r) - ~ Za, b~(Ra,  b - -  r) (93) 
a , b = l  

is the charge density of ~ or fl divided by (-e). Note that Eq. (92) implies that 
forces on the nuclei exist which are important for the early stages of the reaction 
even before the electronic density begins to change. In this early stage of the 
reaction, the nuclei of~ always lead the electrons o f / / and  similarly for the nuclei 
of fl and the electrons of ~, contrary to Nakatsuji's findings 1-45-47]. 

The second-order term is much richer and more complex. It contains a static 
and a dynamic part, 

Et~?T = Et2~ + Et2~ ) . (94) 

The static part is simply the energy of polarization of • by the static field of fl and 
vice versa, 

1 Et2~) = - ½ J" S drdr'sff(r, r')Va(r)Va(r' ) - :~ j" ~ drdr's~'(r, r')V~(r)V~(r'). 

(95) 

In Eq. (95), V~.~(r) is the static Coulomb potential energy produced at fl, ~ by 
~, fl, 

f dr, n~,P (r')e2 
V~.p(r) = J Ir - r'l " (96) 

The dynamic part is simply the energy associated with the dispersion forces 
between ~ and fl, 

lO~ 
• --ira- = du drldr'ldrzdr~sff(rl, r2; iu) 

e 2 e 2 
- -  X f 

x [rl -- r~l It2 - r~l sp (rl, re2; iu). (97) 
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The quantities sf, a(r, r'; iu) are the sought after dynamic reactivities needed to 
settle issue eight, 

s~(r, r'; iu) = ~ '  [03(r))°n(P(r'))n° + (~r'))od~(r))~o] E,o (98) 
n (Eno) 2 + u2 " 

Comparing Eq. (98) for sW(r, r'; iu) with the expression in Eq. (71a) for s~(r, r'), 
one sees that 

sX(r, r') = s~(r, r'; iu)Iu=0 • (99) 

An expression analogous to Eq. (70) can also be derived [50], but with the static 
variation pv(r') replaced by the imaginary frequency component of a time- 
dependent variation, 

s~(r, r'; in )=  - F ~  iu) I (100) 
L&(r , iu )  ~ .  

The dynamic softness is relatively unimportant when a and/or fl are/is charged. 
It can be of comparable importance to the static softness when a and/or 
fl possess/es (a) dipole moment(s) and are/is polar, It can dominate the static 
softness when ~ and fl are nonpolar. Its importance increases with increasing 
polarizability. 

Clearly issue nine has been dealt with also. We have now expressed the energy 
of interaction of ~ and fl in terms of their respective static and dynamic 
reactivities. What remains to discuss is how the concept of a chemical stimulus 
enters the theory through the structure of E[~r, settling issue seven, Each system 
presents both a static and dynamic stimulus to the other. The static stimulus 
which fl presents to ct is Va(r) Va(r'). It is intrinsically nonlocal. In this early stage 
of the reaction, the stimulus is to be visualized as occurring at pairs of points 
r and r' simultaneously. The dynamic interaction is not quite so neatly decom- 
posed into a single stimulus-response product. It has the form of a semi-infinite 
integral over imaginary frequencies, i.e., over an infinite set of channels, of 
a stimulus-response product in each channel. Moreover, the systems simulta- 
neously stimulate and respond to one another. The dynamic softness kernels act 
as both stimulus and response. The quantity 

e 2 e 2 

cCjjdrdr, lr 1 _ r'dl r2 -- r~l 
s~(r~, r ~ ,  iu) (101) 

can be regarded as the stimulus of a by fl and sf ( r l ,  r2; iu) the response of a. 
Alternatively, 

e 2 e 2 
_ _  (102) 

~ d r ,  dr2sf ( r , ,  r2)Ir~ - r'd Ir2 - r~l 

sa (rx, r2, iu) the response of ft. can be regarded as the stimulus of fl by a and w , ,. 
What is important is the relationship between total energy and reactivity 
indices. 
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9 Conclusion 

Strengthening the Foundations of Chemical Reactivity Theory 

In the preceding review of chemical-reactivity theory in Sects. 2 through 8, we 
raised nine issues which addressed specific weaknesses in the foundations of the 
theory and described the partial or complete resolution of each achieved to date. 
Those issues are: (1) What are the explicit and exact expressions for the elec- 
tron-transfer reactivities defined by Parr and collaborators I"8-12] (the Fukui 
function, the local softness, and the global softness) which follow from Kohn- 
Sham theory [7]? (2) These electron-transfer reactivities are meaningful only for 
extended systems with quasicontinuous or continuous spectra. How are elec- 
tron-transfer reactivities to be defined for localized systems with discrete 
spectra? (3) How are isoelectronic reactivities to be defined for both localized 
and extended systems? (4) Changes in nuclear configuration define chemical 
reactions. Nuclear reactivities should therefore be introduced. What are the 
nuclear analogs of the Fukui function and the local softness for extended 
systems? (5) Chemical reactions entail nonlocal responses of one reactant to 
nonlocal perturbations generated in chemical attack by another. How should 
nonlocal indices of chemical reactivity be defined? (6) The frontier-orbital 
concept of Fukui is ambiguous. The HOMO and LUMO are ill-defined in 
extended systems, and more orbitals than simply the LUMO and the HOMO 
can participate in chemical reactions even in localized systems. How does one 
encompass in reactivity indices the full complexity of chemical responses? 
(7) The chemical reactivity indices have been defined as responses. What are the 
corresponding chemical stimuli? (8) The reactivity indices defined in the litera- 
ture are all static response functions, yet the internal dynamics of the reactants 
must play a role in their chemical response. What are the corresponding 
dynamic reactivities? (9) It is the total energy of interaction of the reactants 
which is fundamental to our understanding of chemical reactions. How do the 
chemical-reactivity indices relate to the interaction energy? 

We now summarize the present status of each of these issues: 

1. Explicit KS expressions for the electron-transfer reactivities 
(f±(r), s±(r), S ±) defined by Parr and collaborators or implicit in their work 
I-8-12] were obtained in [2] and reviewed in Sect. 3, cf. Eqs. (20) and (21). All 
quantities entering those expressions are in principle computable via Kohn- 
Sham theory, using any given approximation to the energy functional F[p], 
Eq. (18b), and the exchange-correlation potential vxc(r), Eq. (19). 

2. The electron-transfer reactivities are defined as derivatives of the elec- 
tron-density p(r) with respect to total electron number .A/', f±(r), or chemical 
potential /z, s±(r). The treatment of ./V as a continuous variable [8-12] is 
justified by reference to the ensemble formulation of density-functional theory 
[8, 18] and, in consequence, of the Kohn-Sham theory. We show in Sect. 4, in 
previously unpublished work [42], that this ensemble formulation yields either 
vanishing or infinite local and global softnesses for localized systems with 

169 



M.H. Cohen 

discrete electronic energy spectra at T = 0 and inconsistent results for the Fukui 
functions of those systems. Going to finite temperature eliminates these features 
but results in wildly temperature-dependent reactivity indices when kBT is much 
smaller than relevant energy gaps, a common situation. We show that the origin 
of these difficulties is the breakdown (at T = 0 for localized systems) of the 
ensemble version of the Hohenberg-Kohn theorem, on which density functional 
theory [16] and consequently Kohn-Sham theory [17] are based, because of the 
absence of an invertible map [18] between u(r) = v(r) - / t  and p (r). On the other 
hand, this breakdown does not occur for extended systems with quasicontinu- 
ous spectra and infinite systems with continuous spectra [42,43]. Thus the 
charge-transfer reactivities defined by Parr and collaborators [8-12] exist and 
are useful only for such extended systems. The issue of how to define charge- 
transfer reactivities for the localized systems remains unresolved. We elaborate 
on this point below. 

3. The Fukui function and the softnesses are charge-transfer reactivities. 
There are clearly chemical reactions in which no or little charge transfer occurs, 
for example the formation of homonuclear molecules or clusters or the forma- 
tion of covalent entities with little ionic character. There is thus a need as well for 
isoelectronic reactivity indices which measure chemical response in the absence 
of charge transfer. How to define such reactivities emerges in Sect. 8 as a conse- 
quence of addressing and resolving issues 7, 8, and 9 for disjoint interacting 
reactants. This issue can therefore be considered resolved except for corrections 
to the reactivities of Sect. 8 which emerge from the overlap of the wave functions 
of the reactants. As discussed further below, the treatment of overlapping 
systems has not yet been carried out. 

4. It was pointed out in [2, 3] that nuclear-configuration changes define 
chemical reactions so that nuclear reactivities should be defined and set on equal 
footing with the corresponding electronic reactivities. Thus nuclear Fukui 
functions ~ba, Eq. (59), and nuclear softnesses aa, Eq. (60), were defined in [2], and 
explicit Kohn-Sham expressions were found for them, Eqs. (61)-(64), as reviewed 
in Sect. 5. These are electron-transfer reactivities and are valid only for extended 
systems, leaving open the question of nuclear electron-transfer reactivities for 
localized systems and nuclear isoelectronic reactivities for all systems. 

5. The issue of properly treating chemical response as a nonlocal response to 
a nonlocal perturbation was addressed in [3]. As discussed in Sect. 6 above, that 
work, through use of the Berkowitz-Parr softness kernel [15], Eqs. (66) and (67), 
resolved the issue for the charge-transfer reactivities of extended systems. The 
Nalewajski softness kernel [19-21], Eqs. (70) and (71a), on the other hand, 
resolves the issue for the isoelectronic reactivities of both localized and extended 
systems. For extended systems, the charge-transfer softness kernel sU(r, r') and 
the isoelectronic softness kernel sX(r, r') are related via the Berkowitz-Parr 
relation, Eq. (72) [15]. An explicit Kohn-Sham expression for st(r, r') = s'~(r, r') 
for localized systems, Eq. (73), and s~(r, r') for extended systems, Eq. (75a), are 
given here for the first time. The corresponding nuclear softness kernels, 
Eqs. (80)-(82), were introduced in [3] and reviewed in Sect. 6 as well. 
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6. As recognized by Nalewajski and Konifiski [22], the softness kernels 
eliminate the ambiguities posed by the Fukui concept of frontier orbitals which 
persists in the Fukui function and the local and global softnesses. These kernels 
reflect the true complexity of chemical responses, as discussed in 13] and 
reviewed more briefly in Sect. 7 above. 

7-9. By addressing issue 9 of how isoelectronic chemical reactivities enter the 
total energy of interaction of two disjoint, nonoverlapping systems 1,501 we 
show in Sect. 8 how contact can be made between chemical reactivities and the 
initial segment of, or portal to, the reaction pathway. As by-products, a clear 
definition of the chemical stimuli which couple to the reactivity indices, the 
chemical responses, and a clear definition of dynamic as well as static chemical 
reactivities emerge, resolving issues 7 and 8, respectively. 

While all this represents substantial progress, several fundamental issues 
remain unresolved. Foremost among these, the resolution of which would lead 
to resolution of all others, is the definition of charge-transfer reactivities for 
localized systems, and possibly their redefinition for extended systems, which 
would emerge from generalizing the expression of the energy of interaction of 
two disjoint reactants, Eqs. (90),(91), (93), (94), and (96), to the case of overlap- 
ping reactants. Direct use of many-body perturbation theory led to these results, 
but this formalism becomes impracticably complex in the presence of overlap. 
Multiple scattering theory in principle offers a way out 153]. However, this 
theory is again impracticably complex in its many-body formulation. One is 
forced to go to the Kohn-Sham equations, which permit use of the indepen- 
dent-particle or single-particle formulation. The resulting problem would be 
straight-forwardly soluble were there precise knowledge of the Kohn-Sham 
potential VKs(r). Introducing both dispersion forces and overlap into the Kohn- 
Sham potential is, as is well known, an unsolved problem. We believe, however, 
that an astute combination of the methods of Sect. 8 with a multiple-scattering 
treatment of the Kohn-Sham equations could prove to be successful [53]. Were 
that to be the case, our goal of strengthening the foundations of reactivity theory 
as we presently understand it would have been reached. 
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