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Preface 

For a long time, the properties of transition metal and rare earth compounds have 
fascinated chemists and physicists from a scientific view-point. More recently, 
their enormous potential as new materials has also been explored. Applications in 
different fields have already been realized or are under current investigation, e. g. 
new laser materials, IR to visible upconversion materials, systems involving 
photoredox processes for solar energy conversion, new photovoltaic devices, 
chemical sensors, biosensors, electroluminescent devices (OLEDs) for flat panel 
display systems, supramolecular devices with wide-range definable photophysical 
properties, materials for energy harvesting, optical information and storage 
systems, etc. Metal complexes are also highly important in biology and medicine. 
Most of the applications mentioned are directly related to the properties of the 
electronic ground state and the lower-lying excited states. Metal complexes with 
organic ligands or organometallic compounds exhibit outstanding features as 
compared to purely organic molecules. For instance, metal compounds can often 
be prepared and applied in different oxidation states. Furthermore, various types 
of low-lying electronic excitations can be induced by a suitable choice of the metal 
center and/or the ligands, such as metal-centered (MC, e.g. d-d* or f-f* transi- 
tions), ligand-centered (LC, e.g. rt-rt*), metal-to-ligand-charge transfer (MLCT, 
e.g. d-n*), intra-ligand-charge-transfer (ILCT) transitions, etc. In particular, the 
orbitals involved in the resulting lowest excited states determine the photophysical 
and photochemical properties and thus the specific use of the compound. It is also 
of high interest that the lowest excited electronic states can be shifted over the 
large energy range from the U.V. to the I.R. by chemical variation of the ligands 
and/or the central metal ion. Moreover, these excited states have mostly spin-multi- 
plicities different from those of the electronic ground states. Thus, in contrast to 
organic molecules, spin-orbit coupling (induced by the metal center) is of crucial 
importance, for example, for the splitting and the population and decay dynamics 
of these multiplets as well as for transition probabilities and radiative deactivation 
paths. In summary, transition metal and rare earth compounds can be prepared 
with photophysical properties that are over wide ranges user-definable. 

In view of the fascinating potential of these compounds, it is of substantial 
interest to develop a deeper understanding of their photophysical properties. In 
this volume 1), leading scientists present modern research trends in comprehen- 

~1 See also the preceding volumes, Electronic and Vibronic Spectra of Transition Metal Com- 
plexes I and II, edited by H. Yersin, Topics in Current Chemistry 171 (1994) and 191 ( 1997 ). 



VIII Preface 

sive reviews which not only provide a deep insight into the specific subjects, 
but are also written in a style that enables researchers from related fields and 
graduate students to follow the interesting presentations. In particular, in the 
present volume Daniel R. Gamelin and Hans U. Gfidel review upconversion 
processes in luminescent transition metal and rare earth systems. Mark ]. Riley 
relates geometric and electronic properties of copper(II) compounds. Finally, 
Hartmut Yersin and Dirk Donges discuss on the basis of case studies photo- 
physical properties of organometallic and related compounds and demonstrate 
how these properties can be tuned by chemical variation. In a companion 
volume (Topics in Current Chemis try 213), Kevin L. Bray presents effects that are 
observed under application of high pressure. Max Glasbeek introduces us to 
optically detected magnetic resonance (ODMR) techniques as applied to transi- 
tion metal complexes and Arnd Vogler and Horst Kunkely give a summary con- 
cerning the diversity of excited states as found in various compounds. 

I hope that the contributions in the present and in the companion volume 
demonstrate the attractiveness and the enormous potential of metal compounds 
and that a more detailed understanding of the photophysical properties will 
open pathways for new developments. 

Regensburg, Germany 
November 2000 

Hartmut Yersin 
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The design and characterization of new luminescent materials is an active area of research.
Here we present several current topics in the area of upconversion by transition-metal and
rare-earth-metal doped halide lattices. Following introduction to the necessary background
material related to upconversion mechanisms and kinetics, a series of topics are discussed
which illustrate some key areas of developing interest in the field. These include the use of un-
conventional experimental and theoretical techniques for gaining insight into upconversion
processes in rare-earth-doped lattices (e.g., power-dependence measurements, two-color
laser excitation schemes, and correlated crystal field calculations), as well as several specific
examples of exciting and unusual upconversion behavior in both transition-metal and rare-
earth-metal systems. Finally, we discuss the variety of interesting effects host-lattice variation
can have on the upconversion processes of a dopant ion, ranging from multiphonon relaxa-
tion properties to exchange interactions.
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1
Introduction

Luminescent materials play an important role in many technologies, including
display screens, optical communication amplifiers, lamps, and solid-state lasers.
To this end, a tremendous volume of fundamental research has been devoted to
the design and characterization of new luminescent materials displaying novel
photophysical effects.Among such application-oriented research, a great deal of
attention has been given to the development of materials capable of generating
short-wavelength radiation from long-wavelength pump sources. Second-har-
monic generation (SHG) [1], simultaneous two-photon absorption (STPA) [2],
and upconversion (UC) [3–6], illustrated in Fig. 1, are three well-established
methods for performing this conversion. Briefly, SHG generates new frequencies
through the weakly wavelength-dependent hyperpolarizability of a substance,
and requires intense coherent excitation sources. STPA involves the excitation of
luminescence from a real excited state at shorter wavelength than the excitation
photons, and is achieved through a small but non-zero absorption cross section
at the pump wavelength. Finally, upconversion generates shorter wavelength
luminescence through sequential discrete absorption and/or energy-transfer
steps involving real metastable excited states of the chromophore. Upconver-
sion thus relies on the presence of multiple metastable excited states, and this
leads to dramatically different photophysical properties relative to the former
two methods.

In this article, we discuss several specific topics of current interest in the area
of upconversion involving metal ions doped into well-known halide host lat-
tices. Rather than attempting to provide a complete historical survey, the em-
phasis is on identifying developing areas of research. These range from experi-
mental and calculational approaches for studying general upconversion proces-
ses to the investigation of new classes of upconversion materials. In the latter
area, the principle strategies for obtaining new upconversion materials involve (1)
variation of the host lattice and (2) variation of the dopant metal ions.Variation
of the host lattice, for example, from one having high phonon energies (e.g., fluo-

2 D.R. Gamelin · H.U. Güdel



ride, oxide) to one having low phonon energies (e.g., chloride, bromide, iodide),
can dramatically affect the competition between multiphonon and other radia-
tive and nonradiative processes, and may lead to entirely different upconversion
luminescence properties of a given ion. The use of host materials with specific
optical or magnetic properties may also influence the upconversion properties
of a dopant ion through sensitization or perturbation by exchange interactions.
A change in metal ions can of course also have a dramatic effect. Here, we relate
examples that emphasize the relatively unexplored upconversion properties of
transition metals.When compared to the rare-earth ions, which by far dominate
the upconversion literature, transition metals can be expected to show a number
of differences in the relevant parameters that govern the upconversion dy-
namics. In particular, the larger radial extension of the d-orbitals than of the 
f-orbitals may lead to larger electron-phonon coupling strengths and a greater
susceptibility to crystal-field and exchange perturbations. Finally, the design
and study of new chromophores comprised of combinations of metal ions is
emphasized. Here we present a few examples from our research with these new
materials that show unusual upconversion properties attributable to exchange
interactions between metal ions. In these examples, including rare-earth/rare-
earth, rare-earth/transition-metal, and transition-metal/transition-metal ion
pairs, exchange interactions are found to be particularly important when the
ions are situated in close proximity to one another by the geometric constraints
of the host material. The options available in the choice of hosts and codopant
combinations can cover a very broad range of possibilities, leaving much to the
imagination and creativity of the researcher, and illustrating the ability to use
well-founded chemical principles to design and construct upconversion mate-
rials displaying exciting new photophysical properties.

Upconversion Processes in Transition Metal and Rare Earth Metal Systems 3

Fig. 1. Schematic representation of three common nonlinear processes that convert low-ener-
gy photon pump sources into higher-energy output: SHG = Second Harmonic Generation,
STPA = Simultaneous Two-Photon Absorption, UC = Upconversion. Adapted from [17]



2
Excited-State Decay

The minimum prerequisite for generation of upconversion luminescence by any
material is the presence of at least two metastable excited states. In order for
upconversion to be efficient, these states must have lifetimes sufficiently long for
ions to participate in either luminescence or other photophysical processes with
reasonably high probabilities, as opposed to relaxing through nonradiative mul-
tiphonon pathways. The observed decay of an excited state in the simplest case
scenario, as probed for example by monitoring its luminescence intensity I,
behaves as an exponential:

I(t) = I(0) e–ktott (1)

where the observed decay rate constant, ktot, derives from the sum of all contri-
buting radiative (rad) and nonradiative (nr) decay processes:

ktot = krad + knr = t–1
obs (2)

Among the possible nonradiative processes, multiphonon relaxation generally
makes the greatest contribution to ktot. Multiphonon relaxation is most easily
illustrated within the framework of the single configurational coordinate (SCC)
model [7, 8]. This model assumes that the vibrational wavefunction overlap inte-
grals responsible for multiphonon relaxation can be approximated by the inter-
actions between the donor (excited) and acceptor (e.g., ground state) potential
surfaces along one single effective nuclear coordinate, Qeff. In cases where ex-
cited-state nuclear distortions are small, assuming harmonic potentials, identi-
cal ground- and excited-state force constants, and identical normal-coordi-
nate descriptions, the SCC model describes the T = 0 K multiphonon decay rate
constant as shown in Eq. (3):

e–SSp

kmp(0) ≈ (C) �0� (3)
p!

Here, p = DE0–0/veff is the dimensionless energy gap between the upper state
and the closest lower-energy state in units of the effective vibrational energy,
veff (cm–1). C is the electronic factor, and S is the Huang-Rhys dimensionless ex-
cited-state distortion parameter in units of vibrational quanta veff. As shown in
Eq. (2), kmp is strongly dependent on p. Additionally, for a given reduced energy
gap p, the introduction of even small excited-state distortions, S, can rapidly
enhance the radiationless multiphonon relaxation rate such that this dominates
the total 0 K relaxation. This model is easily extended to elevated temperatures,
where substantial increases in kmp may be observed [7, 8].

For the case of only one radiative decay channel, the radiative decay rate con-
stant in Eq. (2) is described by Eq. (4) [9], where n is the index of refraction, the
constant a = 1.5 ¥ 104 s/m2, and g denotes the degeneracy of the ground (a) or
excited (b) state involved in the transition:

4 D.R. Gamelin · H.U. Güdel



ga n[(n2 + 2)/3]2

krad = f 5077 (4)
gb al2

The radiative rate constant is thus directly proportional to the oscillator
strength, f, of the transition, and is influenced by both degeneracies and the
transition wavelength.

The vast majority of luminescent systems have only one emitting excited
state, typically the lowest excited state [10]. This is because nonradiative relaxa-
tion tends to be extremely rapid among excited states due to the presence of high-
frequency vibrations (e.g., stretching vibrations involving protons), small inter-
excited-state energy gaps, and sizable electron-phonon coupling strengths. This
situation is contrasted by the behavior of the rare-earth metal ions in crystals or
complexes.Due to the high shielding of their f electrons, rare-earth ions are char-
acterized by an extreme insensitivity to their environment, in particular having
very small electron-phonon coupling strengths, S, in their various f-f excited
states. As a result, kmp values can be quite small, and many rare earth excited
states are found to luminesce if separated from the nearest lower excited state by
only ca. 6 quanta of the highest frequency vibration. Rare-earth ions therefore
often have a series of luminescent f-f excited states, a property which makes
them suitable for use in upconversion materials.

Since the first observations of upconversion in the mid-1960s [11–14], hun-
dreds of studies involving most of the lanthanide and many actinide ions have
been reported [3–5]. In many cases, efficient two-, three-, or four-quantum up-
conversion is observed. Recent milestones include the development of several
all-solid-state rare-earth upconversion lasers operable at room temperature [6,
15], and the demonstration of a viable three-dimensional imaging technique
based on rare-earth upconversion [16]. More recently, several transition-metal
materials have also been shown to display interesting upconversion properties
[17]. In these transition-metal systems a greater range of ground and excited
state properties is observed, including stronger electron-phonon coupling
strengths in some cases, and this may lead to new, unprecedented upconversion
properties (Sects. 11 and 12).

3
The Building Blocks of Upconversion: Absorption and Energy Transfer

A wide variety of upconversion mechanisms have been proposed and observed.
The majority of these involve some combination of absorption and nonradiative
energy-transfer (ET) steps. Absorption may come in two basic forms. Ground-
state absorption (GSA, Fig. 2a) results in promotion of an ion from its ground
state to an excited state. Excited-state absorption (ESA, Fig. 2b) involves ab-
sorption of a photon by an excited ion, and results in promotion of that ion to a
higher excited state.

The simplest upconversion mechanism possible is therefore that of GSA fol-
lowed by ESA (GSA/ESA). GSA/ESA upconversion is inherently a single-chro-
mophore effect, and as a consequence this mechanism is relatively insensitive to

Upconversion Processes in Transition Metal and Rare Earth Metal Systems 5



concentration of the upconversion ion. For absorption over a sample length, l,
that is short compared to the absorption length, the absorption pump rate
Ra,b(ions/cm3s) for a transition a Æ b is given by

lpRa, b = 129 PsaNa (5)
hcpwp

2

where P(W/cm2) is the incident pump power, lP is the pump wavelength, wP is
the pump radius, h is Planck’s constant, c is the vacuum speed of light, sa is the
absorption cross section from level a to level b, and Na (ions/cm3) is the popula-
tion density of level a. In a three-level system, the rate constant for a GSA pro-
cess between levels 0 and 1 is defined as G = R0,1/N0, and that for an ESA process
between levels 1 and 2 is defined as E = R1,2/N1. For the GSA/ESA upconversion
process to occur, both RGSA (R 0,1) and RESA (R1,2) must be nonzero. In the simple
three-level scheme shown in Fig. 2a, b, at low pump rates, the population of

6 D.R. Gamelin · H.U. Güdel

Fig. 2 a – f. The basic building blocks of upconversion, and related processes. Solid arrows indi-
cate radiative processes, and dashed arrows indicate nonradiative processes



level 1, N1, is proportional to the rate, R 0,1, and hence

N1 µ Ps0N0 (6a)

Likewise, in Fig. 2b,

N2 µ Ps1N1 (6b)

For the concatenated GSA/ESA upconversion process, it follows that

N2 µ P2s0s1N0 (6c)

When a single excitation beam is used, photons of the same energy must be
capable of inducing both excitation steps, and this places a restriction on the
wavelengths at which this mechanism is effective (see Sect. 6). The expressions
at Eq. (6a–c) are valid in the limit of low pump powers. For discussion of the
analogous properties under high pump power conditions, see Sect. 5.

Energy transfer may take a variety of forms. ET among like levels of like ions
is the basis for the common phenomenon of energy migration (Fig. 2c, d). A
similar process between unlike ions may lead to energy trapping or sensitization
effects. ET among unlike levels may result in cross relaxation (CR), by which
an ion is partially deactivated through ET to a ground-state neighbor, resulting
in two ions in lower excited levels (Fig. 2e). The reverse of cross-relaxation is
also possible, in which a low-lying neighbor sacrificially donates its excitation
energy to a neighboring excited ion, which is then promoted to a higher ex-
cited state. This process is referred to as energy-transfer upconversion, or ETU
(Fig. 2f). A very common upconversion mechanism involves this type of ETU
following initial excitation of two ions by GSA, and is referred to as GSA/ETU.
Since ET processes are substantially slower (<~109 s–1) than the intramanifold
relaxation that leads to relaxed excited states (~1012 s–1), ETU always proceeds
from relaxed excited states. Since two photons are required to generate two exci-
ted ions, under low-power conditions, the upconversion excitation spectrum
will thus reflect the square of the GSA spectrum:

N2 µ N1
2

µ P 2s0
2N0

2 (7)

Note that ETU, like all ET processes, is inherently a pairwise or multicenter
effect, and is therefore very strongly dependent upon ion concentration.Where-
as GSA/ESA mechanisms often dominate upconversion processes in low-doped
samples, upconversion in highly-doped samples is very often dominated by ET
processes, in particular GSA/ETU.

The dependence of ETU on concentration results directly from the strong
dependence of the ET rate constant on the interionic distance, RDA, between the
donor (D) and acceptor (A) centers. The ET kinetics obey Fermi’s golden rule
and are described within the Condon approximation as

4p 2

wET = 7 V 2 (FC)Ç (8)
h

Upconversion Processes in Transition Metal and Rare Earth Metal Systems 7



where the electronic factor, V2, is the square of the electronic-coupling matrix
element, V = |·D,A*|HDA|D*,AÒ| and Ç is the density of acceptor states. The
Franck-Condon factor, FC =|·cDA*|cD*AÒ| 2, reflects the nuclear reorganization
associated with the ET process and is usually described by the spectral overlap
integral FC = � gD(v)gA(v)dv, i.e., the integrated overlap of the normalized
donor emission and acceptor absorption spectral features, g(n). In the case of ex-
change-induced electronic coupling, and in the simplest limiting scenario of
isotropic direct exchange, the electronic factor in Eq. (8) is generally approxi-
mated as in Eq. (9a) [18]:

|·D,A* |HDA|D*,AÒ| 2 = J 2
0 exp[–2RDA/r0] (9a)

where J0 has units of energy and r0 is the Bohr effective radius, which is on the
order of 0.3 Å for lanthanide ions [19]. In the case of electric multipole-electric
multipole ET, Eq. (8) can be reformulated as in Eq. (9b) [19], where the elec-
tronic factor is expressed in terms of the oscillator strengths, f, of the D* Æ D
and A Æ A* electronic transitions, and is dependent on R–k

DA:

(constant)
wET = 08 fD fA � gD (v) gA(v) dv (9b)

v2n4Rk
DA

The superscript k = 6, 8, and 10 for electric dipole-dipole, dipole-quadrupole,
and quadrupole-quadrupole contributions, respectively [20]. Because of the de-
pendence of wET in Eq. (8) on exp[–2RDA/r0] in the case of exchange, and on R–k

DA
in the case of multipole-multipole interactions, ET processes are very concen-
tration dependent. At low dopant concentration levels (<0.1%) in homoge-
neously-doped crystals, where RDA is large, wET will approach zero leaving
GSA/ESA as the only viable upconversion mechanism.

Two general methods for differentiating between GSA/ESA and GSA/ETU
mechanisms are illustrated experimentally for the case of 1% Er3+:RbGd2Br7
NIR Æ VIS upconversion in Figs. 3 and 4 [21]. Er3+ has a 4f11 electronic config-
uration and a 4I15/2 ground state. When excited to the 4I11/2 multiplet with NIR
photons at approximately 10,200 cm–1, this sample shows emission from the 4F7/2
higher excited state, which lies ca. 20,400 cm–1 above the ground state.

The lower part of Fig. 3 shows the 15 K absorption spectrum of 1%
Er3+:RbGd2Br7 in the 4I11/2 region of the NIR. The upper part of Fig. 3 shows a
20 K cw upconversion excitation spectrum collected with laser excitation in this
same energy region while monitoring the upconverted 4F7/2 luminescence.While
the lowest energy peaks, between 10,160 cm–1 and 10,200 cm–1, resemble those of
the absorption spectrum, additional intensity (shaded features) is observed at
higher energy which deviates from the GSA spectrum. The horizontal arrows
indicate the energy ranges of the 4I15/2 Æ 4I11/2 GSA and 4I11/2 Æ 4F7/2 ESA transi-
tions, determined from the full GSA spectrum [21]. These brackets show that the
GSA and ESA transitions are expected to occur in slightly different energy re-
gions, with an overlapping region between 10,210 cm–1 and 10,250 cm–1. The
new intensity to higher energy in the upconversion excitation spectrum comes
from 4I11/2 Æ 4F7/2 ESA transitions. Intensity excited below 10,200 cm–1 follows

8 D.R. Gamelin · H.U. Güdel



the GSA intensity pattern and likely derives from a GSA/ETU mechanism. The
most intense upconversion excitation features are those in the middle of the
excitation spectrum, where the GSA and ESA energy regions overlap. Excitation
at these energies could result in GSA/ESA intensity or could contribute through
a GSA/ETU mechanism.

The time profiles of the upconversion luminescence signals following pulsed
excitation directly probe the upconversion mechanisms at these various excita-
tion wavelengths. Figure 4a shows that 10 ns pulsed excitation of peak B3 at 10 K
results in immediate luminescence from the 4F7/2 state, which decays with a rate
constant identical to that observed with direct 4I15/2 Æ 4F7/2 excitation (k2 =
10,000 s–1). This indicates that the 4F7/2 state is populated within, and only wit-
hin, the duration of the laser pulse, and thus implicates a GSA/ESA mechanism.
This mechanism can only proceed while the sample is irradiated. Analogous
measurements collected with excitation into peak A, shown in Fig. 4b, reveal a
distinctly different behavior featuring a delayed maximum and a decay rate
constant (kUC decay = 380 s–1) nearly two orders of magnitude smaller than that
governing the natural decay of the 4F7/2 excited state. The rise time of the up-
conversion signal in Fig. 4b (krise ª 10,000 s–1) correlates with the 4F7/2 decay of
Fig. 4a (k2 = 10,000 s–1). These results indicate that, in contrast with B3 excita-
tion, 4F7/2 population does not occur during the laser pulse but rather occurs
subsequent to the laser pulse. This is a signature for a GSA/ETU mechanism. In
GSA/ETU, upconversion may proceed as long as the intermediate 4I11/2 popula-
tion is nonzero. The upconversion luminescence signal can thus last longer than
predicted by the natural decay rate of the emitting state, and in this case is ob-
served to decay at a rate approximately twice that of the intermediate state,
which decays with a constant of k1 = 194 s–1.
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Fig. 3. 15 K absorption and 20 K pulsed upconversion excitation spectra in the region of the
4I15/2 Æ 4I11/2 transition of 1% Er3+:RbGd2Br7. The shaded areas indicate 4I11/2 Æ 4F7/2 ESA tran-
sitions. Note that the excitation spectrum above 10,245 cm–1 is scaled by a factor of 250 [21]



As shown in Figs. 3 and 4, this combination of excitation scans and time de-
pendence measurements can be used to determine the mechanism responsible
for upconversion luminescence in a simple three-level system. By extension, the
same approach can be used in studies of more complicated upconversion
systems constructed from the basic mechanistic building blocks of absorption
and energy transfer.

4
Rate Equation Models for Excited-State Dynamics

As illustrated by the discussion in Sects. 2 and 3 and the example in Figs. 3 and
4, the pertinent questions related to whether or not upconversion is observed are
essentially kinetics questions: Does a system luminesce from higher excited
states before undergoing interexcited-state relaxation? Can multiphoton excita-
tion rates compete with interexcited-state relaxation rates? What is the rate-deter-
mining step in generating upconversion luminescence? Consequently, it is im-
portant to describe the kinetics of such a system in some detail.As with any chem-
ical reaction, this is done by setting up a system of rate equations describing the
concentrations of each of the relevant species, which in this case are the popula-
tion densities, Nn, of the participating electronic states, n, and using rate con-
stants to control the dynamic evolution of these populations. Figure 5 shows a
model kinetic scheme describing a general three-level upconversion system
similar to that observed experimentally in Fig. 3. This scheme contains contri-
butions from all of the relevant rate parameters, including GSA (G) and ESA (E)
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Fig. 4. 10 K time dependence of the 4F7/2 Æ 4I15/2 upconversion luminescence intensity of 1%
Er3+:RbGd2Br7 following 10 ns pulsed excitation into: a peak B3; b peak A in Fig. 3. The insets
show the corresponding upconversion mechanisms of (a) GSA/ESA and (b) GSA/ETU.Adapt-
ed from [21]



excitation rate constants (see Eq. 5), and the linear decay rate constants asso-
ciated with each possible single-ion decay route (k1, k2a, and k2b, where k2 = k2a
+ k2b). In addition, the power-independent parameter describing the two-center
ETU process is shown (wETU). Cross relaxation is not considered here, although
it is easily accommodated in the rate equations. The time dependent population
densities, dNn/dt, of the three levels n = 0, 1, and 2, are then given by 

dN07 = – GN0 + k1N1 + k2aN2 + wETU(N1)2

dt

dN17 = GN0 – EN1 – k, N, + k2bN2 – 2wETU(N1)2 (10)
dt

dN27 = EN1 – (k2a + k2b)N2 + wETU(N1)2

dt

At this level of description, this ensemble model assumes homogeneous doping
and excitation densities such that the entire ensemble of ions can be described
as having identical environments at all times, and the entire ensemble partici-
pates equally in the photodynamics of the system.

From these rate equations, a number of experimental observables can be
simulated. Figure 6 shows the time-dependent upconversion decay curves cal-
culated for a set of hypothetical three-level systems involving (a, b) pure ESA,
(c, d) pure ETU, and (e, f) mixed ESA:ETU (40:60) rates under steady-state con-
ditions, calculated to simulate the two experimental observables of decay
following short pulses (a, c, e), as described above, and decay following long
square-wave pulses during which the system has reached steady state (b, d, f).

Upconversion Processes in Transition Metal and Rare Earth Metal Systems 11

Fig. 5. Schematic illustration of the kinetic parameters described by the coupled rate equa-
tions of Eq. (10) for a three-level ensemble upconversion system. The solid arrows represent
radiative processes and the dashed arrows represent nonradiative processes. G is the GSA rate
constant, E is the ESA rate constant, wETU is the power-independent upconversion rate para-
meter, and kn are linear decay rate constants
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Fig. 6 a – f. Time-dependent populations of level 2 in Fig. 5 calculated from Eq. (10) using the
following parameters: Short pulse, at Time = 0: a N1 = 2, N2 = 8¥10–20, wETU = 0; c N1 = 2,
N2 = 0, wETU = 7.5¥10–22; e N1 = 2, N2 = 8¥10–20, wETU = 7.5¥10–22. Square wave, at Time <0
(excited steady state): b G = 10–20, E = 10–21, N1 = 2, N2 = 8¥10–20, wETU = 0; d G = 10–20, E = 0,
N1 = 2, N2 = 1.2¥10–19, wETU = 7.5¥10–22; f G = 10–20, E = 10–21, N1 = 2, N2 = 2¥10–19, wETU
= 7.5¥10–22 (E N1 = 0.66 wETU N1

2). The vertical dashed lines in (b), (d), and (f) indicate the
termination of the square laser pulse. For all curves, k1 = 1, k2a = 20, and k2b = 20, G = E = 0  at
time ≥0, and N0(0) = 2¥1020. (Units: Nn = cm–3, G = E = kn = s –1, wETU = cm3 s–1). These pa-
rameters correspond to the small-upconversion limit and k2 �k1 in all cases. The parameters
correspond to 100% GSA/ESA in (a) and (b), 100% GSA/ETU in (c) and (d). The parameters
for (f) were chosen such that, under steady state conditions, 40% of N2 derives from GSA/ESA
and 60% from GSA/ETU, and the same parameters were then used for (e) at time = 0. The
dashed curves in (e) and (f) show the contributions from ESA and ETU to the total intensity



The same parameters are used for each of the two simulation modes, and involve
the usually encountered situation of (k2a + k2b) > k1. The specific parameters
used are listed in the figure caption.Importantly,all simulations reflect low-excita-
tion-densities and low-upconversion rates, where the upconversion processes
contribute in only a perturbative way to the intermediate-level populations and
decay rates (i.e., k1N1�EN1 or 2wETUN1

2). This corresponds to a power range
that is experimentally easily accessible.As shall be described in Sect. 5, the use of
higher pumping powers may in some cases lead to significant and interesting
deviations from the behavior described in this section.

Figure 6a, b shows the results simulated for a case in which E π 0 and 
wETU = 0, i.e., only GSA/ESA is active. In both the pulsed and square-wave ex-
periments, an immediate decay is predicted which is governed by the decay rate
constant of the upper state, k2 = k2a + k2b. These curves are analogous to that ob-
served experimentally for Er3+:RbGd2Br7 in Fig. 4a.

Figure 6c, d shows the results simulated for a case in which wETU π 0 but 
E = 0, i.e., only GSA/ETU is active. The pulsed experiment, Fig. 6c, shows the 
characteristic delayed maximum observed in Fig. 4b.When E = 0, N2 has a value
of exactly zero at time zero, and so the rise of the upconversion transient truly
begins at zero. Comparison to Fig. 6a, b shows that this rise derives from the
decay rate constant of the upper state, k2 = k2a + k2b. Since N2 is proportional to
N1

2 in ETU (Eqs. 7 and 10), the decay of the transient N2 population lasts sub-
stantially longer than the natural decay of the upper state, and has a rate con-
stant exactly twice that of N1 under these low-power conditions when all of the
above assumptions are met. Figure 6d shows the corresponding data following
a square pulse. The decay again proceeds with a rate constant exactly twice that
of N1 under the assumed conditions, with a small deviation at short times where
k2 is still consequential. Based on this comparison, it is clear that ESA and ETU
mechanisms are readily distinguishable using either square-wave or pulsed
excitation modes under these conditions (see below for k2 £ k1).

Figure 6e, f show the experimentally relevant case in which a mixture of
mechanisms occurs, i.e., E π 0 and wETU π 0. The parameters have been chosen
such that under steady-state excitation conditions 40% of the upconversion is
generated by GSA/ESA, and 60% by GSA/ETU. Panel e shows that following a
short pulse the properties of both panels a and c can be identified. Specifically,
a nonzero N2 is observed at time = 0, but a delayed maximum and a long decay
time are also observed. This provides a way to identify intensity involving both
GSA/ESA and GSA/ETU contributions. This transient curve is triexponential,
involving the decay of the GSA/ESA population, and the rise and decay of the
GSA/ETU population (dashed lines). The analogous square-wave transient is
shown in Fig. 6f. Termination of the square pulse leads to a simple biexponen-
tial decay curve, with a fast component corresponding to the natural decay rate
of the upper state, and a slow component corresponding to twice the decay rate
of the intermediate state (dashed lines). Again, a small deviation from pure bi-
exponential behavior is observed at short times due to the effect of k2. The rela-
tive contributions of each mechanism, in this case 40:60, can be determined
from the decay curve as shown in Fig. 6f. This information can be introduced
directly into Eq. (10) for data simulation.
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In addition to decay information, the square-wave experiment provides infor-
mation relevant to the population of the intermediate state. Figure 7 shows the
full square-wave upconversion responses calculated for the same three cases
described in Fig. 6. The rise behavior of all three curves is similar, each occur-
ring on the same time scale as the rise of the intermediate population. The rise
of N2 in Fig. 7b, the ESA case, is in fact nearly superimposable with the corre-
sponding rise of N1 upon introduction of the laser beam at time zero, shown as
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Fig. 7 b, d, f. Time-dependent populations of level 2 in Fig. 5 calculated from Eq. (10) using the
same kinetic parameters as in Fig. 6b, d, f. The vertical dashed lines indicate the termination of
the square laser pulse. The dashed curves show the evolution of (b) N1 and (d) N1

2, normalized
for comparison



a dashed line. This direct correspondence derives from the linear dependence of
N2 on N1 in Eq. (6) and in the EN1 term of Eq. (10). Only a small intensity devia-
tion is observed between the normalized N2 and N1 rise curves in the short time
domain, corresponding to the effects of k2 in Eq. (10). In contrast, the rise of N2
in Fig. 7d, ETU, shows a delayed increase. This slow rise is approximately qua-
dratic at short times, and this curve is nearly superimposable with the norma-
lized squared N1 response curve (dashed line) in both the rise and the decay. This
relationship derives from the dependence in Eqs. (7) and (10) of N2 on N1

2 in the
case of ETU. The mixed curve in Fig. 7f shows properties of both b and d.

The condition specifying that the intermediate lifetime is substantially longer
than that of the upper state is met in most cases, but not in all. This is because
higher-excited states by definition have more radiative decay pathways and emit
at shorter wavelengths, and both factors contribute to increasing their total
radiative decay rate constants (see Eqs. 2 and 4). Upper states are also generally
more susceptible to nonradiative cross-relaxation deactivation through chan-
nels not available to lower-energy states. Nevertheless, upconversion processes
involving short-lived intermediates with longer-lived upper states are occasio-
nally encountered. Many of the correlations described above are only applicable
when k1 is significantly smaller than k2. As k2 decreases and becomes compara-
ble to or smaller than k1, the information content of such experiments declines
significantly. The analogous curves calculated for short-pulse excitation using a
ratio of k2 = k1/40 show the following: while the pure GSA/ETU and GSA/ESA
curves are still distinguishable by a delayed maximum in the former, the case of
40% ESA:60% ETU is essentially indistinguishable from that of the pure ESA.
In the limit of k2� k1, the upconversion rise time is correlated with the lifetime
of the intermediate level, and the decay time with that of the upper level. The
situation is even less informative for the square-wave experiment, where a neg-
ligible deviation is discernible between all three curves, occurring at the shortest
time only.

To determine fully the kinetic parameters governing upconversion using
Eq. (10) it is imperative to know the laser-induced excitation densities, N1 and
N2, in steady state, or N1(0) and N2(0) in time-dependent studies. These param-
eters may be determined from careful measurement of the physical properties
of the sample, the excitation configuration, and the experimentally absorbed
power. These numbers are not easily reliably determined, however, and they are
therefore more commonly estimated or taken as experimental unknowns in the
use of these equations for simulations. The difficulty with which absolute exci-
tation densities are determined is one of the practical limitations of this rate
equation model.

A second commonly invoked kinetic model for ETU processes is the so-cal-
led Dimer Model [22, 23], in which pairs are treated as distinct isolated entities.
Such scenarios are often encountered when trivalent rare-earth metal ions are
substituted into divalent host lattices of the CsNiCl3 type. In these hosts, only
small concentrations of M3+ ions can typically be incorporated, and it has been
shown that more than 90% of all ions are introduced as (M3+ – vacancy – M3+)
pairs to satisfy charge compensation requirements [24, 25]. The ions are thus
introduced as isolated pairs. In this model, three excitation populations are con-
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sidered. The first, N1, refers to singly-excited dimers, i.e., those having only one
ion excited to level 1. This population is assumed to behave as in Eq. (1), with ktot
= k1. The second population, Nd, refers to dimers where both ions are excited to
level 1. This population decays with a rate constant kd = 2k1, since deexcitation
of either ion in the pair reduces Nd. The third population, N2, derives from ETU
involving the population Nd, and refers to dimers having one ion in level 2 and
one ion in the ground state. The population N2 decays with the rate constant k2.
The rate equations relevant to upconversion immediately following a short pul-
se in this model are given in Eq. (11) [22, 23]:

dNd8 = – w ¢ETU Nd – 2k1Nddt (11)
dN28 = w ¢ETU Nd – k2 N2dt

Note that the power-independent rate constant w ¢ETU (s–1) does not have the
same units as wETU (s–1 cm–3) in Eq. (10). Immediately following a short excitati-
on pulse, the luminescence dynamics behave as described by Eq. (12) [22, 23]:

Nd µ e –(w ¢ETU + 2k1)t

(12)
N2 µ e –(w ¢ETU + 2k1)t – e –k2t

As with the ensemble model rate equations in Eq. (10), when k2�k1 the upcon-
verted population decays with a rate constant of twice that of the single ion, k1,
with modification due to the ETU rate constant, w ¢ETU , when the latter is signifi-
cant. A rise corresponding to the upper-state decay rate constant k2 is observed.
Again, when k2�k1, k2 dominates the upconversion decay, and the rise is deter-
mined by 2k1 + w ¢ETU. k1 is generally determined experimentally from the inter-
mediate level downconversion by assuming that the observed signal is from
singly-excited dimers and monomeric sites only [22, 23]. Input of this value for
k1 into Eq. (12) allows a value of w ¢ETU to be determined directly from the upcon-
version decay profile. Importantly, no experimental determination of absolute
population densities is required to obtain an absolute ETU rate constant, w ¢ETU ,
in this model. As shall be seen in Sect. 8, this model also provides a conceptual
advantage over the ensemble model of Eq. (10) even for describing ETU in
isotropically-doped samples, since even in this case ETU occurs only within the
innermost shells having the closest ion-ion separations.

5
Upconversion Power Dependence

The energy- and time-dependence of an upconversion process are extremely
useful for identification of the upconversion mechanism. A third variable pa-
rameter that has received relatively little attention is the excitation power. It
is often stated in the literature that two-photon excitation processes such as
upconversion must follow a quadratic power dependence, or more generally,
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that the intensity of an n-photon excitation process will scale with P n. This sta-
tement is only true, however, under certain experimental conditions. For exam-
ple, the double-log power-dependence data in Fig. 8 were collected for the two-,
three-, and four-photon excitations of Er3+:Cs3Lu2Cl9 using 6500 cm–1 (1.54 µm)
NIR excitation as illustrated in Fig. 8a [26]. Data for 1% and 100% Er3+ concen-
trations are shown in Fig. 8b and c, respectively. The energy level scheme (a) for
Er3+ shows that a series of excited states are energetically accessible through the
sequential GSA and ESA of 6500 cm–1 photons, with ETU events also possible in
some steps. In the 1% sample (Fig. 8b), both GSA/ESA and GSA/ETU mecha-
nisms are found to be active.At the lowest power, the various excited-state popu-
lations all show power dependencies roughly proportional to P n, with slopes of
1.8, 2.6, and 3.6 observed for the 2, 3, and 4-photon upconversion processes,
respectively. Increasing the power in the 1% sample leads to a significant reduc-
tion of all three slopes (Fig. 8b). In the 100% sample (Fig. 8c), GSA/ETU domi-
nates, and at the lowest experimental power, the power-dependence shows
slopes comparable to those attained at high powers in the 1% sample. At the
highest power in the 100% sample, these slopes are reduced to only 0.8, 0.8, and
1.0. These data thus reveal that this power dependence is itself power dependent.

To understand the origin of such behavior, we consider the power depen-
dence of the rate equations presented in Eq. (10) [26–28]. Since the 100% sample
in Fig. 8c shows pure GSA/ETU behavior, we consider the power dependence of
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Fig. 8. a Multiphoton pumping scheme for Er3+ excited with 6500 cm–1 photons. b, c Measured
emission intensities from the 4I9/2 (2-photon), 4S3/2 (3-photon), and 2H9/2 (4-photon excitation)
levels in (b) 1% Er3+:Cs3Lu2Cl9 and (c) Cs3Er2Cl9 vs pump power at 6500 cm –1 in double-
logarithmic representation. The numbers denote the slopes at low and high pump powers.
Adapted from [26, 27]



this mechanism first, and return to that of the GSA/ESA mechanism afterwards.
At low powers, k1N1�2wETU N1

2, and upconversion is a minor kinetic pertur-
bation. The dominant depopulation channel of level 1 is via linear decay, k1.
Approximating the population of level 0 as a constant, Eq. (10) simplifies to

dN18 = GN0 – k1N1dt (13)
dN28 = – (k2a + k2b)N2 + wETU (N1)2

dt

Under steady-state conditions,

1
N1 = 4 (GN0) µ P 1 (14)

k1
and

wETUN2 = 066 (GN0)2 µ P 2 (15)
k1

2 (k2a + k2b)

Thus, under low-power excitation conditions, the GSA/ETU intensity has the
quadratic power dependence commonly discussed in the literature.

As the excitation power is increased, the upconversion rate wETU N1
2 increases

much more rapidly than does k1N1, and above a certain power the high-power
limiting condition of k1N1�2wETU N1

2 may be reached. At this power, upconver-
sion is so rapid that it has become the dominant depopulation mechanism for
the intermediate level. Inserting this limiting condition into Eq. 10 yields

dN18 = GN0 – 2wETU (N1)2 + k2bN2dt (16)
dN28 = – (k2a + k2b)N2 + wETU (N1)2

dt

Under steady-state conditions,

(k2a + k2b) 
1/2

N1 = �007 (GN0)� µ P 1/2 (17)
wETU (2k2a + k2b)

and
1 

N2 = 07 (GN0)µ P 1 (18)
2k2a + k2b

Thus, under high-power excitation conditions the GSA/ETU intensity no longer
shows a quadratic power dependence, but rather increases with a linear depen-
dence on power. The intermediate level population increases as the square root
of the power. Note that although this behavior resembles a saturation effect, it
does not derive from depletion of the ground-state population due to high exci-
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tation rates, but is indeed a property of the intermediate level branching kine-
tics. For comparison, Fig. 9a shows the power dependence of N1 and N2 in a
double-logarithmic representation calculated for a GSA/ETU process using
Eq. (10), where the dashed lines have the limiting slopes for low- and high-power
excitation derived in Eqs. (13–18). Since the level populations are coupled in
Eq. (10), the behavior of the lower level affects that of the upper level. In parti-
cular, the relationship N2 µ N1

2 ensures that the N2 curve is proportional to the
square of the N1 curve at all points. The slopes of the two curves at any given
power are determined by the branching ratio between linear downconversion,
k1N1, and upconversion, 2wETU N1

2, rates at that power (or k1 and 2wETU N1 rate
constants). The log of this branching ratio is plotted in Fig. 9b as a function of
the log of the excitation power. As seen from comparison of Fig. 9a and 9b, the
derivative of the double-log power dependence curve is changing most rapidly
when k1 = 2wETU N1, i.e., at the point M in Fig. 9b. The full curves in Fig. 9a are,
for practical purposes, indistinguishable from their limiting asymptotes at
k1>~50(2wETU N1) and 50 k1<~2wETU N1 (dashed curves).

Similar treatment of three-level GSA/ESA upconversion, assuming k2 = k2a,
yields Eqs. (19–22).

Low-power limit:

GN0 N1 = 7 µ P 1 (19)
k1

GEN0 N2 = 0 µ P 2 (20)
k1k2

High-power limit:

GN0 N1 = 7 µ P 0 (21)
E

GN0 N2 = 7 µ P 1 (22)
k2

Thus, whereas GSA/ESA upconversion luminescence under low-power condi-
tions shows the anticipated quadratic power dependence, that observed under
high-power excitation conditions is expected to show only a linear dependence
on pump power, exactly as in the GSA/ETU case (Eqs. 15 and 18). The interme-
diate-level population in a GSA/ESA system, however, remarkably becomes
independent of changes in power at high powers when k2 = k2a (Eq. 21), in con-
trast with the high-power P1/2 behavior of the intermediate-level population in
the GSA/ETU mechanism (Eq. 17).When k2 = k2b in a GSA/ESA process the high
power behaviors are identical to the low power behaviors described by Eqs. (19)
and (20).

All of the cases treated in this section have been for the simplest three-level
upconversion systems, under both GSA/ETU and GSA/ESA two-photon excita-
tion conditions. For higher order multiphoton excitation processes, a number of
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Fig. 9. a Double-logarithmic power dependence of the population densities, N1 and N2, of
levels 1 and 2 in Fig. 5 calculated from Eq. (10) using the same parameters as in Fig. 6c, where
power is taken as G. The dashed lines are the limiting slopes from Eqs. (14) and (15). b Double-
logarithmic power dependence of the level 1 depopulation rate ratio between ETU (rate =
2wETU N1

2) and linear downconversion (rate = k1N1). The horizontal dashed line indicates equal
rates for the two. c Time-evolution of N2 following termination of a cw beam at t = 0 for the
high, medium, and low powers indicated in (b), plotted on linear axes. The dashed lines are the
limiting behaviors from Eqs. (22) and (24)



scenarios can exist involving different combinations of relaxation pathways or
ESA and ETU steps. Analytical solutions describing the power dependence
asymptotes for the simplest of these are listed in Table 1 [27].

The time-dependent evolution of the level populations may also be depen-
dent upon power. As described in Sect. 4, the GSA/ESA mechanism yields level
populations that decay with their natural decay rate in the absence of excitation
power. The N1 and N2 decay curves in the pure GSA/ESA limit are therefore inde-
pendent of excitation power. This is not true for the GSA/ETU mechanism,
which continues to function after termination of the excitation source.All of the
time-dependence curves discussed in Sect. 4 were calculated using Eq. (10)
under low-power conditions. In this limit, when k2>k1, the kinetics inherent to
level 1 are rate determining and the decay behaviors for the two metastable
populations determined from integration of Eq. (13) are given by

N1(t) µ e–k1t (23)
and

N2(t) µ e–2k1t (24)

The decay rate constants of both N1 and N2 are independent of excitation power
or N1 excitation density under these low-power excitation conditions, and the
upconversion decay rate constant of N2 equals 2k1. This analytical limiting decay
curve is plotted in Fig. 9c as the low-power dashed line, and compares very well
to the numerical solution of Eq. (10) obtained for k1/2wETU N1 = 37 (low power
in Fig. 9b).

Under high-power conditions, where 2wETU N1�k1, the decay curves take the
form

N1(t) µ (N1(0) wETU t + 1)–1 (25)
and

N2(t) µ (N1(0) wETU t + 1)–2 (26)
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Table 1. Double-logarithmic slopes of the steady-state excited-state population densities, Ni, of
levels i = 1…n and luminescences from these states for n-photon excitation. The investigated
limits are: 1. small upconversion or 2. large upconversion by A) ETU or B) ESA, and decay
predominantly i) into the next lower-lying state or ii) by luminescence to the ground state.
Adapted from [27]

Influence of Upconversion Predominant Power From level
upconversion mechanism decay route dependence

1. Small ETU or ESA Next lower state Ni µ P i i = 1…n
or ground state

2. Large A) ETU i) Next lower state Ni µ P i/n i = 1…n
ii) Ground state Ni µ P1/2 i = 1…n–1

Nn µ P1

B) ESA i) Next lower state Ni µ P i i = 1…n
ii) Ground state Ni µ P 0 i = 1…n–1

Nn µ P1



In contrast with the low-power expressions in Eqs. (23) and (24), Eqs. (25) and
(26) are not exponential functions of time. In this limit, the N1 and N2 decay cur-
ves are both dependent upon excitation power, which is linearly proportional to
N1(0). Note that the ratio of 2wETU N1/k1 changes with time in the absence of an
excitation beam, so any analytical solution will only be approximate and only
applicable to the short-time dynamics. Nevertheless, the comparison between
the N2 decay curve approximated by Eq. (26), included as a dashed line in Fig. 9c,
and the high-power decay curve calculated numerically from Eq. (10), shown as
a solid line in Fig. 9c, is satisfactory. Relative to the low-power decay curves,
the key features of both high-power decay curves shown in Fig. 9c can be sum-
marized as (a) a more rapid decay time and (b) a nonexponential decay curva-
ture. Equally important is the observation that the high-power decay behavior
described by Eqs. (25) and (26) can be related to the power-independent ETU
parameter wETU. Careful determination of N1(0) thus allows determination of
wETU from time dependence data in such GSA/ETU systems [29–31].

Several examples of power-dependent upconversion behavior similar to that
calculated in Fig. 9 have been identified experimentally [27]. Returning to the
experimental example of Er3+:Cs3Lu2Cl9 introduced above [26], at low powers
and low concentration in Fig. 8b, upconversion is inefficient and the slopes are
seen to approach the P n low-power limit for each excited state. As the power is
increased in the 1% sample, the upconversion becomes competitive with down-
conversion and the slopes of all three upconversion luminescences decrease in a
correlated way. At the highest accessible powers, upconversion and downcon-
version rates in this sample are comparable in magnitude. By raising concentra-
tions, both absorption and ETU rates become significantly larger and the higher
absorbed power region may be probed. Pulsed experiments show that GSA/ETU
mechanisms dominate for all upconversion luminescence features in the 100%
sample [26]. Increasing the power in the 100% sample results in slopes ap-
proaching the theoretical limit of 0.5 for n = 2 and 3, and 1.0 for n = 4 in the se-
quential ETU scenario described by case 2Aii of Table 1. At the highest experi-
mental powers and concentrations, the main depletion mechanism for all but
the highest excited state is therefore ETU, not linear decay. This is a remarkable
result given the number of quanta involved in this upconversion process, and
indicates that this is an extremely efficient four-photon excitation scheme.

Measurements on other systems confirm the generality of this approach [27].
Deviations from the expected or calculated results are also observed in ETU
systems, however, and appear to result from the breakdown of the assumptions
inherent to the ensemble model rate equations presented in Eq. (10) [28]. Such
breakdowns arise whenever dopant ions do not all have homogeneous envi-
ronments, either geometrically or in excitation density. In a statistically-doped
sample, a broad range of interionic separations may exist, and consequently a
correspondingly large range of wETU values may also be operative. Ions having
nearby neighbors will have the largest wETU values and will show competi-
tive upconversion kinetics at lower powers. Other more isolated ions will al-
ways behave as in the low-power regime (i.e., k1�2wETU N1). Since the former
dominate the observed upconversion signals while the latter dominate the ob-
served downconversion signals, power-dependence measurements of the two
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do not always track one another as predicted by Eq. (10) and shown in Fig. 9a 
[28, 32].

In summary, power dependence measurements can provide insight into the
relative magnitudes of upconversion vs linear decay rates under real experi-
mental conditions.Efficient upconversion systems will show deviations from the
commonly asserted Pn power dependence, as upconversion shifts from being a
kinetic perturbation in the low-power regime to being the dominant process
affecting intermediate-level kinetics in the high-power regime.

6 
Two-Color Excitation Experiments

In an experiment involving GSA/ESA excitation with a laser, both GSA and ESA
steps must be accessible with the same photon energy. The use of two excitation
sources, i.e., a two-color experiment, allows the efficiencies of the GSA and ESA
steps to be optimized independently, which may lead to a substantial gain in
overall upconversion performance if these two steps have maximum absorption
cross sections at different wavelengths. By tuning the two wavelengths l0 and l1
independently, the absorption cross sections s0 and s1 of Eq. (6) can be maxi-
mized for each transition so that N2 is maximized. This is illustrated experi-
mentally in Fig. 10 for the case of ~0.1% Er3+:LaCl3 [33]. Exciting the 4I15/2 Æ
4I11/2 absorption feature at ca. 10,200 cm–1 yields 4F7/2 GSA/ESA upconversion
luminescence at ca. 20,400 cm–1, as shown in Fig. 10a. The 78 K one-color upcon-
version excitation scan in this region, shown in Fig. 10b, has one dominant peak
at 10,239.4 cm–1 with several small peaks to either side. Time-dependence stu-
dies show that this intense feature is due solely to GSA/ESA upconversion. Two
two-color excitation scans are also shown in Fig. 10b. These were collected using
a fixed excitation beam at the energy of the arrow, while scanning a second laser
beam across the relevant energy region and probing the upconversion lumines-
cence intensity. The spectrum marked “ESE” shows the upconversion excitation
scan obtained with the fixed laser exciting into the highest-intensity GSA fea-
ture. This is an excited-state excitation spectrum (ESE), and probes the 4I11/2 Æ
4F7/2 ESA transitions. The ESE intensities are directly proportional to the ESA
cross sections, s1, at the various excitation energies. The lowest-energy ESE fea-
ture is seen to correspond with the intense peak of the one-color excitation scan.
The spectrum marked “GSE” was obtained while exciting into the most intense
ESA peak (arrow) and monitoring the upconversion luminescence as a function
of the second laser energy. The resulting spectrum closely resembles the 4I15/2 Æ
4I11/2 GSA spectrum obtained by conventional absorption techniques, and has
intensities proportional to the GSA cross sections, s0, at the various excitation
energies. The highest-energy feature of the GSE spectrum corresponds in ener-
gy with the intense feature of the one-color excitation scan.

Since N2 µ s0s1 (Eq. 6), intensity in the one-color upconversion excitation
spectrum derives from the regions of overlap between the GSE and ESE spectra.
From inspection of the data in Fig. 10 it is clear that the maximum of the one-
color excitation scan results from the direct spectral overlap of two weak GSA
and ESA features at 10,239.1 cm–1 and 10,240.0 cm–1, respectively. The maximum
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two-color intensity, obtained with excitation simultaneously at the two arrows,
is roughly two orders of magnitude greater than that of the one-color experi-
ment. The sideband intensities observed in the one-color excitation spectrum
(Fig. 10b) may derive from weak vibronic sideband absorption intensity or from
a weak ETU mechanism as described in Sect. 3.

Two-color excitation can thus provide orders of magnitude intensity gains for
GSA/ESA upconversion processes through the optimization of both s0 and s1.
For practical applications such as lasing or imaging, this can lead to superior
performance [6]. Two-color upconversion excitation methods have been applied
in other cases to generate efficient upconversion where little or none was ob-
served under one-color conditions, or to advance mechanistic studies.

7
Calculation of Rare-Earth Excited-State Absorption Properties

In view of the advantages inherent in the use of two-color excitation schemes,
and the experimental difficulties associated with their implementation, it would

24 D.R. Gamelin · H.U. Güdel

Fig. 10. a Two-photon upconversion excitation and luminescence scheme in Er3+:LaCl3.
b One- and two-color upconversion excitation spectra of the 4F7/2 luminescence in <1%
Er3+:LaCl3 at 78 K. The excitation was s polarized (E ||a). The upper trace shows the one-color
excitation scan, while the two lower traces show the two-color excitation scans obtained with
one excitation energy fixed at the arrow. The spectra were not corrected for the decrease in
laser power towards lower energies. c The lower two traces show the calculated intensity dis-
tributions for the GSA (4I15/2 Æ 4I11/2) and ESA (4I11/2 Æ 4F7/2) excitations at 78 K assuming
Boltzmann distributions in both initial multiplets. The upper trace is the product of the cal-
culated GSA and ESA traces, showing the maximum one-color overlap at the same energy as
observed experimentally in (b). All spectra in (b) and (c) have been normalized to their 
highest intensity feature. Adapted from [33, 40]



be advantageous to be able to predict the ESA spectrum of a rare earth ion with
enough precision to facilitate the design of such experiments. In the ideal case,
calculations would allow prediction of when such an excitation scheme would
be beneficial, and at which two wavelengths and with which polarization excita-
tion should occur. Because of the narrow widths of f-f transitions in rare earth
ions, this is an extremely challenging task.

Two semiempirical approaches are commonly applied in calculating the ener-
gies and intensities of f-f transitions in rare earth ions. The most common is the
so-called Judd-Ofelt method. At this level of theory, the total oscillator strength
for an f-f transition between |SLJ Ò and |S¢L¢J ¢ Ò multiplets is given by Eq. (27)
[34, 35]:

8p 2mv c
f = 8681 Â W(k)|·SLJ | |Uk| |S¢L¢J¢ Ò|2 (27)

3h 2J + 1 k = 2, 4, 6

where c represents the local field corrections for electric/magnetic dipole
absorption/emission processes and is simply related to the index of refraction of
the sample. The reduced matrix elements of the tensor operator Uk are expres-
sed in terms of Coulombic (F2, F4, and F6) and spin-orbit (z) interactions. The
empirical Judd-Ofelt parameters, W(k), are obtained by least-squares fitting of
Eq. (27) to experimental absorption intensity data. The experimental data
should represent full multiplet-to-multiplet transition intensities, and this is
generally approximated by using data from a room-temperature GSA spectrum
as input. From a set of W(k) values determined in this way, any intermultiplet
transition oscillator strength may then be calculated. The Judd-Ofelt approach
has proven to be extremely valuable in a number of studies involving evaluation
of ESA and stimulated emission cross sections. This method is limited by its in-
ability to provide any insight into the intensities of transitions between individ-
ual crystal-field (CF) levels of the multiplets. Clearly, the sharpness of the ESA
features seen in Fig. 10b, the inequitable distribution of intensities among 
CF-CF peaks, and the sharpness of the laser excitation source all collaborate to
mandate the use of a higher level of theory.

The energies of each of the (2J + 1) crystal-field levels within a multiplet may
be calculated by diagonalization of the full |SLJMJÒ matrix of a semiempirical
effective Hamiltonian, Ĥ, when this is expanded to include both CF and CCF
terms as in Eq. (28) [36, 37]:

Ĥ = Ĥa + Ĥcf + Ĥccf (28)

where  Ĥa refers to the atomic parameters, and includes all isotropic free-ion and
crystal-field terms of the full Hamiltonian. Approximately 80–90% of the total
Ĥa contribution arises from first-order Coulombic electron-electron and spin-
orbit interactions within the 4f orbitals. Due to the high accuracy required of
these calculations before they can be useful experimentally, however, this is not
sufficient, and several higher order electrostatic and spin-orbit terms must be
included in order to reproduce the experimental observables. Ĥcf and Ĥccf repre-
sent the anisotropic components of the crystal-field interactions, consisting of
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one- and two-electron interaction operators, respectively.As with the Judd-Ofelt
approach, parameter values of Ĥ are obtained from a least-squares fitting rou-
tine to a set of experimental energies in order to obtain high-quality wave-
function descriptions as output. From such wavefunctions, the energies of
unobserved transitions may be calculated. The crystal-field eigenvectors from
the energy-level calculations are also used to calculate both electric and mag-
netic dipole contributions to transition intensities with the use of phenomeno-
logical intensity parameters again obtained from fitting of experimental data to
describe the odd-parity crystal field and electric dipole radiation field interac-
tions with the 4f electrons [38, 39]. These crystal field calculations provide much
more detailed descriptions of the properties of specific CF wavefunctions, and
approach the type of predictive quality required above.

Crystal field calculations for Er3+:LaCl3 involving all the terms in Eq. (28) and
21 parameters were fitted to 73 experimental energies in exact C3h symmetry,
resulting in an rms standard deviation of 9.0 cm–1, from which information per-
tinent to the two-color excitation data shown in Fig. 10 was calculated [40]. The
relevant results are shown in Fig. 10c for comparison to the experimental results
of Fig. 10b. The calculation reproduces the GSE and ESE spectra very well, and
consequently also the dominant peak in the one-color upconversion excitation
spectrum obtained from the product of these two. Note that these calculations
do not provide information relating to the weaker vibronic GSA/ESA or GSA/
ETU upconversion intensities observed experimentally in Fig. 10b. Based on
these results, the prospect of calculating the information necessary to predict or
even optimize a two-color excitation experiment appears promising. It is also
apparent,however, that such an objective is extremely susceptible to small errors
in calculated energies and/or intensities in an absolute sense. While the calcula-
tions in this case reproduce the experimental one-color excitation pattern, for
example, they would predict a different combination of excitation energies for
the maximum two-color upconversion intensity than is observed experimental-
ly. The calculation also provides only integrated intensities for each of the CF-CF
transitions, so bandshapes have to be approximated since monochromatic
absorption cross sections are important for laser excitation. It is difficult to pre-
dict accurately the phonon-induced broadening generally observed in higher CF
excitations of a given multiplet, and these need to be approximated based on the
available data for the given system. With bandwidths varying by factors of 2 or
more across a multiplet in the absorption spectrum, such approximations can
lead to significant differences between the real and calculated monochromatic
upconversion efficiencies.

Finally, the ability to calculate accurate spectral properties in a semi-empiri-
cal way relies on the quality of the data and assignments entered into the fitting
routine. While such parameters may be relatively unambiguous in well-defined
high-symmetry dopant sites such as Er3+:LaCl3, for which polarized spectrosco-
py is of great assistance, the application to lower-symmetry systems rapidly
becomes more tenuous. Analogous calculations on the similar system Er3+:
Cs3Lu2Cl9 using 23 parameters and 111 assigned transition energies yielded an
rms standard deviation of 18.0 cm–1, or twice that of Er3+:LaCl3, despite similar
input size and quality [41]. The quality of the resulting wavefunctions in this
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case was insufficient for calculation of relative CF-CF absorption intensities and
energies. This failure is attributed to the very small low-symmetry distortions
that cause the real site symmetry to be C3, rather than the idealized C3v point
group used in the calculations. This deviation leads to relaxation of the C3v sel-
ection rules and introduces ambiguity into the assignment of the observed CF
levels. It is likely that misassigned CF levels contribute to the inferior wavefunc-
tions in this case.

8
Nearest-Neighbor Dominance in Cooperative Luminescence

Cooperative luminescence is the microscopic reverse of simultaneous pair exci-
tation, and in Yb3+ involves the emission of a green photon following NIR 2F7/2
Æ 2F5/2 excitation by the simultaneous relaxation of two excited ions to the
ground state. In general, cooperative upconversion systems can be treated by the
same rate equations as those given in Eq. (10), where now E = G, k2b = 2k1, and
the cooperative luminescence rate constant is kcoop = k2a. Under low-power con-
ditions, where G �k1 and N2�N1, the steady-state cooperative luminescence
rates in the limit of a purely radiative system are described by Eqs. (29) and (30):

INIR µ k1N1 + 2k1N2 (29)
and

kcoopGN1Icoop µ kcoopN2 ≈ 78 (30)
2k1

The relative rates are thus approximately [42, 43]

Icoop kcoopN2 kcoopG
7 ≈ 75 ≈ 73 (31)
INIR k1N1 2k1

2

At large interionic distances, the magnitude of kcoop is governed by interionic
multipole-multipole interactions. In closely separated pairs of ions, kcoop may be
enhanced by exchange interactions. In Yb3+-doped solids, it has been shown that
both quadrupole-dipole (kcoop µ R–8) and forced-dipole-dipole (kcoop µ R–6)
interactions may contribute significantly to kcoop, with the two being equal in
magnitude at R ª 8 Å [42–44]. In the Yb3+-doped glass Yb3+:SrY2F8, calculations
estimate a superexchange interaction between two fluoride-bridged Yb3+ ions
separated by 7.5 Å to be an order of magnitude greater than the multipole-mul-
tipole interactions between these two ions [44]. Such exchange interactions are
also strongly dependent upon R, and kcoop µ exp [–2R/r0] in the limit of isotropic
direct exchange (Eq. 9a). As with nonradiative ET rate constants, kcoop thus
greatly benefits from short ion-ion separations and, conversely, experiments
that probe cooperative or ET phenomena selectively probe the subset of ions
having appropriately substituted nearest neighbor sites.

This general conclusion is beautifully illustrated by the example of 10%
Yb3+:RbY2Br7. In this host lattice, Yb3+ may occupy one of two crystallographi-
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cally distinct substitution sites [45], A and B, as indicated in Fig. 11a, inset.
These two sites have slightly different geometries, and consequently Yb3+ ions in
each may be distinguished from one another spectroscopically. The presence of
two sites shows up as two peaks of approximately equal intensity in the 10 K
absorption spectrum of the 2F7/2(0) Æ 2F5/2(0¢) electronic origin, shown in
Fig. 11a [46]. 0 and 0¢ refer to the lowest crystal-field levels of the ground and
excited states, respectively. These two peaks are separated by only 11 cm–1, but
their narrow bandwidth (fwhm ª 3 cm–1) allows them to be distinguished in
high-resolution experiments. Figure 11b shows the 10 K 2F5/2(0¢) Æ 2F7/2(0) NIR
luminescence spectra of this same sample obtained with excitation into the
higher energy 2F7/2(0) Æ 2F5/2(2¢) absorption peaks of site A (solid) or site B
(dashed). Luminescence from both crystallographic sites is observed with both
excitation wavelengths, but with different intensity ratios depending upon
which site is being excited. This indicates that part of the excitation energy is
transferred between sites A and B. The calculated intensity ratio based on 10 K
Boltzmann statistics is approximately 1:4.75, while the observed intensity ratios
for the two spectra are 1:2.2 and 1:6.4. This indicates that a kinetic barrier to
intersite ET prevents the excitation density from being fully thermalized under
these experimental conditions. The cooperative luminescence spectra in the
2F5/2(0¢)2F5/2(0¢) Æ 2F7/2(0)2F7/2(0) region, obtained under identical excitation
conditions, are shown in Fig. 11c, where the energy axis is compressed by a fac-
tor of two to allow direct comparison with Fig. 11a, b. The cooperative lumines-
cence spectra show a dramatic third peak at an energy of A*B* Æ AB (i.e.,
2F5/2(0¢A)2F5/2(0¢B) Æ 2F7/2(0A)2F7/2(0B)), with two weak peaks at energies A*A* Æ
AA and B*B* Æ BB. The integrated intensity pattern averaged over both excita-
tion wavelengths is approximately 1:17:1.

The relative cooperative luminescence intensities observed in Fig. 11c are
directly attributable to the importance of R in determining the magnitude of
kcoop (see Eqs. 30 and 31). As shown by the repeating structural unit in Fig. 11a
(inset), there exist two types of nearest-neighbor pairs, both of which are AB
pairs. R for the two shortest AB pairs (1 @ RAB ª 4.05 Å and 2 @ RAB ª 4.53 Å) are
thus much smaller than the shortest AA or BB pair distances (2 @ RAA/BB = 7.27 Å
and 2 @ RAA/BB = 7.38 Å). Since all intimate dimer pairs in the RbY2Br7 lattice are
AB hetero pairs, the strong R dependencies of both the exchange and multipole-
multipole cooperative intensity mechanisms greatly bias this system in favor
of AB pair cooperative luminescence. This bias is clearly observed experimen-
tally in Fig. 11c, even though only approximately 2 out of 14 ions are paired in
this way in 10% Yb3+:RbY2Br7. It is instructive to note that the intensity ratio
predicted in the absence of any R dependence would be 1:2:1. The intensity
ratio predicted from an isotropic direct exchange model (i.e., kcoop µ exp
[–2R/r0], r0 = 0.3 Å, Eq. 9a), calculated using the crystallographic distances of the
first 24 (R £ 9.5 Å) dopant sites around a central atom of each type, is 1 :109:1.
Essentially, all of the total cooperative luminescence intensity derived from the
exchange mechanism is thus attributable to the two nearest-neighbor AB ion
pairs (92% from RAB = 4.05 Å and 8% from 2 @ RAB = 4.53 Å). Likewise, the
multipole-multipole mechanism yields a 1 :36:1 intensity ratio using the same
24 dopant sites and the parameters governing eq-ed and ed-ed interaction
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Fig. 11 a – c. 10 K spectra of 10% Yb3+:RbY2Br7 in the 2F7/2(0) ´ 2F5/2(0¢) energy region: a ab-
sorption; b downconversion luminescence; c cooperative luminescence at twice the energy
(note the different x axis). 0 and 0¢ refer to the lowest-energy crystal field levels of the ground
and excited states, respectively. The inset in (a) shows a subunit of the repeating sheet struc-
ture, indicating the presence of two alternating crystallographically-inequivalent dopant sites,
referred to here as sites A (�) and B (�). The same symbols are used to label the observed spec-
tral features



strengths for Yb3+ presented in [43]. From this calculation, around 92% of the
total cooperative intensity resulting from such multipole-multipole perturba-
tions is attributable to the two nearest-neighbor AB ion pairs.While vastly more
sophisticated theoretical methods have been developed to account for the in-
herent anisotropies of both exchange and multipole-multipole interaction
mechanisms [18, 47], and to include consideration of other indirect exchange
mechanisms (e.g., superexchange) [44], these simple models clearly illustrate
the fact that both intensity mechanisms strongly favor observation of nearest-
neighbor dimer pairs in cooperative luminescence experiments. The beauty of
this 10% Yb3+:RbY2Br7 system lies in its provision of two inequivalent Yb3+ sites.
Even without any modeling the dominance of nearest-neighbor interactions in
inducing cooperative luminescence is evident from Fig. 11.

The fact that the bulk cooperative luminescence spectrum can be related to
microscopic pairwise interactions at all in this homogeneously-doped sample
provides a very important insight into the workings of such processes. This
result clearly illustrates and generalizes a most basic assertion of the shell model
for energy transfer in isotropically-doped solids [48], namely, that pair effects
such as energy transfer, ETU, or cooperative luminescence are dominated by
nearest neighbor interactions, even at low concentrations. In contrast, measure-
ments sensitive to single ion effects, such as absorption, probe the behavior of
the bulk sample. Manifestations of such differences are observed experimental-
ly, for example, in simultaneous measurements of the ETU (pair) and downcon-
version (monomer) time or power dependence analogous to that described in
Sects. 4 and 5 using low dopant levels.

9
Photon Avalanche

One area where power-dependence measurements have been extensively used is
in the description of photon avalanche upconversion systems.Photon avalanches
have been observed in a number of rare-earth or transition-metal doped upcon-
version systems [6, 49–51]. Several room-temperature upconversion lasers have
been made which take advantage of this route for achieving efficient population
inversion [6, 15]. The term photon avalanche refers to an upconversion mecha-
nism different from those of GSA/ESA and GSA/ETU described above, but still
comprised of the absorption and ET building blocks introduced in Sect.3. In con-
trast with GSA/ESA and GSA/ETU, the photon avalanche distinguishes itself by
relying on an indirect method of intermediate-level population arising from
cross relaxation, rather than direct GSA. This is generally only possible when
GSA is weak. The avalanche mechanism requires a high ESA probability, which
in turn requires both high ESA cross sections and large intermediate-level popu-
lations. The prominent experimental features of a photon avalanche are:

1. Upconversion excitation features not present in the GSA spectrum (indicative
of an ESA step in the mechanism, see Sect. 3)

2. Two regimes in the upconversion power dependence, with an extremely
nonlinear intensity jump when pump powers rise above a certain critical
threshold
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3. A lengthening of the time needed to achieve steady state conditions when
using powers near the critical threshold

4. A loss of transparency at the excitation wavelength when using high excita-
tion powers

Tm3+ has been studied in a number of host lattices for its red-to-blue upconver-
sion properties which persist up to room temperature. Detailed studies of the
mechanism of this upconversion have shown that it often proceeds by a photon
avalanche process. Figure 12a illustrates that upconversion excitation in these
cases involves excitation at an energy that is not resonant with any GSA tran-
sition (dashed arrow), but that is resonant with an ESA transition (solid
up arrow). The upconversion luminescence at ca. 20,800 cm–1 from the 1G4 ex-
cited state is monitored. Figure 12c shows the power dependence of Tm3+:
LaF3 20,830 cm–1 upconversion luminescence excited at 15,743 cm–1 (A) and
15,423 cm–1 (B) in a 1% doped crystal, and at 15,743 cm–1 (C) in a 0.5% doped
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Fig. 12. a Energy-level scheme for Tm3+:LaF3 upconversion excitation (E ||c) using ca.
15,750 cm–1 excitation to generate blue 20,830 cm–1 upconverted luminescence. The dashed
arrow indicates nonresonant GSA, while the solid up arrow indicates intense resonant
ESA. The down arrow indicates the upconversion luminescence. b Time-evolution of the
20,830 cm–1 upconversion luminescence following introduction of a cw laser beam at time =
0, plotted on linear axes. A1: 17,543 cm–1 excitation below the avalanche threshold in a 1%
crystal. A2: same, with high power excitation above the avalanche threshold. B: same as 
A2, but with 15,423 cm–1 laser excitation. C: same as A2 but for a 0.5% Tm3+ doping level.
Avalanche behavior is most evident in A2. c The dependence of upconverted luminescence
on excitation power for three different experimental situations, shown in double-logarithmic
representation. A: 15,743 cm–1 excitation, 1% doping. B: 15,423 cm–1 excitation, 1% doping.
C: 15,743 cm–1 excitation, 0.5% doping. The dotted lines show a quadratic dependence on laser
power. Avalanche behavior is most evident in A. Adapted from [52]



crystal, plotted on a double-logarithmic scale [52]. Low-power (10 mW) excita-
tion leads to a quadratic power dependence with a slope of 2 in all cases (dashed
lines). This low-power upconversion effectively proceeds by a weak GSA/ESA
mechanism. As the power is raised in (A), a steep incline in the system response
is observed at ca. 90 mW incident power, where a maximum slope of approxi-
mately 5 is observed, before the system levels out again to a slope of ca. 2 above
100 mW. Two regimes are thus clearly visible, with the connecting intensity jump
between them being very pronounced. Figure 12b shows the temporal evolution
of the 1G4 emission after switching on a cw laser at 15,743 cm–1 with powers
below (A1, ~6 mW) and above (A2, ~190 mW) the critical avalanche threshold
as indicated in Fig. 12c. The response at 190 mW clearly shows a long induction
period prior to steady state in the avalanche mechanism that is not present in the
low-power GSA/ESA mechanism. Changing the excitation energy slightly to
15,423 cm–1 (B) alters the relative GSA and ESA cross sections and changes the
avalanche power and time dependence. Similarly, changing the concentration
(C) changes the avalanche properties (see below).

The sequence of events in a basic photon avalanche system are illustrated in
Fig. 13. Step (a) shows an excitation energy that is not in resonance with any GSA
transitions. This may lead to some non-zero excitation of level 1 through pho-
non-sideband absorption intensity, electronic Raman scattering, etc., but this
excitation is very inefficient. In practice, step (a) is in every regard indistinguis-
hable from GSA. As illustrated in step (b), an ion in level 1 may have a large ESA
cross section at the same laser wavelength and may therefore be further excited
to level 2, from which upconversion luminescence may be observed. Some of the
level 2 population may also relax to level 1 through cross relaxation (step (c)).
Population of level 1 by CR may also lead to ESA identical to that in step (b), and
hence also to upconversion luminescence. At low pump powers, most ions in
level 1 relax to level 0, and only a small fraction are involved in ESA. Low-power
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Fig. 13 a – c. Schematic representation of the sequence of events in a simple three-level photon
avalanche excitation mechanism: a nonresonant GSA to generate one ion in level 1; b reso-
nant ESA to generate one ion in level 2; c nonradiative cross relaxation to generate two ions
in level 1



upconversion therefore involves only steps (a) and (b), and is effectively an inef-
ficient GSA/ESA upconversion excitation mechanism.

As the pump power increases, the population of level 2 increases with the
square of the power, P2, while that of level 1 increases linearly with power. At a
certain power threshold, the population N2 becomes large enough that its effect
on N1 through CR (step (c)) is no longer negligible. At high powers, the proces-
ses in steps (b) and (c) are no longer mere side processes, but become competi-
tive with and even supersede the efficiency of step (a) in populating level 1. This
shows up experimentally in the upconversion luminescence intensities, since the
level 2 population, N2, is related to Ps1N1 (Eq. 6), and therefore reflects changes
in N1. The power at which the shift in mechanisms occurs is referred to as the
avalanche threshold. At this threshold the system functions as an optical positi-
ve-feedback amplifier, with runaway ESA/CR populating level 1 autocatalytical-
ly. Since steps (b) and (c) populate level 1 in proportion to P, as does step (a),
there need not be a great difference in the upconversion power dependence bet-
ween the low- and high-power mechanisms. The mechanisms are different,
however, and a step in quantum yield may be observed. The double-logarithmic
power slope in the threshold region is therefore generally very steep (Fig. 12b
(A)). Naturally, this step will only be observed if the upconversion quantum
yield generated by the avalanche mechanism is greater than that generated by
GSA/ESA. The weaker the GSA is, therefore, the more pronounced the step bet-
ween the two regimes will be.

The kinetics associated with the photon avalanche have been explored for
several systems using rate equations analogous to those presented in Eq. (10),
now including additional terms to account for cross-relaxation events. In this
context, the critical ESA pumping rate constant, Ec, at which the population of
level 1 via CR occurs rapidly enough to lead to an avalanche, is given by Eq. (32)
[53]:

wCR N0N2 + k2N2Ec = k1 �009� (32)
wCR N0N2 – k2aN2

where k2a is the rate constant for relaxation from level 2 to the ground state
(Fig. 5). As seen from this expression, if wCRN0N2 > k2aN2 then Ec > 0 and the
avalanche occurs. If wCRN0N2 < k2aN2 then Ec < 0 and no avalanche is observed.
Thus, a large cross relaxation rate, wCRN0N2 , relative to the linear decay rate of
the upper state, k2N2 , favors observation of a photon avalanche. Equation 32 also
shows that systems with smaller intermediate decay rate constants, k1, require
lower powers to reach the avalanche regime.

At the avalanche threshold, the induction time required before steady state
conditions are reached, tc, defined by Eq. (33) [49], is at a maximum:

t
N1(t) = N1 (•) tanh �4� (33)

tc

For the usual photon avalanche conditions of small GSA (i.e., G ª 0) and small
k1 [49],
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81s1tc µ c d8 (34)
k1s0

where c is a constant having units s–1/2. Thus, a greater ratio of ESA/GSA oscilla-
tor strengths results in (a) a more pronounced transition between the two re-
gimes in power-dependence measurements and (b) a longer induction period
prior to reaching steady-state conditions in time-dependence measurements
at the avalanche threshold power. Likewise, a longer intermediate lifetime, or
smaller k1, results in smaller required pump powers and a smaller induction
period before reaching steady-state at the critical avalanche threshold power.
Analogous relationships are also obtained for four-level or greater photon ava-
lanche schemes [49].

Figure 12 also shows that the relative efficiencies of the two competing upcon-
version mechanisms in photon avalanche systems is dependent on both excita-
tion wavelength and dopant concentration. In general, the wavelength depen-
dence of the GSA step is small, since this step is nonresonant, but that of the ESA
may be very large due to the sharp f-f excitation features. Small changes in exci-
tation energy can therefore tune the ratio of GSA/ESA over a wide range, and
hence tune the critical power and size of the step over a correspondingly wide
range. Since cross relaxation plays an integral role in the avalanche mechanism,
the critical parameters are sensitive to changes in concentration as well. This
concentration dependence shows up both in the power dependence and in the
time dependence. In the power dependence, lower concentrations require higher
pump powers to achieve the same absorbed powers, in addition to potentially
limiting the energy transfer cross relaxation rates by concentration effects. At
high concentrations, other effects such as undesirable cross relaxation may
quench the excited state populations, and an optimum concentration balancing
these two effects generally exists.

Although rarely explored, the temperature dependence of an avalanche pro-
cess is also of importance. In the analogous Tm3+ avalanche in the fluorozirco-
nate glass 3% Tm3+:BIGaZYTZr, for example, the value of Pc (Pc µ Ec/s1, from
Eq. 5) increases as the temperature is elevated, changing from 10 mW at 35 K to
80 mW at 300 K [54]. Similar behavior has been observed in other avalanche
systems where investigated, including Pr3+:LaCl3 [55], Tm3+:Y3Al5O12 [6], and
Nd3+:LiYF4 [56], all of which involve resonant or exothermic CR energetics.
This behavior is generally attributable to ESA line broadening and redistribu-
tion of populations among Stark levels with increasing temperature, both of
which lead to reduced ESA cross sections at higher temperatures. Higher pump
powers are thus required at higher temperatures to achieve the same absorbed
power, and consequently the avalanche threshold increases. In Nd3+:LiYF4, for
example, the avalanche effect is only observed below 60 K, and is strongest at the
lowest temperature investigated (6 K). The pump power threshold increases
steadily with temperature, and a corresponding decrease in s1 over the same
temperature increase has been measured (s1 = 3.5 ± 0.4 ¥ 10–20 cm2 at 6 K and
1.7 ± 0.2 ¥ 10–20 cm2 at 55 K) [6, 56]. In cases where CR is endothermic, step (c)
in Fig. 13 is thermally activated and another temperature dependence can be
expected.
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10
Optical Bistability

An extremely unusual power dependence has been observed in the cooperative
upconversion luminescence of Yb3+-doped Cs3Lu2Br9 and related systems
[57–61]. As illustrated by the 7.5 K power-dependence data in Fig. 14a, b, in-
creasing the excitation power from the low-power excitation limit results in a
sharp jump in both VIS and NIR luminescence intensities at a certain critical
power. Reversing the direction of the power sweep also results in a sharp jump
on the return path, but this jump occurs at a lower power than the forward jump,
resulting in a hysteresis behavior with a distinct region of bistability. Monitor-
ing the transmission of the laser beam shows that the absorption of the sample
also increases and decreases at these same critical powers (Fig. 14a, inset) [62].
The properties of this jump are clearly dependent upon temperature, with
smaller jumps observed at lower excitation powers as the temperature is eleva-
ted (Fig. 14).

Upconversion Processes in Transition Metal and Rare Earth Metal Systems 35

Fig. 14 a, b. Power and temperature dependence of: a the visible cooperative luminescence;
b the NIR downconversion luminescence in 10% Yb3+:Cs3Lu2Br9 excited at 10,591 cm–1, plot-
ted on linear axes. These data show distinct hystereses, the properties of which are tempera-
ture dependent. Inset: 10 K laser transmission, which also shows hysteresis behavior. Adapted
from [62]



It has been proposed that this behavior results from the close interaction of
two Yb3+ ions in these doubly-doped cofacial bioctahedral pairs [58–61], with
only the closest-separated pairs contributing to the bistability behavior [61].
Indeed, the phenomenon is observed to be dependent upon Yb3+ doping levels
[60], where increasing concentration reduces the incident power required to
reach the hysteresis. Several concentrations have now been studied under iden-
tical conditions of wavelength, focal length, temperature, and sample thickness
ranging from (100%) Cs3Yb2Br9 to 1% Yb3+:Cs3Lu2Br9 [62]. Normalization of
these data (not shown) for concentration by converting from incident power to
absorbed power reveals that the phenomenon has the same power/temperature
behavior for all concentrations within experimental error, despite the large
range in Yb3+ concentration levels. Whereas in the 100% sample every Yb3+

has a close Yb3+ neighbor with which to form a dimer pair, statistical doping in
the 10% sample provides only one Yb3+-Yb3+ dimer for every 18 Yb3+ monomer
dopant sites.As in 10% Yb3+:RbY2Br7 (Sect. 8), the majority of the upconversion
luminescence may arise from these low concentrations of nearest-neighbor ion
pairs. The dominant contribution to the absorption and NIR luminescence,
however, must come from isolated Yb3+ monomers at this 10% concentration.
Since the bistability phenomenon is not restricted to the upconversion lumines-
cence but is quantitatively similar for NIR transmission and luminescence, we
now conclude that it must be a property of the entire ensemble of single Yb3+

ions [62].
The hysteresis power dependence is only observed within a specific narrow

range of excitation wavelengths. Slight detuning outside of this range changes
the shape of the power dependence from very sharp with a bistable region
(Fig.14a) to broad and S-shaped with no bistable region (Fig.15a) [62].The visi-
ble upconversion luminescence in the latter is reminiscent of the avalanche exci-
tation data presented in Fig. 12c (A) and suggests a description of this effect as
an avalanche process. This is strongly supported by time dependence measure-
ments collected under these same conditions. Square-wave excitation at 36 mW,
below the critical power, shows simple monoexponential rise and decay behav-
iors for both NIR and visible signals (Fig. 15b). Square-wave excitation at 82 mW,
slightly above the critical power, shows a dramatically long induction period of
several milliseconds before steady state is achieved, during which the visible
luminescence gains intensity and the NIR luminescence loses intensity on the
same time scale. The long induction period in Fig. 15b is analogous to the long
induction period observed in the Tm3+ avalanche in Fig. 12b (A2), and shows a
critical time over an order of magnitude larger than the natural Yb3+ 2F5/2 decay
time. This critical time is observed to be dependent upon the power used and
lengthens as the critical power threshold of ca. 60 mW is approached [62]. As
discussed in Sect. 9, these are characteristic features of the avalanche excitation
mechanism.

As described in Sect. 9, photon avalanches are only observed in cases where
s1�s0. In treating this case as an avalanche, the following question arises: How
does an ESA cross section become substantially greater than the GSA cross sec-
tion in a cooperative luminescence system in which by definition the GSA and
ESA steps are the same single-ion transition? The answer to this question is
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found in the temperature dependence of the absorption spectrum, shown in
Fig. 16. Figure 16a shows the 2F7/2 Æ 2F5/2 Yb3+ absorption spectrum at two tem-
peratures. In contrast with the generally observed behavior, the absorption cross
sections of the 2F7/2(0) Æ 2F5/2(2¢) and 2F5/2(0¢) CF transitions increase signifi-
cantly upon warming [62]. This is not the result of vibronic hot-band activity. It
is only observed for these two electronic origins and apparently derives from
thermally changing wavefunctions in the ground and/or excited states of these
ions which begins even at the lowest temperatures measured.Variable-tempera-
ture neutron diffraction data show a structural change in this lattice type involv-
ing elongation along the trigonal (dimer) axis beginning at liquid helium tem-
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Fig. 15 a, b. 10 K power- and time-dependent luminescence data from 50% Yb3+:Cs3Lu2Br9
after slight detuning of the excitation energy to 10,590 cm–1: a double-logarithmic power
dependence of the visible and NIR luminescence signals, showing the typical avalanche be-
havior; b time dependence of the visible and NIR luminescence signals at the two powers
indicated in (a). The 36 mW excitation is below the avalanche threshold and shows normal
time dependence. The 82 mW excitation is above the critical avalanche threshold power and
shows the delayed steady-state behavior characteristic of a photon avalanche. The time to
reach steady state under these conditions is nearly two orders of magnitude longer than the
decay period of the visible luminescence. Adapted from [62]



peratures and continuing up to room temperature [63], and the observed in-
crease in absorption cross sections may relate to this structural change. Plot-
ting the absorption cross section at the excitation wavelength (10,591 cm–1) vs
temperature shows a continuous increase by ca. 50% between 10 K and 45 K,
at which point band broadening and hot-band population effects cause the ab-
sorption cross section to turn over and decrease with increasing temperature.
Similar behavior is observed in the absorption spectra of all concentrations,
including that of a 1% doped sample where the statistical dimer concentration
is effectively zero.

The variable temperature behavior of the absorption intensity is correlated
with that of the hysteresis. In Fig. 16b, the hysteresis temperature dependence in
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Fig. 16 a, b. Temperature dependence of the absorption spectrum of 10% Yb3+:Cs3Lu2Br9:
a comparison of the 14 K and 42 K absorption spectra. The intensities of the 2F5/2(2¢) and
2F5/2(0¢) features increase markedly, while those of the 2F5/2(1¢) and cold vibronic transitions
stay the same or decrease slightly; b scatter plot of the normalized 10,591 cm–1 2F7/2(0) Æ
2F5/2(2¢) absorption cross section as a function of temperature, compared with the hysteresis
data vs pump power for the same sample. The triangles indicate the widths of the power hys-
tereses, which get larger as the temperature is lowered. The dashed lines in (b) are both ob-
tained from the same arbitrary polynomial fit to the absorption data, which was inverted and
superimposed on the hysteresis data as a guide to the eye. Adapted from [62]



10% Yb3+:Cs3Lu2Br9 is compared with the absorption temperature dependence
of the same sample. The triangles in the hysteresis data report the hysteresis
widths at each temperature, which increase as the temperature is lowered. The
dashed line is an arbitrary polynomial fit to the curvature of the absorption data
to assist the eye. This same curve is inverted and superimposed on the hysteresis
data. Figure 16b strongly suggests that the two phenomena are correlated. From
these data, the temperature of 45 ± 5 K is identified as a critical temperature for
both measurements.Above this temperature, the temperature and power depen-
dencies are normal, and below this temperature both are unusual. Support for
this correlation comes from the observation that both avalanche and bistability
behavior are only observed with laser excitation into the 0¢ and 2¢ CF origins
[62], and not into the 1¢ or vibronic transitions, even though the latter have
intensities between those of the former. From Fig. 16a, only these two origins
show the unusual absorption temperature dependence to which this effect is
attributed.Moreover, this unusual power dependence is observed only in the two
host lattices where such variable-temperature absorption behavior is observed:
Similar variable-temperature absorption data are also obtained for Yb3+:CsCd-
Br3, the only other lattice in which the hysteresis effect has been observed to
date, but not for Yb3+:RbY2Br7, Yb3+:Cs2NaYBr6, or any of the analogous chlori-
de lattices, which show no hysteresis behavior.

In describing this effect as an avalanche excitation mechanism, it is clear that
the details of the process differ from those of the Photon Avalanche described in
Sect. 9 since, being ultimately a single-ion effect, this mechanism does not invol-
ve runaway cross relaxation as an essential step, but is instead intimately related
to temperature effects. Within the avalanche formalism, this mechanism is best
described as a thermal avalanche, in which high excitation powers result in run-
away sample heating rather than runaway cross relaxation. This mechanism is
illustrated schematically in Fig. 17a. The dashed lines in Fig. 17a show the iso-
thermal excitation behaviors for two internal sample temperatures, Tint, lower and
Tint, upper. The horizontal displacement between the two isotherms is related to
their difference in temperature, DTint = Tint, upper–Tint, lower. The pump rate R0,1 for
any given power P is greater at Tint, upper than at Tint, lower since ∂s/∂T > 0 (recall
R µ Ps, Eq. 5). Under real experimental conditions, the internal temperature of
the sample is identical to the cryostat (external) temperature in the limit of
low pumping powers. As with most excitation schemes, heat is deposited when
the sample absorbs photons. At low pump powers on the Tint, lower isotherm
in Fig. 16a, heat dissipation through the crystal to the helium bath is in steady-
state equilibrium with heat deposition by the excitation beam, and the low-
power steady-state sample temperature, Tint, lower, is approximately constant at
the cryostat temperature, Texternal. Increasing the pump power in Fig. 17a, the
system follows the Tint, lower isotherm until some critical power is reached at
which the rate of sample heating exceeds the rate of sample cooling. Because
∂s/∂T > 0, exceeding this threshold triggers a self-reinforcing process of absorp-
tion/heating/absorption etc., which continues until a new steady state tempera-
ture, Tint , upper, is achieved. The internal sample temperature has thus jumped
from Tint , lower to Tint, upper at the critical power. Importantly, the critical threshold
for switching back down to Tint, lower is obtained with less pump power than the
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switching up threshold due to the higher absorption cross section at the higher
internal temperature. As a consequence, when the power is reduced following
the avalanche the sample temperature does not return to Tint, lower immediately,
but instead returns at a significantly lower power. This yields a bistable region in
the power dependence, as illustrated in Fig. 17a.

The limiting value of Tint,upper in Fig. 17a depends on the variable-temperature
absorption properties of the sample at the excitation wavelength. As seen from
the absorption data in Fig. 16b, ∂s/∂T ª 0 when the temperature is ca. 45 K.
During the avalanche cycle of absorption/heating/absorption etc., the sample’s
internal temperature can rise to ca. 45 K, but no further gain is introduced by
increasing the internal temperature above 45 K, so the system equilibrates at this
temperature. The value of Tint, upper is thus an experimental constant, and is
approximately independent of Tint, lower. This fact has been verified by internal
temperature measurements using the intensity of a hot-band luminescence peak
[57]. From such data it is possible to confirm that, under steady-state high-
power (upper branch) conditions in the bistable region, Tint, upper is always the
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Fig. 17. a The effect of a laser-induced temperature change on excitation rate, R0,1, in Yb3+-
doped Cs3Lu2Br9 and related lattices. The dashed lines show hypothetical isothermal response
curves for two internal temperatures, Tint = Tint,upper and Tint = Tint, lower, in which the pump rates
increase linearly with the pump powers in accordance with Eq. (5). Because s (Tint, upper) >
s (Tint, lower), the Tint, upper isotherm shows a greater pump rate for any given pump power. The
solid line shows the response observed when a rapid jump in sample internal temperature is
triggered by a change in the pump power. The critical pump power required to trigger this
temperature jump is greater when Tint = Tint, lower than when Tint = Tint, upper, since s (Tint, upper) >
s (Tint, lower). The laser-induced temperature jump leads to a hysteresis with width proportional
to the difference between Tint, upper and Tint, lower. b Internal temperature measurements on the
upper (+) and lower (●● ) branches in the bistable regions at various external temperatures,
determined from the data in [59], assuming Tint, upper = 45 K. The temperature difference in-
creases with decreasing Texternal. The dashed lines in (b) show the two cases of Tint = 45 K and
Tint = Text. Adapted from [62]



same regardless of Texternal (and Tint, lower), although its precise value is not well
defined since the absolute oscillator strength of the hot-band luminescence fea-
ture probed is not known. Using the value of Tint, upper = 45 K estimated from the
data in Fig. 16, the temperatures in Fig. 17b are determined. As seen in Fig. 17b,
Tint, lower essentially follows Texternal , while Tint,upper is essentially independent of
Texternal. DT increases as Texternal is decreased, and this results in greater hysteresis
widths at lower external temperatures (Fig. 14).

The sensitivity of the Yb3+ avalanche threshold to the exact excitation energy
results from the fact that the absorption maximum shifts slightly with increas-
ing temperature. A judicious choice of excitation energy allows optimization of
the s (Tint, upper)/s (Tint, lower) ratio and sharpens the avalanche step, analogous to
the behavior observed in the Tm3+ avalanche data of Fig. 12.

In summary, the unusual luminescence power dependence observed in
Yb3+:Cs3Lu2Br9 ultimately derives from the effect of power on the internal tem-
perature of the sample, which when combined with a positive ∂s/∂T leads to a
unique avalanche and hysteresis phenomenon. From such a thermal model it is
possible to reproduce the experimental power, temperature, concentration, and
excitation-energy dependence of the Yb3+ optical bistability using only the expe-
rimental absorption temperature dependence data as input [62]. Such laser
heating effects are generally not accounted for in power-dependence analyses,
since in most cases, including the avalanche cases described in Sect. 9, absorp-
tion cross sections decrease with heating and may result in only a small
flattening of the power dependence behavior. The power dependence of
Yb3+:Cs3Lu2Br9 described here shows that the contribution of laser heating to
the shape of a power dependence may be significant or even the dominant
aspect of that power dependence when ∂s/∂T > 0.

11
Upconversion in Doped Transition Metal Ion Systems

Transition metals have been largely neglected as upconversion ions, but recent
developments indicate that several such ions are also suitable for multiphoton
excitation, and sometimes show properties different from those of the rare-
earth ions, including the increased likelihood of encountering broad ligand-
field-dependent excited-state features and strict spin selection rules [17].
Ni2+(3d8), long studied for its laser potential in a variety of host lattices, was
observed early on to show upper excited state emission due to ESA processes.
This ESA is detrimental to the objective of laser action in such crystals [64].
Ti2+(3d2) upconversion was also observed several years ago [65]. More recently,
a systematic effort to discover new transition-metal upconversion systems, as
well as to explore the properties of these two older systems, has been initiated.
The three examples of Os4+(5d4) [66, 67], Mo3+(4d3) [32, 68], and Re4+(5d3) [28,
68] have now been reported. In all of these systems, the same general building
blocks as in rare earth doped systems are observed. The mechanisms of each are
summarized in Table 2, along with key physical parameters that relate to their
photophysics.
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Consider the comparison between the two d3 ions, Mo3+ and Re4+. Figure 18
presents the relevant portion of a Tanabe-Sugano energy-level diagram for octa-
hedral d3 ions. Luminescence is observed from both the first (2T1/2E, NIR) and
second (2T2, red) excited-state multiplets in both ions [69, 70]. In Mo3+, excita-
tion into the higher-energy, broader, and more intense 4T2 and 4T1 interconfigu-
rational d-d transitions leads to rapid relaxation followed by red 2T2 Æ 4A2 lumi-
nescence. 2T2 luminescence is observed in both ions with NIR excitation [68].
The upconversion luminescence of 2.5% Re4+:Cs2ZrCl6 is shown in Fig. 19a.
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Table 2. Transition metal ions in doped halide lattices for which upconversion luminescence
has been demonstrated, including relevant mechanistic and electronic-structural informa-
tion. The lightest and heaviest lanthanides showing single-ion upconversion are also listed.
Adapted from [17]

Ion Electrons Representative host UC mechanism z (crystal, cm–1)

Ti2+ 3d2 MgCl2 2-Color GSA/ESA 100
Ni2+ 3d8 CsCdCl3 GSA/ESA, Avalanche 620
Mo3+ 4d3 Cs2NaYCl6 2-Color GSA/ESA 600
Re4+ 5d3 Cs2ZrCl6 ETU 2300
Os4+ 5d4 Cs2ZrBr6 GSA/ETU, GSA/ESA, 2600

Avalanche
Pr3+ 4f 2 LaCl3 749
Tm3+ 4f 12 LaCl3 2638

Fig. 18. d3 Tanabe-Sugano energy-level diagram (using parameters from Mo3+:C/B = 3.7,
B = 487 [81]. Up arrows indicate two-photon excitation processes observed in Mo3+ and Re4+.
Down arrows indicate the upconversion luminescence used to monitor these processes.
Adapted from [68]
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Figure 19b presents the G8(4A2) Æ 2T1/2E absorption spectrum of 2.5% Re4+:
Cs2ZrCl6. A series of sharp transitions are observed that reflect the undistorted
octahedral nature of these excited states. Excitation into these features produces
the upconversion luminescence spectrum shown in Fig. 19a. The 10 K excitation
scan of this luminescence is compared to the absorption spectrum in Fig. 19b.
The upconversion excitation scan closely follows the absorption profile over the
full energy range. This observation leads to the conclusion that at 10 K the domi-
nant mechanism for upconversion in 2.5% Re4+:Cs2ZrCl6 under these condi-
tions is GSA/ETU. Time-dependent measurements confirm this conclusion
(Fig. 19a, inset), showing the characteristic delayed maximum and a 10 K decay
constant (kdec = 1400 s–1) approximately two times that of the G8(2T1) excited
state (k1 = 505 s–1), as described in Sect. 4, and significantly smaller than that of
the luminescent G7(2T2) state (k2 = 8475 s–1), which is responsible for the upcon-
version rise (krise = 14285 s–1) [28].

Red luminescence is also observed in Mo3+:Cs2NaYX6 (X = Cl, Br) with
broadband NIR lamp excitation into the 2E/2T1 manifold of excited states (Fig.
20a) [32, 68]. The quadratic power dependence (inset, open circles) confirms
that this luminescence derives from upconversion. The excited state energies in
Mo3+:Cs2NaYCl6 and Mo3+:Cs2NaYBr6 (Fig. 18) result in favorable resonance of
a first (4A2 Æ 2T1/2E) and second (2T1 Æ 4T2) excitation step for either ESA or
ETU, resulting in a plausible one-color upconversion pathway. In particular, the
large expected bandwidth of the 2T1 Æ 4T2 ESA transition results in a spectral
overlap integral (Eq. 9) three times larger than that in Re4+. One-color lamp ex-
citation (Fig. 20b) under the same conditions as in Fig. 19, however, fails to yield

Fig. 19. a 15 K upconversion luminescence of 2.5% Re4+:Cs2ZrCl6. Inset: 10 K time dependen-
ce of this luminescence following a 10-ns 9400 cm–1 excitation pulse to excite the 2T1/2E mani-
fold. b 15 K NIR upconversion excitation scan and 10 K NIR absorption spectrum. Note the
discontinuous axis between (a) and (b). Adapted from [28, 68]



any observable upconversion luminescence. Comparison to a Re4+ sample of the
same concentration under the same conditions yields an experimental upper
limit of ca. 10–3 relative upconversion efficiency in the Mo3+ sample. Mo3+

upconversion luminescence is, however, readily observed in a two-color experi-
ment (Fig. 20b) in which the first color scans through the lowest energy GSA
transitions while the sample is illuminated with a second color of lower energy,
resonant with the intraconfigurational ESA transitions 2T1/2E Æ 2T2 (Fig. 18).
The observed power dependence under these conditions (Fig. 20a, inset, full
circles) is linear in each color. The dominant upconversion mechanism in Mo3+

is, therefore, two-color GSA/ESA, not one-color GSA/ETU as in Re4+, despite
favorable energetic resonance conditions for a one-color mechanism.

To understand these results, the ETU rates predicted for these two ions are
compared. Their relative one-color ETU luminescence intensities, IETU, are
directly related to the relative ETU rates obtained from Eq. (9). The magnitudes
of the various factors are evaluated using the absorption and luminescence spec-
tra of these species, and the greatest differences are found to derive from the
oscillator strengths fD and fA; although spin-forbidden in both ions, fD (G8(4A2)
Æ G8(2T1/2E)) is ca. 102 times larger in Re4+ than in Mo3+ due to the greater spin-
orbit coupling in Re4+ (Table 2), as this relaxes the spin selection rules for
absorption. fA is estimated to be ca. 103 times larger in Re4+, where it relates to
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Fig. 20. a 15 K upconversion luminescence of 2.5% Mo3+:Cs2NaYBr6. Inset: Upconversion
intensity as a function of (�) total NIR excitation power (4 µW mm–2 max) and (�) 9065 cm–1

power for a fixed second-color power (E2 £ 6060 cm-1), normalized at low powers. The super-
imposed curves show the predicted two-photon (- - -) and one-photon (––––) behavior norma-
lized at low powers. b 15 K NIR upconversion excitation scans with one-color (top) and with
addition of a fixed second color (E2 £ 6060 cm–1) (middle), compared to the 10 K NIR absorp-
tion spectrum in the same energy region (bottom). Note the discontinuous axis between (a)
and (b). Adapted from [68]



the spin-allowed G8(2T1/2E) Æ G8(2T2) transition, than in Mo3+, where it relates to
the spin-forbidden 2E Æ 4T2 transition. The ratio of ETU intensities is therefore
estimated to be IMo/IRe ª 10–5,despite a DA spectral overlap integral that is appro-
ximately three times larger in Mo3+ than in Re4+ due to the broadband nature of
the acceptor (4T2) absorption feature. This is consistent with the experimental
upper limit for one-color excitation of IMo/IRe £ 10–3. Introduction of a second
color in Mo3+ excitation bypasses the spin restrictions of Eq. (9) by introducing
direct 2E Æ 2T2 ESA, and renders the upconversion observable under these con-
ditions.

Despite their similar electronic structures, upconversion processes in Mo3+

and Re4+ thus show dramatically different properties that can be related to dif-
ferences in oscillator strengths due to spin selection rules. The observation of an
energetically-resonant but spin-blocked upconversion pathway in Mo3+ differs
from what is normally observed in rare earth upconversion materials. In the lat-
ter, spin-orbit coupling is usually so strong that spin selection rules are no lon-
ger relevant.

12
Host Lattice Contributions

Host properties are extremely influential in most upconversion processes.
These influences can be used in advantageous ways, and four examples of very
general routes to do so are described here as they apply to specific and unusual
upconversion processes.

12.1
Phonon Properties

In the most basic of host-dopant interactions, host-dependent multiphonon
effects can be used to tune the upconversion mechanism and/or the resulting
luminescence energy of an ion. As an example, consider the four-photon excita-
tion process described in Sect. 5 for the 1.54-µm excitation of Er3+ in Cs3Lu2Cl9
and illustrated in Fig. 21a [26]. This upconversion mechanism involves the pre-
sence of a large standing population in the 4I9/2 excited state to achieve efficient
three- and four-quantum excitation. In Cs3Lu2X9 lattices (X = Cl, Br, I), this
upconversion benefits from long 4I9/2 lifetimes (e.g., 9.8 ms in 1% Er3+:Cs3Lu2Cl9
at 295 K). This differs from the behavior commonly observed in fluoride and
oxide lattices under similar excitation conditions, where the 4I9/2 population
rapidly relaxes to the 4I11/2 state [71]. In these oxides and fluorides, upconver-
sion may then proceed from the 4I11/2 state by ETU to generate green 4S3/2 Æ
4I15/2 upconversion luminescence, but four 1.54-µm photons are still required to
generate this luminescence. This is illustrated in Fig. 21b, and the key properties
related to 4I9/2 multiphonon relaxation in various host types summarized in
Table 3.

Such differences in multiphonon relaxation rates are believed to be largely
responsible for the strongly enhanced visible luminescence observed in low-
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phonon-energy hosts (chloride, bromide, iodide) relative to that in high-pho-
non-energy hosts (fluoride, oxide). Thus, in addition to accessing luminescence
transitions not available in the high-phonon analogs, low-phonon-energy hosts
provide the opportunity to use fewer photons to achieve excitation of the same
or even higher energy levels. In a more general sense, the phonon properties of
host materials may be used to adjust the kinetic parameters relating to the ex-
cited-state photodynamics of a dopant ion, thereby tuning its upconversion
properties [72].
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Fig. 21 a, b. Illustration of the 6500 cm–1-excited Er3+ multiphoton upconversion processes
commonly observed in low- vs high-phonon energy host lattices: a Cl, Br, I; b F, O, respective-
ly. In the low-phonon-energy hosts, the absorption of four photons leads to luminescence
from the 2H9/2 state at 24,000 cm–1. In the high-phonon-energy hosts, 4I9/2 to 4I11/2 multiphonon
relaxation (curly arrows) is rapid and quenches this excitation pathway, resulting in predomi-
nantly 17,500 cm–1 4S3/2 luminescence following absorption of four photons. The kinetic pa-
rameters governing these processes are listed in Table 3

Table 3. Energetic parameters of oxide and halide lattices relating to upconversion involving
the 4I9/2 state of Er3+, compiled from various literature sources. D (cm–1) is the average Er3+

4I9/2– 4I11/2 energy gap, nmax (cm–1) is the highest-energy lattice phonon energy, p is the reduced
energy gap, kmp is the estimated multiphonon-relaxation rate constant, krad is the estimated
range of radiative rate constants, and ktot = krad + kmp. Adapted from [26]

D (cm–1) nmax (cm–1) p kmp (s–1) krad (s–1) krad/ktot

Oxide 1894 600 3.1 1.25 ¥ 106 200–1000 <8 ¥ 10–4

Fluoride 2036 355 5.8 3.18 ¥ 104 200–1000 <3 ¥ 10–2

Chloride 2117 260 8.1 8 ¥ 10–3 200–1000 ~1
Bromide 2135 172 12.3 2 ¥ 10–8 200–1000 ~1
Iodide 2138 144 14.9 <10–8 200–1000 ~1



12.2
Sensitization

In addition to its phonon properties, a host may be chosen for its optical pro-
perties. The most common optical contribution of a host is sensitization. Sensi-
tized upconversion is well known, and indeed played a historically important
role in the discovery of the upconversion phenomenon [3]. Because of its in-
tense absorption features and fortuitously compatible energetics, Yb3+ is com-
monly used as a sensitizer of the 4I11/2 level in Er3+. Sensitization is an ET pro-
cess involving two different ions, and so fits into that building block category.
Host sensitization involves the use of pure sensitizer host materials. This plays
the dual role of maximizing the optical density of the sample at the excitation
wavelength and maximizing the probability that an acceptor ion will have a
donor ion in close proximity (see Sect. 8). Using pure materials leads to maxi-
mum excitation delocalization, which increases the probability that the excita-
tion will be transferred to a dopant ion.

Although well known, this principle is now being applied using new combi-
nations of upconversion ions, in particular those involving transition metals.As
an example, consider the effect of sensitization on upconversion in the Mo3+-
doped materials described in Sect. 11 [46]. The 10 K absorption spectrum of 5%
Mo3+:Cs2NaYbCl6, shown in Fig. 22, is dominated by several intense 2F7/2 Æ 2F5/2
Yb3+ features between 10,200 cm–1 and 11,000 cm–1, with several weak Mo3+ 4A2
Æ 2T1/2E features between ca. 9300 cm–1 and 10,200 cm–1. The inherently long-
lived Yb3+ excited-state provides an excellent energy match for ET to the 2E state
of Mo3+, as illustrated in Fig. 22 (inset). The 10 K downconversion luminescence
spectrum of this sample is also shown in Fig. 22. Following Yb3+ excitation,
almost exclusively Mo3+ luminescence is observed. The Yb3+ luminescence is
extremely weak, and has an integrated intensity of ca. 10–3 times that of Mo3+.
The 15 K lifetime of the Yb3+ excited state is concomitantly reduced. The Yb3+ Æ
Mo3+ ET process is therefore essentially quantitative,even in this relatively dilute
crystal, and results in a high population of the 2E intermediate state.

Laser excitation into the Yb3+ absorption features leads to intense red upcon-
version luminescence from 2T2 clearly visible by eye in this sample. Comparison
of these data to the unsensitized Mo3+ data in Sect. 11 shows that sensitization
may greatly facilitate the generation of upconversion luminescence for both
physical and practical reasons. In Fig. 20, the low energy of the 2E/2T1 excited sta-
tes precluded the use of a laser for excitation,and instead a lamp source was used
with an average power of ca. 16 µW/mm2 [68]. Sensitization by Yb3+ allows for
excitation with a Ti: sapphire laser, where an average power of ca.160 mW/mm2

was used, or 104 times more pump power. Since in the low power regime the
upconversion is proportional to P2, this implies ca. 108 more upconversion pho-
tons under this excitation scheme. If, in addition, an increase in excitation quan-
tum yield due to the higher absorption cross section and nearly quantitative ET
efficiency of Yb3+ sensitization occurs (Fig. 22), this may easily result in an
increase in upconversion luminescence of more than 10 orders of magnitude
between the two experiments.
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12.3
Magnetic-Exchange Effects

Ni2+ has a 3d8 electronic configuration with a 3A2 ground state. Upconversion in
this ion has been reported in several hosts [64, 73]. This upconversion proceeds
through a GSA/ESA mechanism, and at certain wavelengths shows photon
avalanche behavior [74]. The upconversion excitation scheme for Ni2+-doped
CsCdCl3 is shown in Fig. 23a, and involves a 3A2 Æ 1E GSA step followed by non-
radiative relaxation to the 3T2 state. 3T2 Æ 1A1/1T2 ESA then yields an ion in the
luminescent 1T2 upper excited state. In this host, both ESA and GSA steps in-
volve spin-forbidden triplet-to-singlet excitations. As a result of the relatively
small spin-orbit coupling parameter in Ni2+ (z ª 620 cm–1, Table 2), these spin-
forbidden transitions carry very low oscillator strengths, as seen in the 15 K
absorption spectrum of 5% Ni2+:CsCdCl3 shown in Fig. 23b. The product of
GSA and ESA absorption cross sections governing the two-photon excitation
rate described in Eq. (6) is therefore very small.

Doping Ni2+ into a paramagnetic host results in a dramatic change in the opti-
cal properties of the system. Figure 23c shows the 15 K absorption spectrum of
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Fig. 22. 10 K absorption spectrum of 5% Mo3+:Cs2NaYbCl6. The absorption features are la-
beled according to the chromophore, Yb3+ or Mo3+. 10 K luminescence of this sample with
10,826 cm–1 Yb3+ excitation. This spectrum has been corrected for the instrument response.
Note that the Yb3+ luminescence is magnified by a factor of 1000, showing nearly quantitative
Yb3+* Æ Mo3+ ET



5% Ni2+:RbMnCl3, where the 3A2 Æ 1E absorption intensity is seen to be en-
hanced by a factor of ca. 20 [75]. Variable-temperature absorption experiments
show that this feature is a hot band with intensity peaking at approximately 
35 K. A similar enhancement is determined for the 3T2 Æ 1T2 ESA cross sec-
tion [75]. These absorption enhancements derive from exchange interactions
between the Ni2+ ions and their neighboring Mn2+ ions [76]. Although many
Mn2+ ions may participate in exchange interactions with each Ni2+ ion, the main
observations can be explained by approximating this system to first-order as an
exchange coupled Ni2+-Mn2+ dimer. The exchange induced splittings in this
dimer relevant to Fig. 23 are illustrated in Fig. 24. The dimer spin levels in the
ground electronic state have total spins of Stotal = 3/2, 5/2, and 7/2. The Ni2+-
localized 1E excited state has S = 0, and the Ni2+(1E)–Mn2+(6A1) dimer excited
state therefore has only one spin level with Stotal = 5/2. The Ni2+–Mn2+ exchange
interaction thus permits new spin to be allowed into this electronic excita-
tion through the 6G [Ni2+(3A2)Mn2+(6A1)] Æ 6G [Ni2+(1E)Mn2+(6A1)] dimer com-
ponent. The intensity of this transition increases between 10 K and 35 K because
the exchange-split ground-state manifold does not have the S = 5/2 level lowest
in energy.

As it relates to upconversion, this Ni2+–Mn2+ exchange interaction enhances
both s0 for GSA and s1 for ESA in Eq. (6), since both relate to strongly spin-for-
bidden processes in the single ion, and both increase several fold upon interac-
tion with Mn2+ [75]. The exchange interactions affect the spin-forbidden inten-
sities most dramatically since these begin with little intensity and their descrip-
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Fig. 23. a Two-photon GSA/ESA upconversion excitation mechanism in Ni2+:CsCdCl3. Both
GSA and ESA transitions are spin forbidden triplet-to-singlet excitations with small cross sec-
tions. b 10 K absorption spectrum of 5% Ni2+:CsCdCl3. c 10 K absorption spectrum of 5%
Ni2+:RbMnCl3. The 3A2 Æ 1E oscillator strength has increased by an order of magnitude in (c)
relative to (b). Adapted from [75]



tion changes qualitatively from spin-forbidden to spin-allowed on going from
the single ion to the dimer. Importantly, the lifetime of the 3T2 intermediate sta-
te in the upconversion scheme of Fig. 23a is not significantly reduced (k = 200 s–1

in 5% Ni2+:RbMnCl3 compared to k = 188 s–1 in 1.5% Ni2+:CsCdCl3), since the
exchange interactions do not significantly alter transitions which are already
spin allowed in the single ion. Intense Ni2+ upconversion is observed in 5%
Ni2+:RbMnCl3. The upconversion quantum yield is increased by approximately
two orders of magnitude as a direct result of the increases in s0 and s1. This
example demonstrates the rare use of the magnetic properties of a host materi-
al to influence the upconversion properties of a dopant ion, and its success sug-
gests the possibility to regulate such upconversion processes through in situ
magnetic perturbations.

12.4
Exchange-Induced Heterogeneous Ion Pair Upconversion

Host lattices may also contribute to upconversion in more direct ways. A dra-
matic example of this is in the exchange-induced upconversion phenomenon in
0.1% Yb3+:RbMnCl3 [77]. The lowest excited state of this host lattice is the Mn2+

ligand-field dependent spin-forbidden 4T1 excited state with an origin at ca.
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Fig. 24. Schematic illustration of the exchange mechanism for absorption intensity in a hypo-
thetical Ni2+–Mn2+ dimer subunit of Ni2+:RbMnCl3. Left: isolated Ni2+ ion, with the weak 3A2
Æ 1E absorption cross section. Right: dimer splitting in the Ni2+–Mn2+ exchange-coupled
ground state. Exchange coupling introduces a spin-allowed dimer transition which is ther-
mally activated and is more intense than the spin-forbidden dimer transitions



17,400 cm–1. At temperatures below ca. 120 K, this lattice luminesces upon visi-
ble excitation and yields a characteristic broadband emission feature centered at
about 15,700 cm–1 (see Fig. 25a).

Addition of Yb3+ to this host introduces new absorption features in the NIR
that are readily assigned to Yb3+ 2F7/2 Æ 2F5/2 absorption. The Yb3+ excited state
thus lies ca. 7000 cm–1 lower in energy than the lowest excited state of Mn2+,
excluding any possibility of direct Yb3+ Æ Mn2+ ET sensitization. Nevertheless,
it is found that NIR excitation of Yb3+ at around 10,500 cm–1 leads to remark-
ably bright characteristic Mn2+ (4T1 Æ 6A1) upconverted luminescence at
15,700 cm–1, as shown in Fig. 25a. One-color excitation scans between
10,000 cm–1 and 11,000 cm–1 of this upconversion luminescence show only the
Yb3+ absorption features (Fig. 25c). Time dependence studies reveal that all
Mn2+ excitation occurs within the 10 ns duration of a short laser pulse at
10,688 cm–1 (Fig. 25b), indicating a GSA/ESA process. These remarkable results
are interpreted as indicating the presence of a relatively large direct Yb*Mn Æ
YbMn* ESA cross section. This transition gains nonzero probability through the
exchange interactions active between neighboring Mn2+ and Yb3+ ions in this
lattice. Although the geometric details of these interactions are not yet known,
several short ion-ion separations which could be conducive to exchange inter-
actions involving dopant ions are possible in RbMnCl3, the shortest of which are
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Fig. 25. a Upconversion luminescence in 0.1% Yb3+:RbMnCl3 obtained with NIR excitation
into the 2F7/2 Æ 2F5/2 absorption feature of Yb3+ at 10,688 cm–1. This broad luminescence spec-
trum is characteristic of the Mn2+ 4T1 Æ 6A1 transition. b Decay of the Mn2+ 4T1 Æ 6A1 upcon-
version luminescence following 10 ns pulsed excitation of Yb3+ at 10,688 cm–1. c Upconversion
excitation spectrum in the NIR. The only features observed are those of Yb3+ 2F7/2 Æ 2F5/2
absorption. Adapted from [77]



3.19 Å and 5.02 Å. The low oxidation state and d-type valence orbitals of Mn2+

result in large spatial extension of the unpaired Mn2+ electron density, which
will enhance this effect relative to analogous situations involving two rare earth
ions. These exchange interactions lead to a slight mixing of the Mn2+ and Yb3+

electronic wavefunctions, and in terms of a dimer picture result in a set of states
as depicted in Fig. 26, center. In Fig. 26, center, the | 2F5/2 , 6A1Ò pair state around
10,500 cm–1 is mainly localized on the Yb3+, but it also has some Mn2+ charac-
ter. Analogously, the | 2F7/2,4T1Ò and | 2F7/2,4T2Ò pair excited states are primarily
localized on the Mn2+ ion but have some Yb3+ character. Within this dimer
scheme, upconversion thus occurs by a GSA/ESA sequence in which the GSA
step corresponds to the |2F7/2,6A1Ò Æ |2F5/2,6A1> excitation and the ESA step
corresponds to the | 2F5/2,6A1Ò Æ | 2F7/2,4T1Ò or | 2F7/2,4T2Ò excitation. This se-
quence is in very good agreement with the conclusion from the time depen-
dence measurements that no energy transfer step is involved in the upconver-
sion process. Studies are currently underway to determine the factors governing
this upconversion in more detail.

This example illustrates a very interesting new upconversion process that is
induced by exchange interactions between two active ions. The observed upcon-
version process is not consistent with the properties of either ion, but is truly a
property of the new chromophore obtained with these exchange interactions.
Analogous upconversion mechanisms are now imaginable for a variety of pre-
viously unexplored combinations of ions. These results will undoubtedly lead to
the discovery of new upconversion materials involving ions previously thought
unsuitable for upconversion.
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Fig. 26. Summary of the exchange-induced heterogeneous ion pair GSA/ESA upconversion
process observed in 0.1% Yb3+ : RbMnCl3. The | 2F5/2, 6A1Ò dimer level at ca. 10,000 cm–1 is pre-
dominantly localized on Yb3+ but has some Mn2+ character. Similarly, the | 2F7/2, 4T1Ò dimer
level at ca. 17,400 cm–1 is predominantly localized on Mn2+ but has some Yb3+ character. A
nonzero |2F5/2, 6A1Ò Æ | 2F7/2, 4T1Ò ESA cross section results from this mixing



13
Outlook

In this chapter we have focused on recent developments in the exploration of
novel upconversion phenomena, ranging in scope from the discovery of new
upconversion activators and mechanisms to the application of spectroscopy in
providing detailed mechanistic information about a variety of unusual and
exciting upconversion processes. The discovery of new upconversion ions, com-
binations of ions, and host materials are all areas of intense research. These areas
will continue to provide interesting photophysical systems to study and poten-
tially employ as luminescent materials.

The specific examples discussed in this chapter barely scratch the surface of
the huge body of literature that has been published in the general area of upcon-
version since its discovery over three decades ago. Given this large body of lite-
rature, it is worth noting briefly a few salient omissions in the types of systems
that have been studied. One general area that has only recently been approached
in a systematic way is the use of transition metals as upconversion ions (see
Sects. 11 and 12 and Table 2). These studies have introduced a number of new
ions to the repertoire of available upconversion systems, and have also advanced
our understanding of the fundamental photophysical properties of such ions.
Given the many chemical differences between transition metal ions and their
rare earth counterparts, some of which are illustrated in Sects.11 and 12, the rich
combination of photophysics and chemistry available in this area lends it great
promise. In particular, the examples in Sects. 12.3 and 12.4 illustrate the very
important role that exchange interactions can play in generating chromophores
whose photophysical properties are more complex than simply the sum of their
parts. As chemists, this opens the door to vast new possibilities in the design of
such new luminescent materials.

A second, perhaps more general, omission involves the generation of upcon-
version in environments other than crystals and glasses. Discrete coordination
complexes capable of upconversion, for example, could be used as luminescent
probes in solution as many downconversion systems are currently employed,
but would offer the unusual option of exciting to lower energy than the probed
emission. The analogous use of simultaneous two-photon absorption as a bio-
analytical tool has proven very successful recently [78]. The study of upconver-
sion in discrete coordination complexes will undoubtedly provide new and
unexpected results once such systems are systematically addressed. Given the
huge body of literature dealing with the luminescent properties of transition-
metal and rare-earth ions in solution, it is obvious that a major sacrifice in ex-
cited-state lifetimes must be accepted when working in solution, but also that
the effects of solution can be limited somewhat by a judicious choice of en-
capsulating ligation [79, 80]. This area has to date remained wholly unexplored,
and consequently stands as a challenge to innovative chemists and physicists
alike.

Finally, the ability to regulate in situ the upconversion properties of an ion, or
conversely to use upconversion as an in situ environmental probe, has not been
demonstrated, although all of the key ingredients have been individually de-
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monstrated.As described in Sect. 12, for example, different colors of Er3+ upcon-
version luminescence are observed depending on the vibrational properties of
the environment. Likewise, Ni2+ may demonstrate two orders of magnitude
enhancement in its upconversion intensity when involved in magnetic ex-
change interactions with a paramagnetic neighbor.As a transition metal ion, the
energies of the Ni2+ excited states are also fairly susceptible to ligand-field per-
turbations, and these could be used to tune the two-photon excitation overlap as
described in Sect. 6. Similarly, the set of transition metals listed in Table 2 all dis-
play rich redox or photo-redox chemistry, which could lead to their use as redox
sensitive upconversion luminescent probes. Finally, as demonstrated in Sect. 8,
cooperative luminescence, energy-transfer upconversion, and energy-transfer
sensitization only proceed most efficiently when two excited ions are in close
proximity to one another. This is the basis for the common employment of ET as
a gauge of interchromophore distances, and upconversion luminescence could
be imagined as an analogous probe of nearest-neighbor ion-ion interactions.All
of these observations relate to aspects of environmental sensitivity that have yet
to be explored in novel in situ upconversion schemes, and the future in this area
is as unpredictable as it is full of possibility.
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The ground and excited state geometry of the six-coordinate copper(II) ion is examined in
detail using the CuF6

4– and Cu(H2O)6
2+ complexes as examples.A variety of spectroscopic tech-

niques are used to illustrate the relations between the geometric and electronic properties of
these complexes through the characterization of their potential energy surfaces.
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1
Introduction

There exists a large literature on the spectroscopic properties of copper(II) com-
pounds. This is due to the simplicity of the d9 electron configuration, the wide
variety of stereochemistries that copper(II) compounds can adopt, and the flu-
xional geometric behavior that they sometimes exhibit [1]. The electronic and
geometric properties of a molecule are inexorably linked and this is especially
true with six-coordinate copper(II) compounds which are subject to a Jahn-Tel-
ler effect. However, the spectral-structural correlations that are sometimes dra-
wn must often be viewed with caution as the information contained in a typical
solution UV-Vis absorption spectrum of a copper(II) compound is limited.

Meaningful spectral-structural correlations can be obtained in a related
series of compounds where detailed spectroscopic data is available. In the fol-
lowing sections two such series are examined; the six-coordinate CuF6

4– and
Cu(H2O)6

2+ ions doped as impurities in single crystal hosts. Using low tempera-
ture polarized optical spectroscopy and electron paramagnetic resonance, a
very detailed picture can be drawn about the geometry of these ions in both
their ground and excited electronic states. We then compare the spectroscopi-
cally determined structural data with that obtained from X-ray diffraction or
EXAFS measurements.

2
Jahn-Teller Potential Energy Surfaces

In octahedral symmetry, the copper(II) ion has a 2E electronic ground state due
to the d9 electron configuration with the unpaired electron in an eg s anti-bond-
ing orbital. An exact octahedral geometry of six-coordinate copper(II) com-
plexes is never realized due to a strong Jahn-Teller effect. The symmetry of the
Jahn-Teller active vibration is eg, the non-totally symmetric part of the symme-
tric square [Eg ƒ Eg]. For a Cu(II)L6 complex, the two components of the dege-
nerate eg vibration are shown in Fig. 1a [2].

Each component consists of changes in the Cu-L bond lengths and is there-
fore strongly coupled to the energy of the eg s anti-bonding orbitals. This results
in the ground state electronic properties of Cu(II)L6 complexes being largely
determined by this E ƒ e Jahn-Teller problem.

Any orthonormal linear combination of degenerate vibrational coordinates
are also valid coordinates, although we shall see that the Qq, Qe pair given in
Fig. 1a is an especially suitable choice. A distortion along the Qq or Qe coordina-
tes will result in the symmetry of the Oh complex being lowered to D4h or D2h re-
spectively. Although group theory does not explicitly determine which compo-
nent or combination of components the molecule will distort along, the epiker-
nel principle [3] states that, in general, molecules will undergo the minimum
symmetry reduction necessary to remove the degeneracy.

This implies that, in the absence of external perturbations such as asymme-
tric ligands or crystal packing forces, the Jahn-Teller distortion will be tetrago-
nal (D4h). This agrees with the vast majority of six-coordinate copper(II) com-
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pounds where it is found that there are two axial bonds longer than the four
equatorial bonds. This elongated rather than compressed geometry is under-
stood to be a result of three competing factors [4]. The second order Jahn-Teller
coupling will favor compression [5], while both the vibrational anharmonicity
and the 3d-4s mixing will favor elongation [6]. This last mechanism is thought
to dominate. The empty 4s orbital and the 3dz2 orbital both transform as a1g in
D4h point group, and the resulting symmetry allowed mixing causes the z2 orbi-
tal to be depressed in energy. This results in the unpaired electron being in the
x2–y2 orbital and the complex having an elongated geometry.

For an octahedral geometry there are three equivalent elongated distortions,
where the elongated axis is directed along either x, y, or z axes. These equivalent
directions result in the threefold symmetry of the two-dimensional potential
energy surface as a function of Qq, Qe for the ground state of copper(II) as shown
in Fig. 1b.

This two-dimensional potential energy surface is the lower energy solution
obtained from the diagonalization of the potential energy operators in the E ƒ e
vibronic Hamiltonian acting within a (|q>, |e>) electronic basis:

H = H0 + HJT

1 0
H0 = [1/2 hn (Qq

2 + Qe
2) + K3Qq(Qq

2 – 3Qe
2)] � � (1)

0 1

Qq – Qe (Qq
2 – Qe

2) 2QqQeHJT = A1 � � + A2 � �– Qe – Qq 2QqQe – (Qq
2 – Qe

2)
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Fig. 1. a The two components (Qq, Qe) of the Jahn-Teller active eg vibration of an Cu(II)L6 octa-
hedron. b The E ƒ e Jahn-Teller potential energy surfaces with first and second order coupling
terms



The hn and K3 parameters are the harmonic vibrational frequency and anhar-
monicity constant respectively of the vibrational Hamiltonian (H0). The A1 and
A2 parameters are the first-order and second-order Jahn Teller coupling con-
stants respectively for the Jahn-Teller part of the Hamiltonian (HJT).

In practice there are often low symmetry terms which influence the E ƒ e
Hamiltonian given above and these can be written as

Sq – SeHST = � � (2)
– Se – Sq

Here Sq and Se are the tetragonal and orthorhombic components of the low sym-
metry field, sometimes called “strain terms.” The signs of Sq, Se are chosen to
conform with the signs for the two coordinates Qq and Qe respectively. All par-
ameters in Eqs. (1) and (2) can have units of energy if dimensionless units are
used for Qq and Qe [2, 8].

When the strain terms are zero, the lower E ƒ e surface is given by Fig. 1b.
Here the energy and coordinate origin is where the upper and lower potential
energy surfaces coincide at a conical intersection and the complex has Oh sym-
metry at this point. For A1 and A2 positive in Eq. (1) (appropriate to Cu(II)L6
complexes), there are three minima on the surface at f = 0, 120, and 240° and
three saddle points at f = 60, 180, and 300° which represent barriers for the inter-
conversion between the minima. The often portrayed “Mexican hat” potential
energy surface, in which only linear Jahn-Teller coupling terms are used, is inap-
propriate for the copper(II) ground state. The Mexican hat surface is a surface of
revolution about the energy axis and therefore has no barriers or minima about
an equi-energy trough.All experimental and theoretical studies suggest that the
second-order and higher terms are important [4], resulting in the three equiva-
lent minima separated by barriers as shown in Fig. 1.

We note that the full vibronic Hamiltonian of the E ƒ e Jahn-Teller problem
does not in itself result in a distorted molecule. The expectation values of the
geometry using the vibronic wavefunctions remain octahedral. However, the
form of the potential energy surface makes it very sensitive to external pertur-
bations of the type given in Eq. (2). Any small perturbation is capable of locali-
zing the wavefunctions at a particular minimum. In the solid state, the pertur-
bations can be so large that they can substantially change the shape of the poten-
tial energy surfaces and the positions of the minima.

2.1
Ground State Properties of Cu(II)L6 Complexes

The E ƒ e warped Jahn-Teller potential energy surface shown in Fig. 1b is the
dominant function in determining the ground state properties of Cu(II)L6 com-
plexes. The lower potential energy surface as a function of the angular coordi-
nate, f, is shown in Fig. 2.

The least energy pathway between the three minima is a Jahn-Teller pseudo-
rotational motion passing over three barriers (or saddle points in the Qq, Qe
space of Fig. 1b). Writing the vibronic Hamiltonian in Eq. (1) using polar coor-
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dinates Qq = r cosf, Qe = r sinf one finds a functional form for Fig. 2 by taking
a circular cross-section of the two-dimensional surface at r = ro = A1/hn:

V(f) = – b cos(3f) b = (–K3ro
3+A2ro

2) (3)

This expression is obtained after using the similarity transformation on Eq. (1)
that makes the first-order Jahn-Teller coupling (A1) diagonal, and neglecting
remaining coupling terms between the surfaces. These latter terms include the
off-diagonal A2r2 sin(3f) as well as kinetic energy terms, so Eq. (3) is only valid
when A1 is large.

Equation (3) gives an expression for the barrier heights (2b) in terms of the
second-order coupling (A2) and the vibrational anharmonicity (K3). However,
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Fig. 2 a, b. A circular cross-section of the lower E ƒ e Jahn-Teller surface shown in Fig. 1:
a without low symmetry terms – the three elongated octahedra correspond to the geometry
at the three minima of the potential; b with various degree of Sq such that a tetragonally com-
pressed geometry is ultimately stabilized

a

b



the least energetic pathway between the minima is far from circular as the value
of r for the saddle points is less than for the minima (see Fig. 1b). The barrier
height given by V(f) in Eq. (3) is then an overestimate.

An external strain applied to the vibronic Hamiltonian can be shown to be
equivalent to a low symmetry distortion [7]. Within the approximation of the
angular potential given by Eq. (3), the tetragonal (Sq) and orthorhombic (Se)
components of the strain modify the one-dimensional potential energy surface
according to

V(f) = – b cos(3f) – Sq cosf – Se sinf (4)

Here the signs of the strain terms Sq, Se are chosen to conform with the signs
for the two coordinates Qq and Qe respectively. Consider a tetragonal perturba-
tion initially (Se = 0). A positive value for Sq will make one of the three minima
(f = 0) lower than the other two in Fig. 2a. Unless the value of Sq is very small,
this stabilization of one minimum will make the molecule rigidly localized at an
elongated geometry.

A negative value of Sq will cause two minima to be lowered with respect to the
third as shown in Fig. 2b. This will be true for – Sq<9b, after which a single mini-
mum at f = 180° will exist [8]. The existence of two equivalent minima lower in
energy than the third can lead to interesting temperature-dependent effects as
outlined in Sect. 4.3. It should also be noted that the positions of the minima are
moved from the elongated positions at f = 120°, 240° to orthorhombic values
that approach f = 180° and merge into a single minimum when – Sq = 9b.

2.2
Excited State Properties of Cu(II) L6 Complexes

The 2T2g excited multiplet of Cu(II)L6 complexes can be coupled to both eg and
t2g vibrations of the octahedron. The Jahn-Teller active eg mode is the same as in
the ground electronic state, whereas the t2g mode of an octahedral complex cor-
responds to a trigonal distortion. Just as linear combinations of the eg vibratio-
nal coordinates can be chosen to reproduce the three equivalent tetragonally
elongated octahedra, linear combinations of the three components of the t2g
vibration can be chosen to reproduce the four equivalent trigonal distortions
along the four C3 axes of an octahedron. Apart from specific unusual values of
the coupling constants [2] the T ƒ (eg ≈ t2g) potential energy surface will have
either 3 tetragonal minima or 4 trigonal minima depending on the relative
values of the coupling constants. It has been shown that the first-order coupling
constant for coupling with eg modes depends on the change of the ep bonding
parameter as a function of bond length, while the coupling with the t2g modes
depends on the absolute value of ep [5]. Before we discuss the relative strengths,
we note that spin-orbit coupling will split the 2T2g multiplet into G7 and G8 states
of the Oh double point group. The G7 state is nondegenerate while the G8 state is
subject to a G8 ƒ (eg ≈ t2g) Jahn-Teller effect. By assuming a functional form for
the variation of ep with bond length, one can demonstrate that it is very unlikely
that the minima of the G8 surface are along the t2g modes [9]. For a cubic system
the G8 excited state potential energy surface of Cu(II)L6 complexes are expected

62 M.J. Riley



to have three minima at positive tetragonally elongated geometry, with the same
sign as the distortion in the ground electronic state but much less in magnitude.

3
Optical Spectroscopy

While six-coordinate copper(II) compounds will almost always adopt a tetrago-
nally elongated geometry, if the complex is doped as an impurity into a crystal
lattice which already has a particular site distortion, then it is possible to im-
pose a different geometry onto the copper(II) complex. In this section we ex-
amine a series of fluoride hosts in which the metal site has a geometry that varies
from an octahedron that is compressed through cubic to elongated. We can
then examine the geometry of copper(II) complexes that results from the ba-
lance between the geometry it wishes to adopt intrinsically and the perturbation
that the host lattice superimposes.

3.1
Magnetic Dipole and Vibronic Selection Rules

Copper(II) has the largest spin-orbit coupling constant of the first row transition
metals and so one may expect large effects in the optical spectrum. However, this
is not seen in practice as the optical spectra are usually very broad. This broad-
ening is largely due to excited state displacements along both a1g and eg modes
as discussed in Sect. 2.2 above. In favorable cases, however, one can directly see
the spin-orbit splitting of states if sharp electronic origins appear through a
magnetic dipole intensity mechanism.

Table 1 gives the orbital and spin-orbital selection rules appropriate for a D4h
copper(II) ion in a compressed and elongated environment. Here the Mulliken
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Table 1. Vibronic and magnetic dipole selection rules for a centrosymmetric Cu(II)L6 complex

Oh parent Transition Vibronic Magnetic dipole

E ^ z E||z H ^ z H||z

Compressed geometry
2Eg

2A1g (G6) Æ 2B1g (G7) ✓ (✓ ) ✓ (✓ ) ¥ (✓ ) ¥ (¥)

2Eg (G7) ✓ (✓ ) ✓ (✓ ) ✓ (✓ ) ¥ (¥)
2T2g (G6) (✓ ) (✓ ) (✓ ) (✓ )

2B2g (G7) ✓ (✓ ) ¥ (✓ ) ¥ (✓ ) ¥ (¥)

Elongated geometry
2Eg

2B1g (G7) Æ 2A1g (G6) ✓ (✓ ) ✓ (✓ ) ¥ (✓ ) ¥ (¥)

2B2g (G7) ✓ (✓ ) ✓ (✓ ) ¥ (✓ ) ✓ (✓ )
2T2g

2Eg (G7) (✓ ) (✓ ) ✓ (✓ ) ¥ (✓ )
(G6) ✓ (✓ ) ¥ (✓ ) (✓ ) (¥)

✓ transition allowed, ¥ transition forbidden.



notation is given for the pure orbital states and the Bethe (G) notation [10] for
the spin-orbital states. The selection rules are given for both transitions between
orbital states and transitions between spin-orbit states (in brackets).

It is found experimentally that the intensity of both the magnetic dipole and
vibronically induced electric dipole allowed transitions are principally deter-
mined by the orbital character of the electronic states. That is, transitions that
are forbidden in the orbital basis but allowed in the spin-orbit basis in Table 1,
are likely to be weak.

For magnetic dipole intensity this may be understood by the following rea-
soning. The ground electronic state consists of relatively pure z2 and x2 – y2

states for a compressed and elongated geometry respectively. In a compressed
environment, only the transitions from z2 (ml = 0) to xz, yz (ml = ± 1) states are
allowed.These transitions require a Dml = ± 1 change in orbital angular momen-
tum and so will be (x, y) polarized. In an elongated environment, however, the
transitions from x2 – y2 to both xz, yz (Dml = ± 1) and xy (Dml = 0) states are
allowed in (x, y) and z polarizations respectively.

Figure 3 shows the 4 K spectrum of CuF6
4– doped K2ZnF4 in the region of

the 2T2g excited state multiplet to illustrate these points [11]. In this spectral re-
gion there are two orbital states 2Eg and 2B2g or three spin-orbit states; the 2Eg
state splits into G7, G6, and the 2B2g state transforms as a G7. There are three pos-
sible polarization directions for a uniaxial crystal with the unique axis c: a (k ||c,
E ^ c, H ^ c), s (k ^ c, E ^ c, H ||c), and p (k ^ c, E ||c, H ^ c). Here k is the direc-
tion of light propagation and E(H) are the electric(magnetic) vectors perpen-
dicular to k of the linearly polarized light. These three directions can identify the
electric and magnetic dipole allowed transitions in the spectrum. Electric dipole
allowed transitions have a = s π p while magnetic dipole allowed transi-
tions have a = p π s, as the equal polarisations a = s and a = p have the same
orientation of the electric and magnetic component of the polarized light re-
spectively.

An examination of Fig. 3 reveals that there are three broad electric dipole
allowed transitions and two sharper magnetic dipole allowed electronic origins.
The sharp origins are largely absent in s polarization indicating that these
magnetic dipole allowed transitions are x,y polarized as predicted by the orbital
selection rules as these origins are the split components of the 2Eg orbital state.
Of the broad electric dipole allowed transitions, the highest energy one is absent
in p polarization (E||z) indicating that it principally has 2B2g orbital character.
Both these absences predicted by the orbital selection rules are relaxed on going
to the spin-orbit selection rules (Table 1). However this relaxation is not ob-
served experimentally (Fig. 3), indicating that the effect of spin-orbit coupling
on the transition intensities in CuF6

4– doped K2ZnF4 is small.
However, the effect of the spin-orbit coupling on the energy levels of this

system is large as observed by the 1207 cm–1 splitting of the orbital 2Eg state
shown in Fig. 3.Where it can be observed, the splitting of the 2Eg state is an accu-
rate way to quantify the degree of the tetragonal distortion in the excited states
of Cu(II)L6 complexes. Figure 4 shows the energy levels of the 2T2g excited mul-
tiplet as a function of a tetragonal ligand field, Dt, and the spin-orbit coupling
constant, l.
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The energy separation of the magnetic dipole origins will depend on where
the minima of the potential surfaces are located when a harmonic vibrational
potential is added to the purely electronic levels shown in Fig. 4. However, to a
good approximation, the components of the split 2Eg will both have their mini-
ma at the same geometry and a semi-quantitative picture emerges. The G7–G6
splitting of the 2Eg state approaches l for both strongly compressed and strongly
elongated tetragonal ligand fields.As the strength of the tetragonal compression
decreases, this splitting increases to a limiting value of 3/2l as it approaches
cubic symmetry. As the strength of a tetragonal elongation decreases, the split-
ting decreases to 0 as it approaches cubic symmetry.

The positive slope of the 2Eg (G7, G6) split pair means that the excited state
minima will tend to be at a compressed geometry. This means that Franck-Con-
don factors will make the observation of transitions to the 2Eg (G7, G6) states dif-
ficult to observe from a tetragonally elongated ground state and they have not,
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Fig. 3. Polarized absorption spectra of CuF6
4– of 3% Cu(II) doped in K2ZnF4 at 4K [11]. The

polarization directions a, s, p are defined in the text



in fact, been experimentally observed for an elongated CuF6
4– complex. The si-

tuation is quite different for the tetragonally compressed CuF6
4– complex, where

the splitting is observed to vary in the expected manner in cubic Cu(II)/KZnF3
(1300 cm–1) to the increasingly tetragonally compressed Cu(II)/K2ZnF4 (1207
cm–1), KCuAlF6 (1073 cm–1), and Cu(II)/Ba2ZnF6 (1068 cm–1) systems. The de-
crease in this splitting for increasing tetragonal compression agrees very well
with the structural data of the host crystals [12].

In all these cases the CuF6
4– ion adopts a true compressed geometry. In the

absence of structural information about an impurity ion, it is important to
verify the geometry using an independent technique such as EPR (Sect. 4). As
discussed in Sect. 2.1, a tetragonal compression superimposed on the warped
Jahn-Teller surface can often result in a double minima potential energy surface,
each minimum corresponding to an elongated geometry.

3.2
Magnetic Circular Dichroism

The g|| values of the ground and excited electronic states can be used to deter-
mine both the sign and the temperature dependence of the magnetic circular
dichroism (MCD) of the magnetic dipole origins of copper(II) systems. For a
tetragonal system the sign of g|| is a meaningful quantity independent of any
phase conventions for the wavefunctions [13]. The ground state g|| value for cop-
per(II) ions in either a tetragonally compressed or elongated environment is
positive since it is determined by a small shift from the spin-only value due to
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Fig. 4. The energy of the 2T2g multiplet as a function of the tetragonal field Dt and the spin-
orbit coupling, l. The negative and positive values of Dt/l correspond to a tetragonal com-
pression and elongation respectively. The energy separations indicated on the left and right
hand sides of the figure are the limiting values



the spin-orbit mixing of the 2T2g multiplet into the electronic ground state. The
sign of the excited states, however, can be either positive or negative and accu-
rate perturbation expressions for these have been found [14]. Figure 5 shows the
g|| values of the two components of the 2Eg excited and the 2A1g(z2) ground elec-
tronic states which can be used to interpret the MCD of Cu(II)/K2ZnF4.

The Kramers’ doublets split in the applied axial magnetic field according to
the values of g|| as shown schematically in Fig. 5b. In the low temperature limit,
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Fig. 5. a The calculated g|| values for the G6, G7 (Eg) excited and G6(2A1g) ground electronic sta-
tes as a function of the tetragonal field Dt.The perturbation expressions of [13] have been used
with the AOM parameters: Do = 7000 cm–1 and l = 0.85 ¥ 830 cm–1. b The allowed magnetic
dipole transitions for circularly polarized light (k||c) in an applied magnetic field ||c for a
tetragonally compressed Cu(II)L6 complex

a

b



only the ms = –1/2 component of the ground state Kramers’ doublet will be
populated and only z2(–) Æ Y(+) transitions will be observed. The G7, G6 (D4h
double group) spin-orbit split components of the 2Eg state absorb right and left
circularly polarized light respectively. This results in the signs observed in the
low temperature MCD spectrum shown in Fig. 6.

As the temperature is raised, population of the other component of the
ground state Kramers’ doublet leads to z2(+) Æ Y(–) type transitions which
will be of the opposite sign. The sign of g|| of the G7 state means that the z2(–) Æ
Y(+) and z2(+) Æ Y(–) transitions will tend to cancel. The very small g|| of the
G6 state means that a new MCD signal will develop to lower energy and opposite
sign as the temperature is increased. The temperature dependence of the MCD
spectrum shown in Fig. 6 displays this behavior and allows the tetragonal field
to be quantified as Dt ~1900 cm–1 [11].

Similar arguments can be used to establish the excited state geometries of
copper(II) doped into the cubic perovskite KZnF3 [19]. The CuF6

4– centers in this
host can be shown by EPR experiments [15] to be localized at low temperature
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Fig. 6. The temperature dependence of the MCD spectrum of the magnetic dipole allowed
G6(2A1g) Æ G6, G7 (Eg) transitions in Cu(II)/K2ZnF4 [11]. The applied field is 5 Tesla



in one of the three equivalent minima corresponding to a tetragonally elongated
octahedron (Sect. 2.1). These elongated centers are randomly distributed along
the x, y, z cubic axes. An MCD spectrum along a cubic axis is then a superposi-
tion of one axial and two transverse spectra. A careful analysis of the MCD
spectrum of the sharp magnetic dipole allowed origins unambiguously estab-
lishes the excited state geometry of the zero phonon levels of the excited elec-
tronic states [19]. The DA/A quantity from the MCD is very useful in this regard
as the intensity of both DA and A will be reduced equally by the vibrational over-
lap factors due to the relative displacement of ground and excited state poten-
tial energy surfaces. DA/A, however, is independent of this as the vibronic re-
duction cancels. The sign and magnitude of the DA/A values can be compared
with those calculated from ligand field theory [9] to establish the position of
the minima in the excited state potential energy surfaces. The most informative
cross-section of the multi-dimensional potential energy surfaces is along the
Jahn-Teller mode Qq and for Cu(II)/KZnF3 this information is summarized
in Fig. 7. This is the simplest picture to explain the optical data. It is clear from
the EPR however that the Eg ground state potential should more closely resem-
ble Fig. 1b. That is, there will be a minimum at positive Qq and a higher ener-
gy saddle point at negative Qq. The 2T2g excited state would be expected to
undergo a T ƒ e Jahn-Teller effect (Sect. 2.2), but from Fig. 7 it can be concluded
that this excited state Jahn-Teller effect is largely quenched by the spin-orbit
coupling.

The spin orbit coupling splits the orbital 2T2g state into G7 and G8 states (Oh
double group) separated by

E(G8) – E(G7) = 1/2 {[(Do + l/2)2 + 6l¢2]1/2 – Do + 5/2l} (5)

where Do is the cubic ligand field, and l¢ and l the reduced spin orbit coupling
(l = kz) in the eg and t2g orbitals respectively. The orbital reduction factors are
found to be k¢ = 0.85 from EPR measurements and k = 0.95 from Eq. (5). This
cubic anisotropy k¢<k reflects the different covalency in the metal-ligand bonds
in the different electronic states. The covalency of the t2g orbitals is expected to
be small as they participate only in p bonding which is considerably weaker that
the s bonding formed by the eg orbitals, and this is reflected in a smaller orbital
reduction value. The G7 excited electronic state shown in Fig. 7 is therefore ex-
actly octahedral, while the G8 state will be close to octahedral; the G8 ƒ e Jahn-
Teller effect is expected to be very small. The octahedral G7 state is interesting as
it is the emitting state in the Cu(II)/KZnF3 fluorescence.

3.3
Fluorescence

Fluorescence from a six-coordinate copper(II) complex is quite rare and it is
easy to see why from the energy level diagram of Fig. 7. If the CuF6

4– center is
distorted from an octahedral geometry then the lowest level of the 2T2g multiplet
comes very close in energy to the upper sheet of the E ƒ e Jahn-Teller surface.
For positive Qq in Fig. 7 this is the z2 excited state, and will offer an efficient
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pathway for radiationless deactivation. This is thought to be why fluorescence in
Cu(II)L6 complexes is so rarely observed: it requires a high symmetry so that a
large energy gap exists between the emitting state and the upper surface of the
E ƒ e Jahn-Teller ground state.

To date CuF6
4– fluorescence has only been observed for Cu(II)/KZnF3 and

Cu(II)/K2ZnF4 [16, 17]. These systems are favorable as they are doped rather
than pure crystals, and are in cubic/slightly compressed sites, all of which will
tend to minimize radiationless deactivation. The fluorescence spectrum con-
firms the general picture given by Fig. 7 [16].
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Fig. 7. The potential energy surfaces of the CuF6
4– complex in KZnF3 as a function of Qq, as

determined by spectroscopic measurements [9]. The vertical arrows indicate Franck-Condon
maxima in the absorption and fluorescence spectra, the horizontal dotted lines indicate ob-
served zero phonon origins
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4
Electron Paramagnetic Resonance

4.1
Static EPR

Electron paramagnetic resonance (EPR) is also a technique whereby the local
structure of an impurity ion may be inferred by correlating the geometry with
the experimentally determined electronic properties of the center. The third
order expression for the g values can be written in terms of the Jahn-Teller angu-
lar coordinate f as

gx = ge + 4ux – 2(uy
2 + uz

2) – (uxuy – uyuz + uzux)
– [2ux + (2uz

2 – uy
2) – (2uxuy + uyuz – uzux)] cosf

(6)
+ ÷

–
3 [2ux + uy

2 – (uyuz + uzux)] sinf
ux = kx

2z/Eyz, uy = ky
2z/Ezx, uz = kz

2z/Exy

The gy and gz are generated by the cyclic permutation of x, y, z, and f, f + 120°,
f + 240° respectively. Here ki and Ei are the orbital reduction parameters and the
energy of each of the three components of the 2T2g multiplet and ge = 2.0023 is
the free electron g value.

Alternatively the 10 ¥ 10 d9 ligand field matrix can be diagonalized as a func-
tion of f. The g-values can then be calculated from the lowest Kramers’ doublet
Y ± using the magnetic dipole moment operator:

gx = 2 <Y+|kxlx + gesx|Y–>
gy = 2i <Y+|kyly + gesy|Y–> (7)
gz = 2 <Y+|kzlz + gesz|Y+>

For the present case where the geometry is restricted to Jahn-Teller coordinates,
the symmetry is always D2h or higher, and the matrix can be blocked into two
5 ¥ 5 matrices which can be diagonalized separately.

Using experimentally determined g values of a rhombic CuL6 complex with
D2h symmetry, f can be determined. This value of f is unique within a factor of
120°; other values are equivalent with the interchange of axes. The value of f can
then be related to the three independent bond lengths of the centrosymmetric
complex:

f = arctan [Qe/Qq]
Qq = 1/÷

–––
12 [– Dr1 – Dr2 + 2Dr3 – Dr4 – Dr5 + 2Dr6] (8)

Qe = 1/2 [Dr1 – Dr2 + Dr4 – Dr5]

Figure 8 shows the g values calculated using both the perturbation formula and
the matrix diagonalization methods as a function of the Jahn-Teller angle f.
The angle f = 0°, with the phase of Qq given in Fig. 1a taken as positive, cor-
responds to an elongated octahedral geometry. Consequently the g-values are
characteristic of an x2–y2 type ground state with g||>g^. The value f = 60° cor-
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responds to a linear combination of Qq, Qe that gives a tetragonally compressed
octahedral geometry:

1 ÷
–
3

Q = 3 Qq + 5 Qe (9)
2 2

= 1/÷
–––
12 [+ Dr1 – 2Dr2 + Dr3 + Dr4 – 2Dr5 + Dr6]

The observation of g||£2<g^ is then diagnostic of a compressed octahedral geo-
metry. However, this can sometimes be obscured at room temperature due to the
population of higher vibronic levels that become increasingly delocalized with
the single potential energy minimum. The g||>g^ that is indicative of an elongat-
ed geometry can also be obscured in the room temperature EPR spectrum. In
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Fig. 8. The g-values of a CuL6 complex as a function of the Jahn-Teller angle f. The parameter
values that have been used are kx = ky = kz = 0.8, Exy = Eyz = Ezx = 10,000 cm–1, z = 830 cm–1.
The solid line shows the results from applying Eq. (7) to the wavefunctions obtained from a
matrix diagonalization while the dotted line is from the perturbation formula given in Eq. (6)



this case higher vibronic levels are populated, which are localized in different
minima. These effects can be avoided by making measurements at low tempera-
ture. However, they are often interesting in their own right as they give additio-
nal information about the potential energy surface, not just the position of the
lowest energy minimum. This will be discussed in the following sections.

4.2
dz2 Type Ground States

A review of six-coordinate Cu(II) complexes with g||<g^ has emphasized the
dangers of interpreting the EPR of samples which are not magnetically dilute
[18]. In particular, elongated copper(II) octahedra can be arranged in an “anti-
ferrodistortive” way which simulates a compressed octahedron. This arrange-
ment of elongated octahedra is shown in Scheme 1, where the other pair of short
bonds is perpendicular to the page.

As mentioned in the previous section, the g||<2 expected for a pure z2 type
electronic state is sometimes obscured by a small amount of x2–y2 type charac-
ter. This is due to two factors. First, the g|| shift is small (Dg|| = – 3u2 for an isotro-
pic u in Eq. 6) for a pure z2 electronic state and large (Dg|| = 8u – 7u2) for a pure
x2–y2 state. This means that a small admixture of x2–y2 character into the nomi-
nally pure z2 ground electronic state will have a large effect on the resulting g||
value. Second, as shown in Fig. 2b, if the host lattice imposes a minimum at a
tetragonally compressed geometry, it is likely to be quite a shallow potential func-
tion about the f = 180° minimum compared to the angular potential about a
tetragonally elongated minimum. The shallow or soft potential then implies a
large amplitude motion in this direction. The electronic part of the vibronic
wavefunction is a function of f given by

Y = Y(x2 – y2) cos(f/2) + Y(z2) sin(f/2) (10)
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A static mixture of x2–y2 and z2 electronic functions, as written in Eq. (10), im-
plies a static orthorhombic geometry and will result in orthorhombic g values.

However, for a vibronic function vibrating about the f = 180° single mini-
mum, there will be a dynamic mixture of x2–y2 into the nominally pure z2

ground state. The dynamic mixture can be calculated numerically [19] and re-
sults in the square of the above coefficients: �cos2(f/2)�π 0, �sin2(f/2)�π 0,
and �sin(f/2)cos(f/2)� = 0. That is, the fractional part of each component of
the electronic states can be determined but the “cross-term” that would exist in
a static wavefunction given by Eq. (10) is zero.Another way of picturing this is to
consider the vibronic wavefunction extending to an equal degree on either side
of f = 180°. The coefficient to x2–y2 in Eq. (10) changes sign at f = 180°. If one
evaluates the cross-term as the molecule vibrates, then it will cancel.The g values
can be evaluated using Eq. (6) by using the numerically calculated �cos2(f/2)�–
�sin2(f/2)� for cosf and setting sinf = 2 �sin(f/2)cos(f/2)� = 0.

For tetragonal systems (Se = 0 in Eqs. 2 and4) the cross term sinf is always
zero. One physical consequence of this is that Eq. (6) will always reduce to give
the tetragonal g values:

g|| = ge + 4u – 5u2 + 2[2u–u2] cosf
g^ = ge + 4u – 5u2 – [2u–u2] cosf (11)

An isotropic u has been used for simplicity. Analogous tetragonal formula for
anisotropic u values can be obtained from Eq. (6). Note that a pure x2–y2 or z2

type ground electronic state will have the coefficients in Eq. (10) that result in
cosf = 1 and –1 respectively in Eq. (11). This will result in the Dg|| shifts discus-
sed previously.

For a cubic system (Sq = Se = 0), Eq. (6) is invalid as the ground state becomes
a spin quartet (G8) state rather than an isolated Kramers’ doublet. The interested
reader should consult Ham [7] for further discussion. It is noted that the higher
energy vibronic singlets are Kramers’ doublets so Eq. (6) will be valid for these
levels if they are isolated from others. In these cases one will always find
�sin(f/2)� = �cos(f/2) � = 0.5, giving cosf = 0 and the isotropic g values

giso = ge + 4u – 5u2 (12)

The numerically calculated cosf = �cos2(f/2) �– �sin2(f/2)� is equal to the Ham
reduction factor “q” for the ground vibronic state in the case of linear coupling
and no strain [7]. The original suggestion that the zero point motion within a
single potential minimum can result in a small admixture of an electronic state
that can have a large effect on the g values of copper(II) complexes was made by
O’Brien [20].

4.3
Temperature Dependent EPR

EPR spectroscopy can show temperature dependent features for a number of
reasons, one of which is due to a temperature dependent exchange coupling be-
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tween different molecules that can average the resonance lines. In what follows
we are concerned with the population of vibronic levels of a single molecule and
assume that the transitions between these levels is fast, so that averaging of the
Boltzmann distribution occurs. This means that the EPR spectrum of individu-
ally populated vibronic levels with differing electronic properties is not seen;
rather, an average is seen. This situation occurs for copper(II) systems where the
symmetry is low enough that the vibronic levels are separated by >50 cm–1.
Exceptions occur where the transition between close lying levels is slow; for
example the Cu(H2O)6

2+ ion in Zn(H2O)6(SiF6) changes from tetragonal to iso-
tropic at ~20 K [21]. This temperature dependence does not follow a Boltzmann
average, but results from a temperature dependent exchange between the 
three elongated conformers of the molecule that are at similar energies and are
separated by barriers.

The Cu(H2O)6
2+ ion has been the subject of many theoretical [22] and ex-

perimental [23, 24] studies as a classic Jahn-Teller ion. Tutton salts have the
general formula MIMII(H2O)6(SO4)2 and offer many isomorphous structures of
both pure copper(II) compounds and hosts for doping Cu(H2O)6

2+ impurities.
Each divalent metal ion is on a centrosymmetric site with various amounts of
orthorhombic distortion. The g values as a function of temperature are shown
in Fig. 9a for the copper(II) ion doped into MI

2Zn(H2O)6(SO4)2, MI = K+, Rb+, Cs+.
The interpretation is as follows. The Cu(H2O)6

2+ ion will attempt to adopt the
E ƒ e Jahn-Teller potential energy surface with three equivalent minima at
the preferred tetragonally elongated geometry. However, the orthorhombic site
symmetry of the host crystal results in a large low symmetry perturbation of
the E ƒ e Jahn-Teller surface. The main perturbation is a large value of –Sq,
which stabilizes two minima below a third as shown in Fig. 2b. In the present
case there is also a non-zero Se, which will discriminate between the two lower
minima.

At low temperature the molecules are in their lowest vibronic level, which is
localized in the lowest energy minimum. This minimum is shifted from the f =
120° exact tetragonal geometry so the resulting g values are slightly ortho-
rhombic, but approximate the g values of a tetragonally elongated complex 
(~ g^ < ~ g||).As the temperature is increased, the population of a higher vibronic
level localized in the other minimum (f ~240°) occurs. Whereas the first mini-
mum corresponds to an approximate geometry with an elongation along the x
molecular axis, the higher energy minimum corresponds to a geometry with an
elongation along y. This closely approximates the swapping of x and y axes. This
results in the lowest g value along z being temperature independent and the two
higher energy g values being averaged.

There is much information that can be gained from the temperature depen-
dent g values and this is summarized in the ground state potential energy
schematics shown in Fig. 9b. The experimental data can be fitted to the vi-
bronic energies and wavefunctions obtained from a parameterized Jahn-Teller
surface with the low symmetry Sq, Se terms [23]. The vibronic wavefunc-
tions can be used to calculate the g values and the energy levels can be used to
determine the Boltzmann average. Implicit in this approach are the assump-
tions:

Geometric and Electronic Information from the Spectroscopy of Six-Coordinate 75



1. That each vibronic level can be treated as an isolated Kramers’ doublet (the
applied magnetic field does not mix the levels).

2. There is fast averaging between vibronic levels.

Figure 9b shows a schematic cross-section of the full fitted surfaces. The trends
in the experimental data that can be directly related to these potentials are:

1. At low temperature the g values become increasingly close to tetragonal,
going down the series K+, Rb+, Cs+. This is because –Sq is also decreasing
down the series. As discussed in Sect. 2.1, as –Sq increases, the two minima at
f = 120°, 240° are gradually shifted to a single minimum at f = 180°. There-
fore the K+ host, with the largest –Sq, will have the largest shift from f = 120°
and the most orthorhombic g values at low temperature.

2. The temperature dependence of the g values decreases down the series K+,
Rb+, Cs+. This is due to an increase in the energy difference between the two
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Fig. 9. The variation of the g-values with temperature for a number of copper(II) doped Tutton
salts [23] with the general formula A2Zn(H2O)6(SO4)2 where the cation A is: a K; b Rb, c) Cs

a b



lowest minima, which in turn is determined by the orthorhombic component
of the strain, Se. Both the tetragonal and the orthorhombic components of the
low symmetry appear to decrease as the cation gets larger.

It was pointed out many years ago by Ham [7] that one of the interesting features
of the Jahn-Teller effect in the solid state is that the high symmetry E ƒ e po-
tential energy surface is very susceptible to low symmetry perturbations.
This has recently been realized in the lower symmetry environment of the
(ND4)2Cu(D2O)6(SO4)2 Tutton salt [25]. The energy difference in the two lowest
minima is quite small (~100 cm–1) and a relatively small value of Se can reverse
the energy order. The crystal packing, when the Cu(D2O)6

2+ ion has the geome-
try of the higher energy minimum, results in a slightly smaller cell volume. This
means that an application of external hydrostatic pressure effectively changes Se
and reverses the energies of the lowest two minima. A much larger geometry
change is observed than one would see in applying pressure to a non-Jahn-Tel-
ler system and is an example of the amplification of a small perturbation that
Ham has discussed [7].

5
Extended X-Ray Absorption Fine Structure

Extended X-ray Absorption Fine Structure (EXAFS) is the oscillating portion of
an X-ray absorption spectrum that is a result of constructive and destructive
interference of the outgoing wave of a photoelectron and the backscatter from
the surrounding atoms [26]. EXAFS is a unique tool for structural determina-
tion, as it does not depend on long-range order. The measurement of a particu-
lar X-ray absorption edge means that it is element specific. In addition, modern
X-ray sources from synchrotrons are intense enough to make measurements on
dilute samples, for example on the impurities doped into host crystals.

The X-ray absorption process acts on a very fast timescale, essentially instan-
taneously with respect to molecular vibrations or thermal averaging between
conformers. This is in contrast with diffraction techniques where data is collect-
ed over a period of hours and is an average of the whole crystal. Thus EXAFS is
capable of probing the instantaneous local geometry of the absorbing species.

5.1
Examples

The CuCl6
4– ion in the 3-chloroanilinium salt: (3-Cl-an)8(CuCl6)Cl4 was reported

as being tetragonally compressed from an X-ray crystal structure [27]. However,
the observed EXAFS spectrum of the Cu edge could only be modeled with
an elongated structure [28]. The conclusion from the EXAFS study was that
there was a dynamic disorder between two elongated structures that have their
long axes orientated at 90° to each other. This is similar to the antiferrodistor-
tive order discussed in Sect. 4.2, except that here it is due to the interconversion
between two conformers of similar energy of the same molecule as shown in
Scheme 2.
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This conclusion was further supported by EPR results. A large mixture of
x2–y2 character would be necessary to explain the large g|| shift in this compo-
und if it were compressed with a predominately z2 ground state. However, such
a large mixture would only arise from a soft angular potential that would also
result in a large temperature dependence of the EPR. This is not observed, as
the EPR is almost temperature independent down to 10 K. Below 10 K, ortho-
rhombic g values result, indicating that the dynamic disorder has been frozen
out at this temperature.

In common with the above example, copper(II) Tutton salts also show similar
behavior as discussed in Sect. 4.3. Here however, there are orthorhombic g values
over the temperature range 4–300 K, with the values changing from close to
that expected for a tetragonal elongation to that of an “apparent” tetragonal
compressed geometry. These systems are well understood [23] and are similar
to the (3-Cl-an)8(CuCl6)Cl4 example except that the energy of the two elongated
conformers differ by energies of the order 100 cm–1. This means that there is
only a gradual change in g values as the upper level becomes thermally popu-
lated.

The thermal population of the upper level also causes the crystal structure to
have bond lengths that are apparently temperature dependent. The actual bond
lengths are not temperature dependent but the averaged values are.A plot of the
three independent Cu-OH2 bond lengths as a function of temperature, as deter-
mined by diffraction techniques, is shown as symbols in Fig. 10. The long and
medium bonds appear to converge, but this is just an average of the long and
medium bonds of the two conformers shown in Scheme 2. As a confirmation of
these ideas we recently measured the EXAFS spectrum of (ND4)2Cu(D2O)6
(SO4)2 over a temperature range 10–290 K [29]. The bond lengths obtained
from the analysis of the spectra are shown as the solid lines in Fig. 10 and were
found to be essentially temperature independent as expected for the actual bond
lengths of the unaveraged conformers.

6
Future Directions

This short review has shown the type of detailed information on the ground and
excited state geometry of six-coordinate copper(II) complexes that is possible
using spectroscopic techniques. Often the use of more than one technique is
desirable and can give complementary information.An exciting future direction

78 M.J. Riley

Scheme 2. Dynamic exchange between two of the minima on the ground state potential ener-
gy surface of a Cu(II)L6 complex subject to a small axial compression



of these types of studies is the deliberate control over the geometry of such com-
plexes. The recently demonstrated pressure induced switching of the elongated
axis in a copper(II) Tutton salt [30] provides one example of this possibility.
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Two homologous organometallic compounds, Pd(2-thpy)2 and Pt(2-thpy)2 (with 2-thpy–=2-
(2-thienyl)-pyridinate, structure formulae in Fig. 1), are chosen for case studies of photophy-
sical properties of the lowest excited states. The triplets of these two representative com-
pounds are marked by differences of nearly two orders of magnitude in metal/MLCT (metal-
to-ligand charge transfer) character. Determination of detailed photophysical properties of
both compounds is possible, since highly resolved spectra are obtained when the compounds
are dissolved in an n-octane matrix (Shpol’skii matrix), when the measurements are carried
out at low temperature (typically at T = 1.3 K), and when modern techniques of laser spec-
troscopy are applied. In addition, methods of time-resolution and of microwave double-reso-
nance, such as optically detected magnetic resonance (ODMR), microwave recovery, and
phosphorescence microwave-double resonance (PMDR) are used. In particular, it is shown
that with increasing metal character of the triplet, that is when Pd(2-thpy)2 is compared to
Pt(2-thpy)2, many properties change characteristically and in part by orders of magnitude.
For example, the following properties will be addressed: Transition probabilities, emission
decay times, zero-field splittings (zfs), processes of spin-lattice relaxation (slr), intersystem
crossing rates, intrastate relaxation rates, excited state binding properties as compared to those
of the electronic ground state, anharmonicity effects, metal-mediated ligand-ligand coupling
or spatial extensions of the excited state wavefunctions. Moreover, we focus on spin-selectivi-
ty in the vibrational satellite structures of the emission spectra as identified by the comple-
mentary methods of time-resolved emission and PMDR spectroscopy. We also discuss radia-
tive deactivation processes, such as spin-vibronic Herzberg-Teller and Frank-Condon activi-
ties. Further, we specify sub-picosecond relaxation paths on the basis of micro-second time
resolution by applying for the first time the method of time-resolved excitation spectroscopy
to transition metal complexes. It is further demonstrated that the size of zero-field splitting
of the triplet state can be used as an ordering parameter, that reflects the metal participation
in the lowest triplet. Thus, one can relate Pd(2-thpy)2 and Pt(2-thpy)2 to a larger number
of other compounds, such as [Rh(bpy)3]3+, [Pt(bpy)2]2+, Pt(qol)2, [Pt(mnt)2]2–, [Ru(bpy)3]2+,
[Os(phen)3]2+, [Os(bpy)3]2+, etc. (compare Fig. 1 and Table 11) and one obtains a series that
demonstrates chemical tunability of photophysical properties. – For several specific subjects,
we present the basic background information in order to make the paper more easily read-
able, also for non-specialists.
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Excited state binding properties, Vibronic coupling, Spatial extensions of electronic states,
ODMR results
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1
Introduction

Organometallic or related complexes of the platinum metal group are highly
attractive, since they are already or can potentially be used for very different
kinds of new materials, such as for systems involving photo-redox processes for
solar energy conversion [1–6], for photovoltaic devices [6–8], chemical synthe-
sis [9], chemical sensors [10–12], biosensors [13], organometallic electrolumi-
nescent devices (OLEDs = organic light emitting devices) [14], and for energy
harvesting [15–17], etc. The basic properties of all of these systems are strongly
related to the characteristics of the low-lying excited electronic states and of the
ground states, which should therefore be studied in detail.

Moreover, metal compounds with organic ligands are also of high scientific
interest since they exhibit specific photophysical properties and effects which
are not found in organic compounds or in transition metal complexes with
metal-centered (MC) states. However, detailed studies of the electronic structu-
res are only rare. Still, it is well known that many of the specific properties of
organometallic and related compounds can be associated with the larger num-
ber of low-lying electronic states and with the importance of metal d-orbital
character and the larger spin-orbit coupling effects as compared to organic com-
pounds. Thus, a detailed investigation will reveal new and unexpected pro-
perties and will certainly provide a basis for future applications.

Interestingly, due to the large number of available compounds with different
degrees of metal participation in the low-lying states one can introduce the con-
cept of tunability of photophysical properties by chemical variation. Indeed,
with respect to the metal character, it is possible to find an ordering parameter
which allows one to classify the compounds discussed here in a well-defined
sequence. This is due to the fact that very frequently the lowest excited states are
triplets which split even at zero magnetic field into three substates. Recently, it
has been shown that the value of this total zero-field splitting (zfs) is a valuable
ordering parameter that measures the metal participation in the triplet wave-
functions [18–24]. The utility of this ordering is also reflected in a number
of other photophysical properties, such as transition probabilities between the
triplet substates and the ground state as well as emission decay times [18, 19,
21, 22], spatial extensions of the electronic states [22, 23], geometry changes
due to excitation [18, 19, 21–23], size of deuteration-induced blue shift of the
0–0 transitions [19, 21–23, 25], etc. Figure 1 shows a sequence of complexes
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of the platinum-metal group. This series can in fact be viewed and applied in the
sense of a chemical tunability, as employed in several recent investigations
[21–24].

The lowest excited electronic states of the compounds shown in Fig. 1 have to
be assigned to different types of frontier orbital transitions. (Compare also Ref.
[26].) Thus, the low lying triplets of [Rh(bpy)3]3+and [Pt(bpy)2]2+are mainly
characterized by ligand centered (LC) 3pp* states with small metal admixtures
[19, 21–24, 27–34] and those of [Ru(bpy)3]2+, [Os(bpy)3]2+, and [Os(phen)3]2+

represent 3MLCT (metal-to-ligand charge transfer) states. [3, 4, 18, 21–25, 33,
35–50] (In particular, see Ref. [22] in which many additional references are
given.) The cyclometalated Pt(II)-compounds and [Pt(mnt)2]2– have to be assig-
ned to an intermediate situation with significant 3LC/MLCT admixtures, though
with quite different positions in the sequence given in Fig. 1 [18, 20, 22–24,
51–66], whereas the lowest excited states of the oxinate complexes, such as
Pd(qol)2, Pt(qol)2, and Pt(qtl)2, are characterized as 3ILCT (intra-ligand charge
transfer) states [67–75] with relatively small metal-d or MLCT admixtures
[72–75]. Nevertheless, the ordering expressed by the sequence shown in Fig. 1 is
still applicable.

It is aimed, in the present investigation, to focus on photophysical properties,
which depend on the metal character and which can be “tuned” by changing the
metal participation. The increase of metal character is particularly distinct
when Pd(II) complexes are compared to the corresponding Pt(II) complexes.
For example, the zero-field splitting of the lowest triplet – reflecting the metal
character – increases by nearly a factor of a hundred, when Pd(2-thpy)2 is com-
pared to Pt(2-thpy)2 (Fig. 1). This is due to the significantly greater MLCT (dp*)
admixtures to the lowest 3LC (pp*) states in the Pt(II) complex as compared to
the Pd(II) complex.

A comparison of these two compounds is particularly attractive since very
detailed investigations of photophysical properties have been carried out du-
ring the last decade. Thus, extensive information is available for a detailed case
study. Interestingly, a number of important and more general photophysical
effects can be elucidated. Moreover, this case study may also be viewed and
extended in the sense of a chemical tunability according to the sequence shown
in Fig. 1.

This review is organized as follows: In the short Sect. 2., we briefly present the
matrix material (n-alkanes = Shpol’skii matrices), wherein the chromophores
are experimentally investigated. The matrix plays a crucial role, because only by
choosing a suitable chromophore-matrix system, is it possible to obtain the
required detailed information. In Sects. 3 and 4 properties of the two com-
pounds Pd(2-thpy)2 and Pt(2-thpy)2 are presented. Several interesting and new
photophysical effects are discussed and emphasized by subsection titles. In
Sect. 5, trends that are connected with an increase of metal character are out-
lined, and in Sect. 6, properties of Pd(2-thpy)2 are compared to those of Pt(2-
thpy)2. Section 7 concludes the paper with an outlook to a larger number of
transition metal complexes.

Several properties of the compounds can only be understood on the basis
of specific theoretical models. For a better readability of this review, it seems
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to be useful to present also the corresponding basic background. This informa-
tion is given in separate sections, where it is mainly needed. In particular, in
Sects. 4.2.2 and 4.2.3 the basic information concerning Herzberg-Teller (HT)
vibronic coupling and Franck-Condon (FC) activity is presented. In Sect. 4.2.6,
the important processes of spin-lattice relaxation, such as direct, Orbach, and
Raman processes, which govern the population dynamics in the system of the
triplet substates are introduced. And in Sect. 4.2.10, we introduce fingerprints
that are connected with localization and delocalization in the excited states,
respectively.

2
Shpol’skii Matrices

For the interpretation of photophysical properties of molecules, it is extremely
useful and often essential to have the information contained in highly resolved
electronic spectra. In many cases, the highest obtainable resolution depends
crucially on the matrix material. For example, it has been shown for several
organic compounds (e.g. see the Refs. [76–80]) that by use of n-alkane matrices
– the so-called Shpol’skii matrices [80] – one can, at low temperatures, obtain
more than a hundred times better resolved spectra than in glass forming matri-
ces. This technique has also been applied to porphyrins and phthalocyanines
with metal centers [81–84] and recently, by Yersin et al., also to transition metal
complexes [18, 23, 24, 56–65, 72–75]. The Shpol’skii technique is even applicable
to compounds that are insoluble in n-alkanes if intermediate solvents are
applied (e.g. see Refs. [23, 56–63]). Usually, Shpol’skii matrices are poly-crystal-
line at low temperatures. Under suitable conditions, the guest molecules substi-
tute host (matrix) molecules and thus find a relatively inert matrix cage. Suita-
ble conditions for an application of the Shpol’skii technique are given when the
guest molecules are nearly planar, exhibit no or only a small dipole moment in
the ground state and fit approximately to the size of the alkane host molecules.
The doping concentration should be of the order of 10–5 to 10–4 mol l–1 to guar-
antee a well isolated doping situation. Nevertheless, one usually finds different
chromophore sites (different guest-host cage structures) which depend, for a
given chromophore and a given matrix material, on the cooling conditions and
for a given chromophore but different n-alkanes, on the lengths of the alkane
molecules used. (Structure data of several n-alkanes are given, for example, in
the Refs. [85a, 85b, 86a, 86b].)

In a comparative study with Pt(2-thpy)2 as the chromophore, for example, dif-
ferent n-alkanes (n-hexane, n-heptane, n-octane, n-nonane, and n-decane) have
been applied. The various sites of Pt(2-thpy)2 in these matrices are distributed
over an energy range of about 400 cm–1 [59]. It has been found that n-octane is
the most suitable material. In this matrix, one finds only one dominating site
that carries about 98% of the emission intensity. Moreover, the (inhomoge-
neous) linewidth of the electronic origin line is as small as 2 to 3 cm–1 (fwhm).
This result was obtained with a cooling rate of about 20 K per second [59]. For
completeness, it should be mentioned that the occurrence of more than one
dominating site does not represent a strong restriction for the optical investi-
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gations that are of interest here, because by site-selective excitation (or site-sel-
ective detection of emission), one can often select well-defined single-site spec-
tra. Moreover, the inhomogeneous broadening effects can also often be reduced
significantly by applying the methods of line-narrowing spectroscopy (e.g. see
Ref. [87]).

Interestingly, the same n-octane matrix can equally be used successfully for
Pt(2-thpy)2 and Pd(2-thpy)2.

3
Pd(2-thpy)2

An introduction to the spectroscopic properties of Pd(2-thpy)2 is given by pre-
senting the room temperature absorption and the 80 K emission spectra of the
dissolved complex (Fig. 2). The spectra are reproduced from Refs. [54] and [88],
respectively. The various bands observed in the absorption spectrum are assig-
ned to spin-allowed transitions from the singlet ground state to singlet excited
states according the relatively high molar extinction coefficients. The most
recent classifications are given by K. Pierloot, A. Ceulemans et al. [66] based on
a CASPT2 ab initio method (complete active space additionally dealt with a
second order perturbation approach [89]). These calculations were carried out
within the approximation of a C2v point group symmetry of the complex and
by use of 12 active orbitals, but without including spin-orbit coupling. The ac-
curacy of this method is assumed to be about two thousand cm–1. The C2v sym-
metry corresponds to a planar geometry of the chromophore, while there is
an angle of ª 17° between the two ligands according to the gas phase calcula-
tions of Ref. [66]. Therefore, the optimum geometry of Pd(2-thpy)2 in the gas
phase has C2 symmetry. (Compare also the discussion concerning the symme-
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Fig. 2. (a) Absorption spectra of Pd(2-thpy)2 dissolved in CH2Cl2, from Ref. [88]. (b) Emission
spectrum of Pd(2-thpy)2 dissolved in butyronitrile, from Ref. [54]



try of Pt(2-thpy)2 in a Shpol’skii matrix in Sect. 4.2.1.) The two intense transiti-
ons seen in the absorption spectrum of Fig.2a between ª 30,000 and 35,000 cm–1

are assigned to 1LC states and thus confirm an earlier classification by M.
Maestri et al. [54]. However, the calculations of Ref. [66] ascribe to the corre-
sponding excited states considerable MLCT admixtures. In the energy region
below 30,000 cm–1, the absorption spectrum reveals one peak at 26,300 cm–1 and
a shoulder near 25,000 cm–1. These two features are assigned in Ref. [66] to
the lowest singlets with relatively large MLCT character. Although some LC
character is also present in these states, they may still be assigned to 1MLCT
states [66], (Compare also Ref. [54]). Within the approximation of the C2v
point group symmetry, these two states are classified as 1A1 (shoulder near
25,000 cm–1) and 1B1 (peak at 26,300 cm–1) representations (ground state 1A1).
The 1,3dd* metal-centered (MC) states are expected to occur above ª 27,000 cm–1

[66]. However, due to the low transition probabilities corresponding to these
states, the related absorption features would be hidden below the other much
stronger transitions.

The structured emission found below about 18,900 cm–1 (Fig. 2b) is assigned
to a triplet state due to the relatively long emission decay time of 280 µs at T =
80 K [54]. In this reference [54], the emitting triplet has been assigned to result
from an admixture of LC and MLCT states. It will be shown below (Sects. 3.1.1,
5, and 6) that the MLCT contribution is still very small, as already indicated by
the position of Pd(2-thpy)2 in the sequence of compounds shown in Fig. 1. Inte-
restingly, this latter assignment is also reproduced by the CASPT2 ab initio cal-
culations [66]. However, these calculations predict the occurrence of two very
close triplet states of 3A1 and 3B2 representation with 3B2 lying less than 300 cm–1

above 3A1. It should already be mentioned here that the highly resolved spectra
discussed in Sect. 3.1.2 do not reveal the existence of two closely neighbored tri-
plet states.

3.1
The Lowest Triplet State of Pd(2-thpy)2

Figures. 3 and 4 show highly resolved phosphorescence and phosphorescence
excitation spectra of Pd(2-thpy)2 for the energy range of the lowest triplet state
[56]. The compound is dissolved in an n-octane matrix (Shpol’skii matrix). Due
to the specific chromophore-cage interaction, one obtains only one strongly
dominating site. Interestingly, the situation is different for deuterated n-octane
matrices. (Compare Sect. 3.1.6 and see also Table 4.)

The spectra shown in the Figs. 3 and 4 represent time-integrated low tempe-
rature (T £ 1.5 K) spectra. The smallest line width (fwhm) is ª 2 cm–1. The enor-
mous increase of resolution due to this technique becomes obvious, when the
highly resolved emission spectrum is, for example, compared to the spectrum
shown in Fig. 2b. The gain in resolution is connected with the application of the
Shpol’skii matrix. On the other hand, the resolution that is obtained for Pd(2-
thpy)2 dissolved in butyronitrile just due to cooling down to T = 1.3 K is not
significantly improved, as is demonstrated by the broad band spectrum depicted
in Fig. 3b.
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The highly resolved spectra reflect interesting and detailed information
about the compound and allow us to specify a number of important properties,
as will be discussed in the subsequent sections.

3.1.1
Electronic Origin(s)

The dominating peak at (18,418 ± 1) cm–1 lies within the limits of experimental
error at the same energy in the emission and excitation spectra (Figs. 3 and 4).
Therefore, this transition is assigned to the electronic origin, i.e. the 0–0-transi-
tion between the lowest triplet T1 and the ground state S0 (0). The assignment to
the electronic origin is also substantiated by the fact that the vibrational ener-
gies determined from the resolved vibrational satellite structure only fit to the
energy position of this peak at 18,418 cm–1 (see Sect. 3.1.2). The assignment of
the emitting state as triplet has already been reported in Refs. [52, 54] and is
based on the relatively long emission decay time at T ª 80 K. This assignment is
further evidenced by the occurrence of three emission decay components from
the three triplet sublevels I, II, III at low temperature (Sect. 3.1.3), by the ODMR
results (optically detected magnetic resonance) (Sect. 3.1.5), and by the splitting
into three Zeeman components (next subsection).

3.1.1.1
Splitting into Zeeman Components

The observation of a splitting of the origin line at 18,418 cm–1 into three com-
ponents under application of high magnetic fields represents a clear confirma-
tion of the triplet nature of the corresponding state. This is demonstrated in
Figs. 4b to 4e. Application of a magnetic field of B = 12 T leads to a total split-
ting of about 22 cm–1, which corresponds to the g factor of the free electron of
about two. This behavior is not unexpected because the total Zeeman splitting at
B = 12 T is by a factor of about a hundred larger than the total zfs which lies in
the order of 0.2 cm–1 (Sect. 3.1.5 and Refs. [61, 90]). This situation is therefore
characteristic for the high-field limit, in which the triplet spins are no longer
oriented relative to the molecular frame. Instead, at high field, the quantization
axis is the direction of the external magnetic field (e.g. see Refs. [81, p. 560] and
[91]). Due to this behavior, the splitting becomes largely symmetric even for sta-
tistically distributed Shpol’skii microcrystals (see Fig. 4e).

3.1.2
Vibrational Satellite Structures

Apart from the electronic origin lines, both the emission and excitation spectra
(Figs. 3 and 4) exhibit rich structures, which are assigned to vibrational satelli-
tes that correspond to the S0 ´ T1 electronic origins. The analysis of these satel-
lites provides some insight into properties of the electronic states involved and
requires therefore a detailed study. Here, the discussion will be confined to time-
integrated spectra, while later in Sects. 3.1.3 to 3.1.6, the results of time-depen-
dent studies will also be reported. The latter investigations will provide an
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insight into the vibrational satellite structures of individual triplet sublevels.
These properties, however, are hidden in time-integrated spectra.

Vibrational energies of the ground state S0 and the excited state T1 can be
determined from the emission and the excitation spectrum, respectively, relative
to the electronic origin (0–0-transition) at 18,418 cm–1. (Table 1) The satellites
below about 100 cm–1 relative to this line exhibit normally significant lattice
(matrix) vibrational character. The influence of the chromophore-cage interac-
tion can even be important up to about 150 cm–1 (see Sect. 3.1.6 and Ref. [57]).
In the energy range up to about 600 cm–1, one usually finds metal-ligand (M-L)
vibrations. In the same energy region, but up to about 1600 cm–1, one observes
fundamentals of internal ligand vibrations (compare [19, 21–23, 33, 34, 47, 48,
56–60, 72, 92]). A clear distinction between these different vibrational charac-
ters, in particular in the lower energy range is not yet possible for Pd(2-thpy)2,
as neither a normal coordinate analysis nor highly resolved spectra of per- and
partially deuterated Pd(2-thpy)2 compounds are available. For example, by use
of this latter information, it was possible to distinguish between vibrational M-
L and internal ligand modes for [Pt(bpy)2]2+ [22, 34]. However, mostly these vi-
brational modes in the energy range up to ª 600 cm–1 are mixed. But for higher
vibrational energies, one can classify all modes (fundamentals) as internal
ligand vibrations, apart from M-L progressions or combination, which are easily
recognizable. Note that M-L satellites in the T1 spectra are much less important
for Pd(2-thpy)2 than for Pt(2-thpy)2 (see Sect. 6 and Ref. [18]).

3.1.2.1
Vibrational Energies of the Ground State S0

In Table 1, the energies of ground state vibrational modes, as determined from
the emission spectrum (see Fig. 3), are compared to IR data (from [56]), to ener-
gies of ligand modes (from [56, 93]), and to vibrational energies of Pt(2-thpy)2
(see also Sect. 4.2.4 and Ref. [59]). All these data exhibit a good correspondence
which additionally confirms the assignment of the transition at 18,418 cm–1 as
the electronic origin.

Note that the vibrational energies of M-L character of Pt(2-thpy)2 deviate
slightly from those of Pd(2-thpy)2. The tentative correlation given in Table 1
shows that the values for Pt(2-thpy)2 are shifted by several cm–1 to higher vibra-
tional energies (blue shifted). This is a known effect (e.g. compare Ref. [94]),
which may be explained by the larger overlap between metal and ligand orbitals
in the platinum compound. With this behavior in mind and using the intensity
distributions of the vibrational satellite structures of the emission spectra for
the two compounds one obtains the correlations given in Table 1. (Compare
Fig. 3 to Figs. 13 and 14, reproduced below.)

3.1.2.2
Vibrational Energies of the Excited State T1

Table 1 summarizes a large number of vibrational energies of the excited state
T1, as determined from the excitation spectrum (Fig. 4). Although, one does not
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Table 1. Vibrational energies (in cm–1) of Pd(2-thpy)2 dissolved in n-octane from emission and
excitation spectra compared to IR data (vs = very strong, s = strong, m = medium, w = weak).
(Compare Figs. 3, 4, and Refs. [56, 74])

Emission Excitation IRa Assignments
Vibrations of S0 Vibrations of T1 300 K
1.3 K 1.3 K

0–0 (T1 Æ S0) 0–0 (S0 Æ T1) electronic origin 
18,418 ± 1 18,418 ± 1 (substates I, II, and III)

32 m 32 s lattice modes b

50 w 52 w lattice modes b

79 m 73 m
111 w 107 w
125 w
150 m 148 m
196 w
211 m 208 m 215 w
229 w 229 s
261 w 265 s M-Lc 266d

284 m
292 m 290 m M-L 295 d

364 s 360 w 359 m M-L 376 d

376 s 382 s M-L 383 d

424 w M-L 433 d

447 s 446 s M-L 458 d

451 w 455 w
528 m 528 w 531 d

575 m
592 m

625 s 623 w 630 e

643 m
650 s 637 m 653 d

710 w 713 w-m 711 e

716 vs 695 s 720 m 718d

874 w 873 w
930 m

989 s 985 s 988 e

1021 w 1017 w 1022 w
1025 m
1076 w

1086 s
1118 1086 + 32

1096 w 1102 m
1153 w 1150 w 1155 s
1162 w 716 + 447

1206 s
1237 m
1267 m

1275 m 1276 m 1276 m
1286 w
1299 w 1296 m 1301e

1366 w 716 + 650
1387 w 2 ¥ 695
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Table 1. (Continued)

Emission Excitation IRa Assignments
Vibrations of S0 Vibrations of T1 300 K
1.3 K 1.3 K

0–0 (T1 Æ S0) 0–0 (S0 Æ T1) electronic origin 
18,418 ± 1 18,418 ± 1 (substates I, II, and III)

1392 m
1398 s 1397 w 1398 m 1399 e, 1400 d

1427 w 2 ¥ 716
1461 w 1464 w
1468 w
1488 vs. 1485 s 1484 d

1557 s 1564 m
1590 m 1557 + 32

1596 s
1607 m

1664 w 1086 + 575
1704 m 716 + 990

1775 w 1086 + 695
1850 m 1488 + 364 
1865 w 1488 + 376
1936 w 1488 + 447
1991 w 716 + 1276
2113 m 716 + 1398

2169 w 2 ¥ 1086
2202 m 1488 + 716
2476 w 1488 + 990

2641 w 1086 + 1557
2857 w 2 ¥ 1086 + 695

2881 w 1488 + 1398
2971 w 2 ¥ 1488

3246 w 3 ¥ 1086
3325 w 1086 + 1557 + 695
3553 w 2 ¥ 1086 + 2x695
3948 w 3 ¥ 1086 + 695
4314 w 4 ¥ 1086
4796 w 3 ¥ 1086 + 1557

a IR spectrum measured in KBr and polyethylene pellets, respectively, with a Nicolet 60SX FT-
IR spectrometer (resolution 4 cm–1).

b These modes are also found to couple to a number of vibrational satellites. Modes up to
about 150 cm–1 can be influenced significantly by chromophore-cage interactions (see
Sect. 3.1.6 and Ref. [57]).

c The M–L modes posses a significant metal-ligand character.
d Vibrational energies of Pt(2-thpy)2 given for comparison (see Sect. 4.2.4 and Refs. [59, 95]).
e Ligand vibrations, data from Ref. [93].



immediately recognize a mirror symmetry between the emission and excitation
spectra, a careful inspection of the satellite energies and the intensity distribu-
tions allows us still to correlate a significant number of T1 modes with those 
of S0. (Compare Figs. 3a and 4a.) It is seen from this correlation (Table 1) that
the low-energy modes of the matrix are nearly unshifted in energy (e.g. 32 cm–1

(S0)/32 cm–1 (T1)), while, for example, a vibration in the medium energy range,
the 716 cm–1 fundamental of the ground state S0, exhibits one of the largest
shifts, namely by 21 cm–1 to 695 cm–1 (T1). This corresponds to an energy shift of
3%. In the higher energy range, the shifts are again much smaller (e.g., 1398 cm–1

(S0)/1397 cm–1 (T1); 1488 cm–1 (S0) 1485 cm–1 (T1). In summary, it may be con-
cluded – at least with respect to those modes being correlated in Table 1 – that
the force constants of the pertinent vibrations in the electronic ground state S0

and in the excited triplet state T1 are not very different.
Not every vibrational mode of the excited T1 state can be assigned to a mode

of the ground state S0. In particular, the intense 1086 cm–1 satellite observed in
the excitation spectrum (Fig. 4a) does not have any obvious counterpart in
the emission spectrum. Therefore, it might tentatively be assumed that this peak
could represent a further electronic origin at 19504 cm–1 (18,418 cm–1 +
1086 cm–1). In order to clarify this point, we recorded a line-narrowed excitation
spectrum up to ª 23 300 cm–1. This spectrum exhibits a rich structure up to
about 4800 cm–1 beyond the electronic S0 Æ T1 origin at 18,418 cm–1 (spectrum
not reproduced,but see Ref. [74]).A careful analysis of this highly resolved struc-
ture shows that practically all transitions (lines) observed have to be assigned to
progressions and/or combinations of fundamentals that are known from Fig. 4a
and Table 1. In particular, the occurrence of a 1086 cm–1 progression up to the
fourth member and of several combinations with this 1086 cm–1 mode clearly
excludes its assignment to an additional electronic origin (see Table 1). More-
over, it seems even to be possible to conclude that in the range up to ª
23,800 cm–1 a further electronic origin does not occur (compare also Sect. 3.2).

3.1.2.3
Similar Geometries of S0 and T1

The intensities of all individual vibrational satellites are weak compared to the
intensity of the electronic origin. This is valid for the emission as well as for the
excitation spectrum, shown in Figs. 3a and 4a. (Note the factors given that
enhance the intensities of the satellite regions.) Already this result indicates that
shifts of the nuclear equilibrium positions of the electronic states involved are
relatively small. Due to the fact that several Franck-Condon progressions are
clearly observed (e.g. S0: 716 cm–1, 2 ¥ 716 cm–1; 1488 cm–1, 2 ¥ 1488 cm–1; T1:
695 cm–1; 2 ¥ 695 cm–1; 1086 cm–1, 2 ¥ 1086 cm–1; 3 ¥ 1086 cm–1, 4 ¥ 1086 cm–1),
one can easily determine the Huang-Rhys parameters S for these modes. The S
value characterizes the respective vibrational progression. This parameter gives
quantitative information about shifts of nuclear equilibrium positions along the
coordinates of a totally symmetric mode that is involved.

This Huang-Rhys parameter S is related to the Franck-Condon factor for the
corresponding transition. It is possible to derive a simple expression for the low-
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temperature limit and thus one can easily determine the values of the S param-
eters from the spectra. (For details see Sect. 4.2.3 and e.g. the Refs. [96–100].)
One obtains

S = v · (Iv/Iv –1) (1)

where v is the vibrational quantum number and Iv is the intensity of the respec-
tive member of the Franck-Condon progression. For Pd(2-thpy)2, one finds for
all progressions observed that the Huang-Rhys parameters S £ Smax ª 0.3.

The information contained in this parameter is particularly valuable, when
different compounds are compared. For example, for [Pt(bpy)2]2+[34] and
[Rh(bpy)3]3+[19] the same Smax value has been found. For these compounds, the
lowest triplets are assigned as ligand centered states of pp* character with only
very small metal d-orbital admixtures. On the other hand, for Pt(2-thpy)2, the
largest Huang-Rhys parameter is less than 0.1. (Sects. 4.2.4 and 4.2.5). Since in
Pt(2-thpy)2, the MLCT contribution in the lowest triplet state is significantly lar-
ger than in the lowest triplet of Pd(2-thpy)2, it is suggested that an increase of
metal admixture leads to more similar nuclear equilibrium positions of the
ground state S0 and the excited state T1. This is an important trend which will be
further substantiated in Sect. 5. (Compare also Sect. 4.2.4 and the Refs. [18, 19,
21, 22].)

In summary, it should be kept in mind that a Huang-Rhys parameter of 0.3
must still be regarded as very small. This becomes obvious when this value is
compared to the observed range of S values. These are frequently larger than one
and one also finds S values greater than ten for other compounds (e.g. compare
Refs. [96–101]). Therefore, the results found for Pd(2-thpy)2 show that the
nuclear equilibrium positions of the triplet state T1 and of the ground state S0 are
rather similar.

For completeness, it is mentioned already here that besides the occurrence of
Franck-Condon induced vibrational satellites one also observes Herzberg-Teller
(HT) induced satellites in the emission spectrum shown in Fig. 3a. These are
mainly found in the emission from the triplet substate I, since the transition bet-
ween substate I and the ground state 0(S0) is strongly forbidden at the electronic
origin. One representative HT-satellite is induced by the 528 cm–1 vibration. We
come back to this important issue in Sects. 3.1.3 to 3.1.5. The background for this
assignment becomes particularly clear from the companion studies with the
platinum compound (Sects. 4.2.2 and 4.2.4).

3.1.2.4
Anharmonicity

The triplet T1 excitation spectrum shows a clearly resolved progression of the
1086 cm–1 fundamental (Table 1). However, with increasing vibrational quantum
number, the energy differences between two successive members of the Franck-
Condon progression decrease from 1086 cm–1 (v = 0 Æ v = 1), to 1083 cm–1 (1 Æ
2), to 1077 cm–1 (2 Æ 3), and to 1068 cm–1 (3 Æ 4) (calculated from Table 1). This
behavior is ascribed to the effect of an anharmonicity of the corresponding
vibrational potential of the T1 state. From the data given, this anharmonicity
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constant is easily determined and amounts to xe = 0.002 (e.g. compare Ref.
[102]). This value is significantly smaller than found, for example for diatomic
molecules, which exhibit xe values that are frequently one order of magnitude
larger, like in HCl [94, 102].

3.1.2.5
Homogeneous Broadenings of Vibrational Satellites and Times of Intrastate Conversion

In this subsection, an interesting effect will be pointed out which has to our
knowledge not been discussed previously for organometallic compounds. The
excitation spectrum of Pd(2-thpy)2, measured at T = 1.3 K, shows that the elec-
tronic origin line at 18,418 cm–1 has a Gaussian lineshape with a fullwidth at half
maximum (fwhm) of 2.4 cm–1 (compare Fig. 4b and Ref. [74]). Obviously, the
width of this line is determined by inhomogeneities [103,104] that result mainly
from slightly different chromophore-cage interactions. On the other hand, the
widths of the vibrational satellites increase distinctly with increasing energy of
the vibrational fundamental. For example, one finds the following trend for the
satellites [74] (fwhm Dn– values are given in parentheses): 382 cm–1 (Dn– = 3 cm–1);
695 cm–1 (5 cm–1); 1086 cm–1 (9 cm–1); 1557 cm–1 (8 cm–1). Moreover, the spectra
indicate that the lineshape functions of these satellites 1 cannot be approximated
with sufficient accuracy by Gaussian profiles, while a Lorentzian lineshape func-
tion seems to fit increasingly better with growing halfwidth. This behavior can
be understood on the basis of an increasing homogeneous broadening of the
satellite lines (e.g. compare Ref. [103]). The homogeneous broadening effect
may be related at low temperatures to the lifetime of this vibrationally excited
state. Presumably, this lifetime is determined by the time required for relaxation
to the zero-point vibrational level of the triplet potential. This time represents
the intrastate conversion time tic.With increasing energy of the vibrational fun-
damental, the homogeneous linewidth becomes broader and thus the vibratio-
nal relaxation time gets shorter.

For example, a homogeneously broadened line with a halfwidth of Dn– =5 cm–1

(fwhm) can be related in the low temperature limit to the lifetime of the corre-
sponding vibrational state by

tic = (2pcDn–)–1 (2)

wherein c is the velocity of light measured in cm/s, if Dn– is measured in cm–1

(e.g. see the Refs. [103, 104]). This expression is derived from the Heisenberg
uncertainty principle according to DE · t = h · Dn · t = h · c · Dn– · t ≈ �. The result-
ing value for the example given is tic ª 1 ¥ 10–12 s.

In conclusion, the experimental results indicate that the time of vibrational
relaxation within a triplet substate is of the order of one picosecond. This time
becomes shorter by approximately a factor of two within the series of funda-
mentals discussed above. Note that this time of intrastate conversion (ic) corre-
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sponds to a relaxation within the potential hypersurface of one individual triplet
sublevel, while the time for a crossing between different triplet sublevels is
longer by orders of magnitudes. (Compare Sects. 3.1.3, 4.2.7, and 4.2.9, and
Ref. [60]).

3.1.3
Triplet Populations and Decays

In the preceding sections, properties of Pd(2-thpy)2 were discussed on the basis
of time-integrated spectra. Due to the fact that the three triplet sublevels I, II,
and III of T1 could not be resolved spectrally by the methods discussed in
Sects. 3.1.1 and 3.1.2, the observed properties were ascribed to T1 as one state.
However, it is known from other investigations of the triplet state, in particular,
from investigations of organic compounds that the three substates are zero-field
split on the order of 0.1 cm–1 and that these substates exhibit partly very diffe-
rent properties. (Compare, for example Refs. [105–112]). In several respects the
situation is similar for organometallic compounds like Pd(2-thpy)2 and related
complexes. This important behavior is not well known. Therefore, it is subject of
the present and the next two sections to focus on individual properties of the
substates I, II, and III of the T1 state.

Figure 5 shows a simplified energy level diagram for the lower lying states of
Pd(2-thpy)2 including different excitation, relaxation, and emission pathways.
For complexes with open-shell metal ions, one usually does not observe any flu-
orescence (singlet emission), because after an excitation into a higher lying
singlet, the intersystem crossing (isc) is as fast as 10–13 to 10–12 s (compare [72,
75]). For Pd(2-thpy)2 the intersystem crossing time is estimated in Sect. 3.2 to
tisc ª 8 ¥ 10–13 s. By this process, the three triplet sublevels are populated, howe-
ver, individually. This individual process of population can lead to the so-called
spin polarization (see below, and e.g. Ref. [112]).

3.1.3.1
Non-Thermalized Triplet Sublevels

At low temperature, for example at T = 1.3 K, the times of relaxation between the
triplet sublevels, the so-called spin-lattice relaxation (slr) times, are normally
much longer than the emission decay times, if the energy separations between
the triplet sublevels lie, for example, between 0.1 and 0.2 cm–1. This property is
due to the small density of vibrational states of the lattice (matrix) in this ener-
gy range and due to small interactions of the triplet substates with lattice vibra-
tions. Thus, the excess energy of ª 0.1 cm–1 is not easily transferred to the lattice.
Further, a relaxation from one triplet substate to another one requires a spin-
flip, which additionally reduces the relaxation rates. An estimate, though for
the different compound Pt(2-thpy)(CO)(Cl), gives a slr time of the order of one
second at low temperature [24, 65]. The general importance of these processes of
spin-lattice relaxation was already recognized more than six decades ago
[113–115]. Since then, the field has developed significantly as is, for example,
outlined in the Refs. [64, 65, 116–123]. In Sect. 4.2.6 we will discuss these pro-
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cesses and their significance for the population and emission decay properties
of triplet substates of organometallic compounds in some detail (compare also
Refs. [24, 64, 65]). In conclusion, at low temperature, the spin-lattice relaxation
times are often longer than the emission decay times. Thus, a thermal equilibra-
tion of the individual substates does not take place.

3.1.3.2
Non-Resonant Excitation and Emission Detection on Selected Vibrational Satellites

After pulsed excitation into a higher lying singlet state Sm (e.g. at lexc = 337,1 nm
� 29,665 cm–1, pulse width 3 ns), the three triplet sublevels of Pd(2-thpy)2 are
populated individually and emit at low temperature, also individually. In Fig. 6,
a typical emission decay curve is depicted employing a detection at the electro-
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Fig. 5. Energy level diagram for Pd(2-thpy)2 dissolved in n-octane. The T1 state at 18,418 cm–1

is zero-field split on the order of 0.2 cm–1. The emission decay times refer to the individual tri-
plet substates I, II, and III, respectively, at T = 1.3 K. (Compare Fig. 6.) These substates are
radiatively deactivated as purely electronic transitions, as well as by Franck-Condon (FC) and
Herzberg-Teller (HT) vibrational activity, respectively. This leads the different vibrational
satellites. (Compare also Sects. 4.2.2 and 4.2.3.) The lifetime of the S1 state is determined from
the homogeneous linewidth of the spectrally resolved S0 Æ S1 electronic origin. (Sect. 3.2) The
electronic state at 24.7 ¥ 103 cm–1 is not yet assigned



nic origin at 18,418 cm–1 (plot (a)). As expected, the decay is best fitted by three
exponentials, corresponding to the non-thermalized emissions from the three
substates I, II, and III of the T1 state. The observed decay times are tI = (1200 ±
50) µs, tII = (235 ± 15) µs, and tIII = (130 ± 10) µs [56–58]. Note that this assign-
ment does not imply an issue concerning the energy sequence of the three sub-
states, which is not yet known.

Using the emission decay curve, it is also possible to determine the relative
intensity of a specific decay component by time-integration. One obtains the
result that the states I, II, and III contribute to the emission at the electronic ori-
gin at 18,418 cm–1 with 8%, 38%, and 54%, respectively. (Table 2) This intensity
distribution is determined by the initial populations of the three states after an
excitation into a higher lying state Sm and by the individual radiative decay rates
of these states to the electronic ground state.Within limits of experimental error,
the same initial populations are obtained, when the excitation energy is chosen
to correspond to the S0 Æ S1 transition at 23,836 cm–1 (see also Sect. 3.2). Note
that it is important for such a comparison that the detection energy is kept con-
stant (see below). Therefore, for both excitation energies mentioned above, the
emission was detected at the electronic origin of the T1 Æ S0 transition. (See
Table 2, Fig. 6a, and Fig. 7 plot (a)).

Interestingly, the decay curve changes strongly, when only the detection ener-
gy is altered, but the excitation energy is unchanged (e.g. S0 Æ S1 excitation). For
example, a detection at the 528 cm–1 vibrational satellite yields an emission
decay curve as depicted in Fig. 7, plot (b). (Compare plot (b) with (a).) As expec-
ted, the emission detected at the vibrational 528 cm–1 satellite decays with the
same three time constants. However, the relative intensities are strongly diffe-
rent.As is seen in Table 2, the emission at this satellite arises predominantly from
state I (55%), while for a detection at the electronic origin, state I contributes
only with 6%. This behavior is a consequence of the fact that the radiative deac-
tivation from state I via the 528 cm–1 vibrational satellite is preferred relative to
the radiative deactivation of substate I directly to the electronic ground state 0.
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Fig. 6. Emission decay curves of Pd(2-thpy)2 dissolved in an n-octane Shpol’skii matrix, (a) T
= 1.3 K and (b) T = 5 K. The emission is monitored on the electronic origin of the transition
T1 Æ S0 at 18,418 cm–1. (lexc = 337,1 nm � 29,665 cm–1)(Compare Ref. [58])
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Table 2. Emission decay times (µs) and relative intensities for different radiative decay paths
of T1 of Pd(2-thpy)2 in n-octane at T = 1.2 K for selected excitation and detection energies
(cm–1)

Relative emission intensities

Emission n–exc = 29,665 a n–exc = 23,836 b n–exc = 23,836 b n–exc = 18,418 b

decay time (S0 Æ Sn) (S0 Æ S1) (S0 Æ S1) (S0 Æ T1)
of sublevel n–det = 18,418 n–det = 18,418 n–det = 17,890 n–det = 17,971

(T1 Æ S0) (T1 Æ S0) (T1 Æ S0 –528 HT) c (T1 Æ S0–447 FC) d

I 1200 ± 50 8% 6% 55% 0%
II 235 ± 15 38% 34% 36% 70%
III 130 ± 10 54% 60% 9% 30%

a Fig. 6a and Ref. [58]
b Fig. 7 and Ref. [74]
c Fig. 7b. Detection carried out on a vibrational satellite that belongs selectively to the emissi-

on of substate I. This 528 cm–1 mode represents a Herzberg-Teller (HT) active vibration.[58]
(Compare also Sect. 3.1.4.)

d Fig. 7c. The detection is carried out on a vibrational satellite that belongs to the emission
from the triplet substates II and III. The 447 cm–1 mode represents a Franck-Condon (FC)
active vibration.[58] (Compare Sect. 3.1.4.)

Fig. 7. Emission decay properties at T=1.2 K of Pd(2-thpy)2 dissolved in an n-octane Shpol’s-
kii matrix. The diagram demonstrates that the decay behavior depends on excitation and
detection energies. (Compare also Table 2 and Ref. [74].) (a) Excitation at 23,836 cm–1 (lowest
singlet); detection at 18,418 cm–1 (electronic origin of the T1 Æ S0 transition) Within limits of
experimental error, the same decay curve is obtained for an excitation energy of 29,655 cm–1

(Fig. 6a)). (b) Excitation as in (a); detection at 17,890 cm–1 (528 cm–1 vibrational satellite in the
emission from substate I). (c) Resonant excitation at 18,418 cm–1; detection at 17,971 cm–1

(447 cm–1 vibrational satellite in the emission from the substates II and III of T1)



A similar behavior is also observed for several other vibrational satellites (e.g.
229, 261, 710 cm–1).

The behavior described is a typical and important indication of a forbidden
transition at the electronic origin between the states I and 0. Hence one obser-
ves the long decay time and the vibronically (Herzberg-Teller) induced radiative
pathway. (For background information compare, for example, the Refs. [22,
124–129] and Sects. 3.1.4, 3.1.5, and 4.2.2.) Obviously, the combination of fre-
quency- and time-resolved measurements allows one to obtain an insight into
radiative properties of individual triplet sublevels, although the optical resolu-
tion in these experiments is at least one order of magnitude lower than the split-
ting of T1 (zfs). In Sect. 3.1.4 we come back to this interesting possibility, by pre-
senting the results of the better adapted method of time-resolved emission spec-
troscopy. In Sect. 3.1.5, we discuss the important complementary methods of
ODMR spectroscopy (optically detected magnetic resonance) and PMDR spec-
troscopy (phosphorescence microwave double resonance), which provide more
detailed insights into the nature of the triplet T1 state.

3.1.3.3
S0 ÆÆ T1 Resonant Excitation

In contrast to the situation that is usually found for organic compounds with
low transition probability for the singlet-triplet transition, it is often possible
to excite the triplet state of organometallic compounds resonantly and to ob-
serve the emissions from different substates. For Pd(2-thpy)2, such an expe-
riment provides interesting results, because the probability for the transition
from the electronic ground state 0(S0) to sublevel I of T1 is extremely low. This
is already indicated by the long emission decay time of tI (T = 1.2 K) = 1200 µs.2
On the other hand, the substates II and III are excitable from the ground state 0.
Thus, by using the excitation energy of 18,418 cm–1, that corresponds to the
S0 Æ T1 origin, only the substates II and III are excited.3 Since furthermore,
the slr rates which might thermalize the three triplet substates are negligible
at T = 1.2 K, it is expected that the resonant S0 Æ T1 excitation will provide a
distinct spin alignment. Indeed, this selective population of the two states II and
III is clearly reflected in the emission decay behavior at T = 1.2 K, as is seen in
Fig. 7, plot (c). Only the two shorter components of tIII = 130 µs and tII = 235 µs
occur, while the long decay component of tI = 1200 µs is hardly detectable4

(Table 2).
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2 Companion studies of Pt(2-thpy)2 show directly that the transition between the states I and
0 cannot be observed at the electronic origin (see Sect. 4.2.1).

3 The zfs of the three triplet substates is of the order of 0.2 cm–1 and thus far below the inho-
mogeneous linewidth of ª 2 cm–1 at the electronic origin of the S0 Æ T1 transition.

4 The detection of the emission decay was not carried out at the electronic origin, but on the
447 cm–1 vibrational satellite to prevent troubles with the exciting laser pulse.



3.1.3.4
Spin-Lattice Relaxation

It is the aim of this subsection to briefly address two interesting aspects that are
connected to effects of spin-lattice relaxation. A broader treatment will be pre-
sented in Sect. 4.2.6. (Compare also Fig. 19, below.)

1. Under resonant S0 Æ T1 excitation, the long-lived emission component of
1200 µs, being characteristic of substate I, is almost absent, as has been descri-
bed in the previous subsection. However, a careful search for the occurrence
of any residual long-decaying intensity at low temperature (T = 1.2 K) shows
that this emission is not totally absent. For this investigation, we have chosen
a specific vibrational satellite that occurs selectively in the emission of sub-
state I, like the 528 cm–1 satellite. (Compare Sects. 3.1.4, 3.1.5 and the Figs. 8 as
well as 10). Indeed, this 528 cm–1 satellite carries some weak, long-lived emis-
sion intensity [74]. The occurrence of this residual emission from state I at
low temperature is not attributed to a weak absorption of the transition from
the ground state 0 to substate I. It seems to be a more appropriate explanati-
on that during the exciting laser pulse of 12 ns (in this experiment) the chro-
mophore is shortly heated up. During this short time, processes of spin-latti-
ce relaxation are switched on and provide a small population of sublevel I.
When the excitation process is finished, the chromophore cools quickly down
and subsequently the three sublevels emit independently with their individu-
al decay times.

2. When, again under resonant S0 Æ T1 excitation, the temperature is only
slightly increased to T = 2.0 K, the decay behavior changes already distinctly.
The shortest decay component becomes shorter (125 µs), while a long-lived
component grows in. This behavior is ascribed to the onset of spin-lattice
relaxation between the three triplet substates. Thus, in a very simplified
description, the slr process from state III, for example, to state I, shortens the
decay time of state III by populating the long-lived state I. It can be estimated
that the slr time which is responsible for the shortening of the decay of state
III is of the order of milliseconds.

These latter discussions in 1. and 2. show that effects of spin-lattice relaxation
can in principle be studied by an investigation of the temperature dependence
of decay properties, even when the spectral resolution is one order of magnitude
smaller than the zero-field splitting of the triplet. (Compare also Sect. 3.1.)
However, since more adequate methods, such as the techniques of microwave
double resonance are available, one should use these latter methods with prefe-
rence. (See the reviews [32, 90, 130]). But when the optical resolution is sufficient
due to a larger zero-field splitting, as is found for Pt(2-thpy)2, optical investiga-
tions of effects of spin-lattice relaxation become highly successful [24, 65] and
thus will represent the methods of preference as will be shown in detail in
Sects. 4.2.7 to 4.2.9.
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3.1.3.5
Fast Equilibration and Emission Decay for T ≥ 5 K

With temperature increase from T = 1.2 K to T ≥ 5 K, the decay behavior chan-
ges drastically. At T = 5 K, the decay is already monoexponential with a decay
time of t(5 K) = (230 ± 10) µs (Plot (b) of Fig. 6). Within limits of experimental
error this value is constant at least up to T = 40 K [57]. Obviously, temperature
increase induces an efficient spin-lattice relaxation between the three triplet
substates. This leads to a fast thermalization. The observed monoexponential
decay demonstrates that the slr is much faster than the shortest emission decay
component.

The effective processes of slr have not yet been determined for Pd(2-thpy)2.
However, the comprehensive investigations [24, 65] carried out with similar
compounds, in particular with Pt(2-thpy)(CO)(Cl) also dissolved in an n-octa-
ne matrix, indicate that the slr rate kslr(T) is for T < 10 K predominantly deter-
mined by a Raman process according to a T5 power law. Such behavior is only
expected for a compound, which does not have any electronic state within a
thermally accessible energy range.Apparently, this is fulfilled for Pd(2-thpy)2 for
T ≤ 40 K (� 28 cm–1). (In Sect. 4.2.6, we present a detailed introduction to the dif-
ferent processes of slr.)

Under condition of a fast thermalization between the three triplet substates,
one can derive a simple expression for the resulting decay time ttherm that repre-
sents an average decay time (e.g. see the Refs. [105–107]):

1  1  1 –1

ttherm = 3 · �4 + 4 + 5� (3)
tI tII tIII

where tI, tII, and tIII are the individual decay components at low temperature.
Using this expression and the values determined for the individual decay com-
ponents (Table 1), one obtains ttherm = (235 ± 20) µs [58]. This value is essentially
identical to the measured emission lifetime of t (5 K) = (230 ± 20) µs at T = 5 K
(Fig. 6, plot (b)).

It should be mentioned additionally that the temperature behavior described
represents a further support for the assignment of the three different low-tem-
perature decay components to one single type of chromophores.

3.1.4
Time-Resolved Emission

The studies presented in the previous Sect. 3.1.3 demonstrate that the three tri-
plet sublevels I, II, and III of T1 are zero-field split by less than 1 cm–1 5 and that
they are thermally not equilibrated below T ª 2 K. Thus at lower temperature,
the three states emit independently with significantly different decay constants
of tI = 1200 µs, tII = 235 µs, and tIII = 130 µs, respectively. Moreover, the time-
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resolved studies indicate that the emission spectra resulting from the substates
should be distinctly different. However, this information is lost in time-inte-
grated spectra. These consist of different superimposed emissions from the
three spectrally unresolved substates.Even by high-resolution optical spectrosco-
py, as applied in our experiments, one cannot resolve the different spectra with
such small energy splittings.

However, it is possible, to record emission spectra of individual substates by
applying the methods of time-resolved spectroscopy. This has been shown, to
our knowledge for the first time for transition metal complexes, by Yersin et al.
in Ref. [58]. Having these time-resolved spectra available, it becomes possible for
example, to elucidate individual vibronic radiative deactivation paths, as will be
shown in this section. Interestingly, results that are deduced from a complemen-
tary method, namely from phosphorescence microwave double resonance
(PMDR) studies [61], provide a nice agreement with the results deduced from
time-resolved investigations. (Compare also Sect. 3.1.5.)

The emission decay curve measured at T = 1.3 K (Fig. 6a) shows that the decay
can be grouped into two time regions. In a short-time region with no delay, the
emissions from the states III and II will strongly dominate, while after a long
delay time, for example of t = 1800 µs, these states are depopulated, and only the
monoexponential decay of state I is observed. Thus, it is expected that by time-
resolved spectroscopy the spectra resulting from both fast-decaying sublevels III
and II are separable from the spectrum that stems from the long-lived substate I.

Indeed, Fig. 8 shows that this separation is successful. The time-resolved spec-
trum recorded with no delay with respect to the exciting laser pulse (t = 0 µs)
and integrated over a time window of Dt = 10 µs (Fig. 8b) is significantly diffe-
rent from the one that is recorded with a delay time of t = 1800 µs and integra-
ted subsequently over a time window of Dt = 1800 µs (Fig. 8c). For comparison,
we reproduce also the time-integrated spectrum in Fig. 8a, which has already
been discussed on the basis of Fig. 3a.

From a comparison of the fast spectrum to the delayed one it becomes
obvious that a series of vibrational satellites grows in with time,such as the satel-
lites at 229, 261, 416, 528, and 710 cm–1. The corresponding vibrational modes
couple only to the slowly decaying sublevel I (bold-face numbers in the first
column of Table 3).

Other satellites increase in their relative intensities with time, e.g. those at
364, 625, 1286, and 1461 cm–1 (Fig. 8c). Therefore, these fundamentals are impor-
tant for the deactivation of state I, but they are also present in the fast-decaying
spectrum from the substates II and III. These two types of modes that exhibit
increasing relative intensities with time are summarized in the first column of
Table 3. Most of these modes seem to be IR-active (Table 3, third column). On the
other hand, several satellites in the fast-decaying spectrum (Fig. 8b) reduce their
relative intensities with time, e.g. those at 211, 376, 716, and 1488 cm–1. These
modes are important for the deactivation of the two fast-decaying sublevels II
and III. They are summarized in the second column of Table 3.

Figure 8 shows further that the time-integrated spectrum is mainly determin-
ed by the fast-decaying triplet sublevels (compare Fig. 8a to 8b), while the
information about the slowly decaying sublevel I is very poor in the time-inte-
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grated spectrum (e.g. see the 229, 416, and 528 cm–1 satellites). Thus, it can be
concluded that the fast-decaying sublevels carry most of the total emission
intensity. This result is also clearly reflected in Table 2 and in the PMDR spectra
shown in Fig. 10 (see below).

The most intense satellites in the fast decaying spectrum (Fig. 8b) are indu-
ced by the 716 and 1488 cm–1 fundamentals. These satellites represent the first
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Table 3. Vibrational satellites of the electronic origin at 18,418 cm–1 of Pd(2-thpy)2 dissolved
in n-octane from time-resolved emission spectra (Fig. 8) compared to IR data [58]

Emission (1.3 K) IR (300 K)c

Relative intensity
increase with time a, b decrease with time a, b –

196 m 191 w
211 m 215 w

229 md 229 s
261 m 265 s

284 m
292 m
364 s 359 m

376 s
416 m 413 s

424 w 422 w
447 s 445 w

451 w 455 w
528 s 528 w
625 s 623 w
643 w 642 s

650 s
710 s 713 w-m

716 vs e 720 m
989 s 985 s

1021 w 1022 w
1025 m

1153 w 1155 s
1162 w
1275 m 1276 m

1286 m
1392 m

1398 s 1398 m
1461 m 1464 w

1468 w
1481 w 1481 vs

1488 vs e

a vs = very strong; s = strong; m = medium; w = weak.
b Relative intensity is defined as the ratio of the intensity of a specific vibrational satellite to

the corresponding time-resolved total vibrational emission intensity.
c Compare the IR data given in Table 1.
d Modes specified in bold-faced type exhibit a selective coupling to triplet substate I.
e Weak progression forming mode (Compare Fig. 3a and Ref. [56]).



members of two weak Franck-Condon progressions with small Huang-Rhys fac-
tors (see also Sect. 3.1.2 and Table 1). The occurrence of such progressions of
fundamentals together with an electronic origin allows one to conclude that the
corresponding vibrational modes are totally symmetric. These are Franck-Con-
don active and the satellites obtain their intensities from the intense electronic
transitions between the sublevels II and III and the ground state 0. The relative-
ly high allowedness of the purely electronic transitions (0–0 transitions) can
only be explained by a significant singlet admixture by first order spin-orbit
coupling to these states II and III. (Compare Sect. 4.2.3 and e.g. Refs. [96–100,
124–127].)

The change of the intensity distribution of the vibrational satellites with time
(compare the Figs. 8b and 8c) indicates that for these satellites different radia-
tive deactivation mechanisms are effective. This change is particularly well
reflected in the 528 cm–1 satellite, which is by a factor of 40 to 50 more important
in the slowly decaying spectrum than in the fast-decaying one, when normali-
zed to the 716 cm–1 Franck-Condon satellite. This behavior – the long decay time
of 1200 µs and the change of the vibrational satellite structure – suggests that the
radiative decay of sublevel I is controlled by vibronic perturbation mechanisms
(Herzberg-Teller coupling) and that direct spin-orbit coupling is much less
important. (See the background presented in Sect. 4.2.2 and Refs. [22, 124–129].)
A similar behavior, and even more distinct, is also found for the radiative deac-
tivation of the lowest sublevel I of Pt(2-thpy)2 (Ref. [59] and Sect. 4.2.4) as well
as for the lowest triplet sublevel of [Os(bpy)3]2+[22, 129]. In particular, the
modes that couple selectively to sublevel I of Pd(2-thpy)2 (229, 261, 416, 528,
710 cm–1) represent very interesting candidates for investigations of the dyna-
mics of spin-lattice relaxation processes by use of time-resolved emission spec-
troscopy. (Compare also Sect. 3.1.3.)

The vibrational satellite structures of the two fast decaying substates II and
III could not be separated from each other by the applied method of time-re-
solved emission spectroscopy, because the decay times are too similar (130 µs,
235 µs). Further, both transitions between the substates II and III, respectively,
and the ground state 0 are very likely connected with the same Franck-Condon
active vibrations. This can directly be shown for Pt(2-thpy)2, for which the cor-
responding two emissions are spectrally well resolvable. (Sect. 4.2.4 and Refs.
[59,60].) In this situation,one would not observe any obvious difference between
the spectra stemming from the two substates II and III of Pd(2-thpy)2.

The results discussed above have shown that time-resolved emission spec-
troscopy can provide detailed insight into vibronic deactivation paths of triplet
substates, even when the zero-field splitting is one order of magnitude smaller
than the obtainable spectral resolution (ª 2 cm–1). This is possible at low tem-
perature (1.3 K), because the triplet sublevels emit independently. They are not
in a thermal equilibrium due to the very small rates of spin-lattice relaxation
between these substates. In the next section, we return to this interesting pro-
perty by applying the complementary methods of ODMR and PMDR spectros-
copy to the same set of triplet substates.
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3.1.5
ODMR, PMDR, and Microwave Recovery Studies

For most organic molecules and quite a number of transition metal complexes
the zero-field splitting of the lowest triplets is only of the order of 0.1 cm–1

(3 GHz), which is not easily resolvable by applying conventional optical techni-
ques. In this situation, luminescence spectroscopy with additional microwave
irradiation allows one in favorable cases to enhance the spectral resolution by
orders of magnitude into the megahertz range (30 MHz � 0.001 cm–1). The
importance of these methods is well established for studies of triplets of organic
molecules (e.g. see Refs. [106,107,110,130–133]) and more recently also of tran-
sition metal complexes (e.g. see Refs. [29–32, 61, 75, 90, 111, 134–140]). For
example, information concerning the radiative character, population and decay
properties, vibronic coupling routes, the fine structure parameters D and E
(giving the zero-field splittings), etc. can be obtained for the individual triplet
substates.

In this section, results of three different experimental methods that have been
applied to Pd(2-thpy)2 are reported. Information from optically detected mag-
netic resonance (ODMR spectroscopy), microwave-recovery measurements,
and phosphorescence microwave double resonance (PMDR spectroscopy) is
presented. These methods complement each other to a large extent. The discus-
sion presented here can be limited to the basic implications of the methods, sin-
ce a comprehensive review by Max Glasbeek concerning these aspects is found
in Volume 213 of this series [90] and a detailed report by Glasbeek, Yersin et al.
[61] concerning Pd(2-thpy)2 has only recently been published.

3.1.5.1
ODMR Studies

Pd(2-thpy)2 is dissolved in an n-octane matrix and is excited at low temperature
(T < 2 K) by a c.w. source (non-pulsed, e.g. at l = 330 nm [61]). Additionally,
microwave irradiation is applied and scanned in frequency. The microwave
radiation can cause transitions between the triplet sublevels in the case of reso-
nance, and thus, the previously different and non-thermalized steady state
populations of the substates are usually altered. Under suitable conditions (see
below) a change of the phosphorescence intensity will result due to microwave
perturbation. Usually, this effect is very weak. Therefore, microwave pulse trains
are applied, for example, with a repetition rate of 150 Hz. Thus, one can monitor
the microwave-induced intensity changes by a phase-sensitive lock-in techni-
que [90].

Figure 9a (inset) shows the zero-field ODMR spectrum for Pd(2-thpy)2 de-
tected at the electronic origin of the emission spectrum at 18,418 cm–1. Due to
the frequency scan of the microwave radiation, one observes a signal at
2886 MHz (0.0962 cm–1) with a line width (fwhm) of 20 MHz. No other zero-field
ODMR signal could be observed in the frequency range from 300 MHz up to
8000 MHz. However, for a system of three triplet substates, one would expect to

Low-Lying Electronic States and Photophysical Properties 109



observe three different transitions. If these are not found, this may be due to dif-
ferent reasons:

1. The resonance frequencies of the other transitions between the three substa-
tes are outside the experimentally accessible microwave range.

2. The radiative decay rates of the triplet substates that are in microwave reso-
nance are too similar.

3. The population differences among the triplet substates are too small and thus
microwave application will not induce sufficient change of the phosphores-
cence intensity.

The complementary studies of decay properties of the triplet substates at T =
1.2 K (Sect. 3.1.3, Table 2) show that the disparities between the triplet substates
I and II as well as between I and III are significant, while the states II and III
might exhibit too little disparities with respect to 2. and 3. Thus, one would
expect to detect at least two ODMR transitions, but only one is observed. On the
other hand, the relatively large transition probability of the transition S0 Æ T1

(excitation spectra can be recorded, emission decay times are relatively short,
see Sects. 3.1.1 and 3.1.3) show that spin-orbit coupling is not unimportant.
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Fig. 9. ODMR investigations at T = 1.4 K of Pd(2-thpy)2 dissolved in an n-octane Shpol’skii
matrix. Concentration ª 10–5 mol/l; cw excitation lexc = 330 nm (30.3 ¥ 103 cm–1). Detection of
the emission at 18418 cm–1 (T1 Æ S0 transition). (a) Zero-field ODMR (optically detected
magnetic resonance) spectrum; (b) Zero-field microwave recovery ODMR signal after pulsed
microwave excitation with a microwave frequency of 2886 MHz. The best fit of the recovery
signal is obtained with Eq. (4). (Compare Ref. [61])



(Compare also Sects. 5 to 7 and Refs. [18, 22, 24].) Therefore, it is expected that
the total zfs is larger than in organic compounds and that the missing ODMR
transition is well outside the microwave frequency range applied.A similar con-
clusion is also presented in Ref. [61], where it is further substantiated. In parti-
cular, it was derived in Ref. [61] that the observed ODMR signal at 2886 MHz
corresponds to the 2 E transition. This is the energy separation between the two
more closely lying triplet sublevels.6 It is concluded that the two other transi-
tions (D-E and D+E transitions) are outside the frequency range applied.7 The
studies presented in the next subsection will provide the information that the
2 E splitting represents the zfs between the triplet substates I and III.

3.1.5.2
Microwave-Recovery Studies

The technique of microwave-recovery provides crucial information about the
substates involved in the ODMR transitions. For this experiment, Pd(2-thpy)2 is
optically excited by a c.w. source. This leads to specific populations of the three
triplet substates. At low temperature, they are thermally decoupled and thus
emit according to their specific populations and their individual decay constants
(e.g. see Sect. 3.1.3 and Table 2). In the microwave recovery experiment, the stea-
dy state conditions are perturbed by a microwave pulse being in resonance with
the zero-field transition at 2886 MHz. Due to the microwave pulse, the populati-
ons of the two states involved are changed. Subsequently, one monitors the reco-
very of the emission intensity in time until the steady state situation is reached
again. The microwave pulses have, for example, a duration of 20 µs and are
applied repeatedly to enable a detection with signal averaging [61].

Application of the microwave pulse with a frequency of 2886 MHz to Pd(2-
thpy)2 leads to a strong increase of the phosphorescence intensity, when moni-
tored at the electronic origin at 18,418 cm–1. The recovery signal (after the pul-
se) is depicted in Fig. 9b. Its time dependence is best fit by a biexponential func-
tion

f(t) = A · e–t/tA + B · e–t/tB (4)

with tA = (134 ± 6) µs, tB = (1200 ± 50) µs, A = 0.05, and B = 0.02.
The time constants tA and tB are in excellent agreement with the decay times

of tIII = 130 µs and of tI = 1200 µs, respectively. (See Sect. 3.1.3, Fig. 6a, and
Table 2). The third component of tII = 235 µs does not appear in the microwave
recovery signal. This tells us that the 2 E = 2886 MHz microwave transition
occurs between the long-lived triplet sublevel I and the short-lived substate III,
while sublevel II is not involved.
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6 The so-called fine structure parameters D and E were introduced to describe the zero-field
splittings due to spin-spin interactions in organic molecules (e.g. see [32, 90, 130]). For tran-
sition metal compounds and in the context of this review, these parameters simply give the
energy separations (zfs) between the three triplet substates.

7 For a different situation compare, for example, the ODMR investigations on Pd(qol)2 [75, 90]
or [Rh(bpy)3]3+[30–32, 90].



3.1.5.3
PMDR Studies

Time-resolved emission spectra (Sect. 3.1.4, Fig. 8) show that the triplet suble-
vels I and III exhibit very different emission spectra with respect to their vibra-
tional satellite structures. The long-lived state I is mainly vibronically (Herz-
berg-Teller, HT) deactivated, while the emission from state III is dominated by
vibrational satellites due to Franck-Condon (FC) activities, whereby both types
of vibrational modes exhibit different frequencies. This behavior makes it
attractive to measure a PMDR spectrum.

The method of phosphorescence microwave double resonance (PMDR)
spectroscopy is based, like the two other methods discussed above, on c.w. ex-
citation of the Pd(2-thpy)2 compound at low temperature. Additionally, micro-
wave irradiation is applied, whereby the frequency is chosen to be in resonance
with the energy separation between the two substates I and III of 2886 MHz.
With this set-up, one monitors the phosphorescence intensity changes in the
course of scanning the emission spectrum. Technically, the phosphorescence
spectrum is recorded by keeping the amplitude-modulated microwave frequen-
cy at the constant value of 2886 MHz and by detecting the emission spectrum by
use of a phase-sensitive lock-in and signal averaging procedure (e.g. see [61,
75, 90]).

In Fig. 10b, such a PMDR spectrum is compared to a time-integrated emissi-
on spectrum (Fig. 10a). The latter is similar to the one presented in Fig. 3a. The
PMDR spectrum reveals interesting intensity changes. For example, the negati-
ve signs of the 229, 261, 528 and 710 cm–1 vibrational satellites correspond to an
emission intensity decrease upon inducing the microwave transition, while the
electronic origin and the 211, 376, 447, 650 and 716 cm–1 satellites are connected
with intensity increases. The time-resolved emission spectrum of Pd(2-thpy)2
has shown that in particular, the 528 cm–1 satellite (which results from HT activ-
ity) originates only from the long-lived triplet sublevel I with the lifetime of tI =
1200 µs. From the observation of the microwave-induced intensity decrease of
the 528 cm–1 satellite in the PMDR spectrum it follows that, under c.w. optical
excitation at 330 nm, the steady-state population of the triplet substate I with the
lifetime of 1200 µs is larger than for the substate III with a lifetime of tIII = 130 µs.
Since the population of sublevel III is enhanced in the microwave recovery expe-
riment (Fig. 9b), it can be concluded that the modes at 375, 447, 650 and 716 cm–1

that show a positive sign are mainly coupled to the triplet sublevel III.
The information obtained from the phosphorescence microwave double

resonance (PMDR) spectroscopy nicely complements the results deduced from
time-resolved emission spectroscopy. (See Sect. 3.1.4 and compare Ref. [58] to
[61].) Both methods reveal a triplet substate selectivity with respect to the vibra-
tional satellites observed in the emission spectrum. Interestingly, this property
of an individual vibronic coupling behavior of the different triplet substates sur-
vives, even when the zero-field splitting increases due to a greater spin-orbit
coupling by more than a factor of fifty, as found for Pt(2-thpy)2.
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3.1.6
Emission in a Deuterated Matrix

It is known that the matrix material and thus the individual cage structure sur-
rounding the chromophore can have an influence on the chromophore’s emissi-
on properties, such as transition energies, zfs, slr rates, etc. Therefore, it is in-
structive to slightly alter the matrix and to investigate the resulting changes of
emission properties of Pd(2-thpy)2.

In this section, per-deuterated n-octane (n-octane-d18) is used as the matrix
material, and the emission properties of Pd(2-thpy)2 are compared with those
obtained with a per-protonated n-octane matrix (n-octane-h18). This latter
matrix was used for the investigations discussed in the preceding sections.Three
different issues are addressed, namely the occurrence of different sites for Pd(2-
thpy)2, changes of low-energy vibrational/phonon structures, and changes of
the emission decay behavior.

3.1.6.1
Different Sites

Usually a deuterated and a protonated matrix, respectively, will not provide the
same cage structures for a chromophore, since the C-D binding distances of the
matrix material are slightly smaller than the C-H distances [141, 142]. Indeed, in
n-octane-h18 one finds only one dominating site (site A) for Pd(2-thpy)2, which
is characterized by the position of the electronic origin at 18,418 cm–1 (Table 4).
Other sites (B to D) are of minor importance for the total emission intensity. On
the other hand, the n-octane-d18 matrix provides two main sites A and B for
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Table 4. Emitting sites of Pd(2-thpy)2 in per-protonated and
per-deuterated n-octane Shpol’skii matrices at T = 1.3 K.
ccomplex = 10–5 mol l–1. Cooling rate ª 100 K/min [57]

Electronic origin (cm–1) Relative Intensitya

n-octane-h18 matrix
site A 18,418 100
site B 18,452 0.3
site C 18,472 1.1
site D 18,578 0.5

n-octane-d18 matrix
site A 18,429 90
site B 18,434 100
site C 18,454 0.1
site D 18,475 0.1
site E 18,485 0.8
site F 18,590 0.4

a Most intense peak normalized to 100.



Pd(2-thpy)2 with nearly equal emission intensities of the T1 Æ S0 electronic ori-
gin. (Table 4) Again, a number of other sites can be detected which, however, are
of minor importance.

Moreover, the individual matrix-cage structure has an observable effect on
the T1 ´ S0 transition energy. The electronic origins of the two sites A and B in
n-octane-d18 are found at higher energy of 11 and 16 cm–1, respectively, when
compared to origin of site A in n-octane-h18. Although a small part of this blue
shift might be ascribable to an intrinsic deuteration-induced effect on the elec-
tronic origins (compare also Sect. 4.2.10 and e.g. the Refs. [19, 22, 25, 33, 47]), the
main contribution seems to be related to different cage structures. Obviously for
Pd(2-thpy)2, two nearly equally probable cages are provided by the per-deuter-
ated matrix. From simple size considerations, it appears that the most likely cage
structures result from a replacement of two or three n-octane molecules which
are neighbors along the crystallographic a or b axis, respectively. (Compare Refs.
[85a, 152].) However, the realizability of both substitutions by Pd(2-thpy)2 is
clearly different in the two matrices. Probably, this is due to small packing diffe-
rences in n-octane-d18 as compared to n-octane-h18.

In an independent investigation [63], it has been shown that the lowest elec-
tronic origin of Pt(2-thpy)2 in a Shpol’skii matrix is red shifted by high pressure
application. This effect is mainly ascribed to an increase of the chromophore-
cage interaction and thus to a reduction of free space. Therefore, it might con-
versely be assumed that a slightly larger free space for Pd(2-thpy)2 (smaller
chromophore-cage interaction) is the main source of the observed blue shifts of
the electronic origins of Pd(2-thpy)2 in both resulting cages of the n-octane-d18
matrix as compared to the cage in the n-octane-h18 matrix.

3.1.6.2
Low-Energy Vibrations/Lattice Modes

It is expected that deuteration of matrix molecules leads to a low-energy shift
(red shift) of lattice vibrations or local phonon modes (cage modes) as compared
to those of the protonated material, because the vibrating masses become
larger, while the force constants are almost unchanged. Indeed, this behavior is
observed in the emission spectra, when the low-energy satellites relative to the
electronic origins are compared (Table 5).

The largest matrix effect is found for the 32 cm–1 satellite which is red shifted
by 10 cm–1 to 22 cm–1. Obviously, the matrix character of these modes is very pro-
nounced. With increasing energy of the modes, the deuteration-induced red
shift becomes clearly smaller. This behavior is ascribed to the fact that
lattice/cage modes couple with low-energy vibrations of the chromophore, if
symmetry restrictions do not exist. With growing vibrational energy of the
chromophore, the perturbation of this mode by the low-energy lattice/cage
modes becomes increasingly smaller according to first-order perturbation
effects. According to Table 5, this type of mixing between complex vibrations
and lattice/cage modes becomes insignificant above ª 150 cm–1.
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3.1.6.3
Emission Decay and Matrix Effects

Figure 11 shows that deuteration of the matrix material has an interesting and
not anticipated effect on the temperature dependence of the emission decay of
Pd(2-thpy)2. At T = 1.3 K, one observes the three individual decay components
of the three triplet substates I, II, and III, as discussed in Sect. 3.1.3.Within limits
of experimental error, deuteration of the n-octane matrix does not alter this
decay behavior. (Compare Fig. 11a to Fig. 6a.) With temperature increase, the
emission decay times are reduced in both matrices due to effects of thermaliza-
tion between the three triplet sublevels, i.e. due to the growing in of spin-lattice
relaxation (e.g. see Sects. 3.1.3 and 4.2.6). These processes are particularly
important for the long-lived components. For example, already  at T = 2.0 K this
component is reduced to 950 µs and 840 µs for the deuterated and the protonated
matrix, respectively (decay curves not reproduced). This trend continues, as is
shown in Fig. 11b. At T = 3.0 K, the long-decaying components are determined
to 460 µs and 320 µs, respectively. Finally, near T=5 K, thermal equilibration be-
tween the three substates is reached for both matrices, and the decays become
monoexponential. (Fig. 11c, compare also Sect. 3.1.3.) At this temperature,
the emission decay of Pd(2-thpy)2 is again almost equal in n-octane-h18 and 
n-octane-d18.

The results discussed show that the effect of matrix deuteration on the emis-
sion decay is only obvious in the temperature range from slightly below T = 2.0 K
to slightly below T = 5.0 K, i.e. from the onset of slr up to fast thermalization. In
this range, the temperature dependence of spin-lattice relaxation (slr) is dif-
ferent for the two matrices. In the low-temperature range, the increase of slr
rate seems to be less pronounced for the deuterated matrix as compared to the
protonated one. Presumably, this behavior is connected with the specific struc-
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Table 5. Low-energy vibrational satellites (cm–1) of Pd(2-thpy)2 in per-protonated and
perdeuterated n-octane Shpol’skii matrices from emission spectra [57]. T = 1.3 K. ccomplex =
10–5 mol l–1

n-octane-h18 matrix a n-octane-d18 matrix Assignment

18,418 cm–1 (site A) 18,434 cm–1 (site B) electronic origin
32 22 lattice mode b

50 complex vibrations/lattice mode
79 75 complex vibrations/lattice mode

111 complex vibrations/lattice mode
125 122 complex vibrations/lattice mode
150 146 complex vibrations/lattice mode

– 170
196 196
211 211 M-L c

229 229 M-L c

a Compare Table 1.
b Mode with significant matrix character.
c Modes with metal-ligand (M-L) character.



tures of the matrix cages. The importance of the individual cage structures
is indicated by companion studies with Pt(2-thpy)2 in n-octane-d18 [143] and
by studies with Pt(phpy)2. For this latter compound, the significance of the in-
dividual site or the cage structure on the slr rates has recently been demon-
strated [65].

Certainly, a deeper understanding of these temperature and matrix depen-
dent processes of slr in the lowest triplet state of Pd(2-thpy)2 requires further
investigations. On the other hand, a detailed study of the processes of spin-latti-
ce relaxation that govern the decay behavior of Pt(2-thpy)2 has recently been
carried out. In this compound, the three triplet sublevels are spectrally well
resolvable due to the larger zero-field splittings and thus the corresponding
decay processes are more easily accessible than in Pd(2-thpy)2. (See Sects. 4.2.6
to 4.2.9 and the Refs. [24, 60, 62, 64, 65].)

3.2
Higher Lying States of Pd(2-thpy)2

Little information is available in the literature on higher lying excited states of
Pd(2-thpy)2. Therefore, it is highly attractive to have a better resolved spectrum
than the one shown in Fig. 2. This is of particular interest, since presently more
detailed theoretical studies of organometallic Pd and Pt compounds become
possible (compare Ref. [66]). The calculated results should be tested on a suffi-
ciently accurate experimental basis. However, due to several reasons it is often
very difficult to obtain well-resolved spectra of higher lying states. For example,
homogeneous linewidths become broader due to short lifetimes of the states
(see also below) and absorptions of different states and additionally of different

Low-Lying Electronic States and Photophysical Properties 117

Fig. 11. Emission decay curves at different temperatures of Pd(2-thpy)2 dissolved in a per-
protonated and a per-deuterated n-octane Shpol’skii matrix, respectively. Concentration
ª 10–5 mol/l; lexc=337.1 nm (29,665 cm–1); cooling rate ª100 K/min; n–det (protonated matrix)
= 18,418 cm–1(electronic origin of site A); n–det (deuterated matrix) = 18,434 cm–1 (electronic
origin of site B, compare Table 4). The decay times given result from least-square fits. (Com-
pare Ref. [57])



sites overlap. Moreover, even when, for example, site selective excitation measu-
rements are successful, well defined and well-resolved spectra are usually only
obtainable for restricted spectral ranges.

For Pd(2-thpy)2 some information has been reported in Ref. [74] and will be
summarized subsequently. (Compare also Fig. 5):

S0 ÆÆ T1

The lowest triplet T1 of Pd(2-thpy)2 in n-octane lies at 18,418 cm–1, and the struc-
ture that is observed up to 23 214 cm–1 (Fig. 4 and Table 1) is assigned to vibra-
tional satellites of fundamentals, combinations, and progressions, respectively.
No other electronic transition can be detected between T1 and S1.

S0 ÆÆ S1

The next higher lying peak above the S0 Æ T1 transition is observed at
23,836 cm–1 in an excitation spectrum (detected at 18,418 cm–1).The peak is clas-
sified as electronic origin due to the good-fit of several phonon satellites that are
also observed and that are known for the n-octane matrix (e.g. 16, 32, 81, 109,
and 146 cm–1, see the Tables 1 and 7). The absorption coefficient is estimated to
be of the order 3 ¥ 103 l/mol cm [74], which strongly indicates the singlet cha-
racter of the corresponding state. This assignment is confirmed by the observa-
tion that this electronic origin is not influenced by application of a magnetic
field up to B = 12 T. For a triplet transition, on the other hand, one would expect
to see Zeeman shifts and/or splittings.8 The singlet S1 to triplet T1 separation
amounts to DE(S1–T1) ª 5420 cm–1.

The width (fwhm) of the electronic origin peak at 23,836 cm–1 is 6.5 cm–1 at T
= 1.2 K. Its lineshape can be well approximated by a Lorentzian lineshape func-
tion, while a fit to a Gaussian lineshape is unsuccessful [74]. This indicates that
the peak is homogeneously broadened [103, 104]. Thus, the width of 6.5 cm–1 can
be related to the lifetime of this S1 state to t(S1) ª 8 ¥ 10–13 s. (Compare Eq. (2).)
Further, the high phosphorescence intensity that is observed from the T1 state
when the S1 state is excited, indicates that the lifetime of this S1 state is largely
determined by the intersystem crossing process from S1 to T1. This would corre-
spond to the rate of kisc ª 1/t(S1) ª 1012 s–1. A value of the same order of magni-
tude has also been determined for Pd-phthalocyanine [144].

Transition at ªª 24,700 cm–1

In the energy range between about 24,600 cm–1 and 25,600 cm–1 one observes a
broad excitation band with some resolved satellite structure at T = 1.2 K. If the
electronic origin is assumed to be at 24,666 cm–1, a number of satellites can be
assigned to vibrations that have already been determined for the T1 state, such
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8 Equivalent investigations concerning the singlet character of higher lying states have also
been carried out for Pt(2-thpy)2 (Sect. 4.3) and Pt(qol)2 [72].



as vibrations at 290, 385, 446, and 695 cm–1 as well as the (290 ± 446) cm–1 com-
bination at 736 cm–1. [74] (Compare Fig. 4a and Table 1.) Apart from the 695 cm–1

fundamental, these modes have been classified as metal-ligand vibrations. This
behavior would indicate an assignment to a state with significant MLCT charac-
ter [18, 21, 22, 59]. Under application of magnetic fields up to B=12 T one obser-
ves some changes of the intensity distribution of the satellites. Such a behavior
is not expected to occur for a singlet. Thus, it is indicated that this structure may
be traced back to a second triplet state. However, a clear classification is not yet
possible on the basis of the information available.

In conclusion, it is expected that the transitions addressed in this section and
summarized in Fig. 5 are part of, or are hidden under the absorption feature be-
tween ª 24,000 and ª 30,000 cm–1 of Pd(2-thpy)2 dissolved in CH2Cl2 (Fig. 2).
However, the transition energy of this broad band with its shoulder should not
be compared too rigorously with the energies of the resolved structures, becau-
se solvent shifts can easily exceed values of 103 cm–1.

Further, a detailed comparison with the theoretical study of Ref. [66] is not
really possible due to the non-inclusion of spin-orbit coupling. Nevertheless, it
may be pointed to the similar values that are found for the singlet S1 to triplet T1

separation. From the experiment one obtains a value of ª 5420 cm–1 as compa-
red to the calculated value of ª 4750 cm–1. The energy position of the second
excited singlet S2 has not yet been determined by highly resolved excitation
spectra. Very probably, this S2 state is connected with the peak that occurs near
26,000 cm–1 in the absorption spectrum shown in Fig. 2. Interestingly, this ener-
gy is also predicted by the calculations of Ref. [66] for the position of S2. For
completeness, it is mentioned that according to Ref. [66] the lowest MC-dd* sta-
tes are expected to occur above 27,000 cm–1.

4
Pt(2-thpy)2

An introduction to optical properties of Pt(2-thpy)2 is given by presenting the
room temperature absorption and the 80 K emission spectra of the dissolved
complex (Fig. 12). The spectra are reproduced from the Refs. [53, 145]. The most
intense absorption band near 32,800 cm–1 (Fig. 12a) is assigned to a transition
from the singlet ground state S0 to a singlet dominantly of LC-pp* character or
within the approximation of a C2v point group symmetry to a 1A1 Æ 1A1 transi-
tion [66]. (Compare also [53].) The correspondence of the low-energy shoulders
on this dominant absorption band to the states calculated in Ref. [66] is not cle-
ar, they may correspond to 1LC and to higher lying 1MLCT states, respectively.
The lower lying peak near 23,800 cm–1 (ª 420 nm) and the shoulder near
21,700 cm–1 (ª 460 nm) are both assigned in Ref. [53] to 1MLCT states. Within
the CASPT2 ab initio study [66], these states are also ascribed to exhibit domi-
nant MLCT character. (For more details see Sect. 4.3.)

A weak absorption peak with a molar extinction coefficient of ª 90 l/mol cm
[145] occurs near 17,500 cm–1 for Pt(2-thpy)2 dissolved in CH2Cl2. This peak
corresponds to the lowest triplet state T1 which will be discussed in great detail
in the next sections. It will be shown that this state is classified as being mainly
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of 3LC-pp* character with significant MLCT admixtures (compare also [18,
59]). Interestingly, the theoretical studies of Ref.[66] come to the same interpre-
tation.

For completeness it is mentioned that MC-dd* states are expected to occur
above ª 32,000 cm–1 [66].

The emission displayed in Fig. 12b has been assigned as a phosphorescence
(triplet Æ singlet emission) due to the relatively long decay time of 12 µs at 80 K
in butyronitrile and of ª 5 µs at 293 K in acetonitrile. The quantum yield is
reported to be as high as 30% at room temperature [53]. The structure in the
emission spectrum is assigned to vibrational satellites as will be shown below
(Sect. 4.2.4).

4.1
Different Shpol’skii Matrices

Pt(2-thpy)2 was investigated in different n-alkane Shpol’skii matrices (n-hexane,
n-heptane, n-octane, n-nonane, and n-decane), using 1,4-dioxane as an inter-
mediate solvent. All these matrices led to highly resolved spectra showing elec-
tronic origins (Sect. 4.2.1) and rich vibrational and phonon satellite structures
(Sect. 4.2.4). The smallest halfwidth obtained is 2 cm–1 (fwhm, T = 1.3 K), which
is more than a hundred times smaller than found in a glass forming matrix like
butyronitrile (see Fig. 12b). In every matrix several Pt(2-thpy)2 sites are found,
although for n-octane and n-decane one site dominates strongly. Taking the dif-
ferent matrices mentioned above, one finds that the different sites of Pt(2-thpy)2
are distributed over an energy range of about 400 cm–1. Table 6 gives the spectral
positions of the electronic origins of those sites, which contribute by more than
5% to the emission intensity.

120 H. Yersin · D. Donges

Fig. 12. (a) Absorption spectrum of Pt(2-thpy)2 dissolved in CH2Cl2, from Ref. [145]. (b) Emis-
sion spectrum of Pt(2-thpy)2 dissolved in butyronitrile, from Ref. [53]



Distinct differences for the various matrices are observed with regard to the
coupling of Pt(2-thpy)2 to lattice modes (phonons). These occur in the spectra
as resolved phonon satellites and/or as unresolved phonon wings. Such satellites
accompany all electronic transitions and also satellites of vibrational funda-
mentals. For example, in Tables 1, 5, and 7 (shown later) energies of lattice mode
satellites are given for n-octane.

An inspection of Table 6 shows that n-octane represents a well suited matrix
for spectroscopic investigations since one finds only one strongly dominating
site with a small halfwidth of the electronic origin of about 2 cm–1 (fwhm).There-
fore, the following investigations were carried out with n-octane. The use of dif-
ferent intermediate solvents (1,4-dioxane or tetrahydrofuran) did not result in
any observable change of the spectra, at least for the concentrations chosen.
Thus, it is concluded that the molecules of the intermediate solvent are not near
neighbors of the chromophore sites investigated.

4.2
The Lowest Triplet State of Pt(2-thpy)2

Chemical substitution of the central metal ion from Pd(II) to Pt(II) has very
interesting consequences on photophysical properties of the lowest triplet state
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Table 6. Electronic origins of different sites of Pt(2-thpy)2 in several Shpol’skii matrices (T =
4.2 K) (from Ref. [59])

n-Alkane a Number Electronic Origin Intensities 
of intense origins [cm–1] halfwidths of different sitesc 

sites b I II III [cm–1] [%]

hexane 4 – d 17176 – d 9 10 e

17132 17139 17147 5 41 e

17126 17133 – d 4 14 e

17100 17107 17115 3 22 e

heptane 2 17175 17182 17191 3 51
17076 17084 17092 4 31

octane 1 17156 17163 17172 2–3 98
nonane 4 – d 17286 – d 16 25

– d 17222 – d 10 7
17186 17192 – d 4 17
17171 17177 17187 3 38

decane 1 17159 17166 17177 5 92

a As intermediate solvent 1,4-dioxane was used. Concentration of Pt(2-thpy)2 ª 10–5 mol/l.
b Only sites are considered which contribute with more than 5% to the emission intensity.
c The intensity found in all sites is normalized to 100%. The intensities of the specific sites are

estimated by comparing the intensities of the electronic origins at T = 4.2 K.
d Triplet component not resolved due to a large halfwidth.
e Mostly, a broad background emission with a halfwidth of about 350 cm–1 is also detectable,

however, with a cooling rate of about 20 K/s this background does not occur.



T1. Due to the larger metal/MLCT admixture to this triplet and the greater spin-
orbit coupling constant9 of Pt(II) compared to Pd(II), one obtains an increase of
the zero-field splitting of T1 by a factor of the order of 102 (Fig. 1). One finds a
splitting of the sublevels by 7 cm–1 and 9 cm–1, respectively, resulting in a total zfs
of 16 cm–1, as will be specified below. These values are large enough to allow us
to resolve the three different triplet substates spectrally, and thus to investigate
the substates individually. Hence, several interesting and previously unknown
photophysical properties that are connected with triplet substates can be eluci-
dated.

The Figs. 13 to 16 show time-integrated emission and excitation spectra of
Pt(2-thpy)2 dissolved in n-octane. These spectra correspond to the dominant
site of Pt(2-thpy)2.

4.2.1
Electronic Origins (0–0 Transitions) and T1 Substates

The spectral features of highest energy in emission (Figs. 13, 14) and of lowest
energy in excitation (Fig. 15) are assigned to electronic origins (0–0 transition).
Figure 16 depicts the region of the electronic origins on a spectrally expanded
scale. Three origins are identified. They are denoted as origins I, II, and III in
order of increasing energy and are situated at 17,156 cm–1, 17,163 cm–1, and
17,172 cm–1, respectively. These origins correspond to the transitions between
the singlet ground state 0 (S0) and the three triplet T1 substates I, II, and III. The
lines II and III are found at the same energies in emission and in excitation,
while line I is not observed at zero magnetic field (Fig. 16a).10 All three origins
are accompanied by rich vibrational satellite structures (Figs. 13 to 15). In parti-
cular, the vibrational energies determined from the T = 1.3 K emission spectrum
(Fig. 13) fit well to vibrational energies observed in an IR spectrum (Sect. 4.2.4,
Table 7), when the position of the electronic origin I is set to 17,156 cm–1.

An independent confirmation for the position of this origin I is obtained,
when a magnetic field is applied. With increasing field strength, the electronic
origin line (line IB)11 grows in due to a B-field-induced interaction of substate I
with higher lying triplet sublevel(s). (Fig. 16 d to f) A similar behavior has been
observed for [Os(bpy)3]2+and has been thoroughly discussed in Refs. [22, p. 223]
and [129]. Figures 16 d) to f) show also distinct Zeeman shifts for the lines IB and
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9 Approximate values of the spin-orbit coupling parameter xnd can be deduced from plots
given in Ref. [146] for Pd2+ to ª 1.3 ¥ 103 cm–1 and for Pt2+ to ª 4.8 ¥ 103 cm–1. These values
correspond approximately to those given in Ref. [147].

10 In a previous report of our group [59] the occurrence of an extremely weak line I in emis-
sion was reported.This result is not reproduced by the spectrum shown in Fig.16a.Presum-
ably, under certain conditions, such as specific cooling rates, the chromophore’s environ-
ment (matrix cage) can become slightly different. For example, it may be less symmetric.
Such a behavior would explain the occurrence of an extremely weak line I under specific
conditions.

11 The index B characterizes the situation under application of a magnetic field B.



IIIB of Pt(2-thpy)2 and thus manifest additionally the triplet nature of this set of
sublevels.12

For completeness, it is already mentioned here that the relatively high inten-
sity of the origin line II at T = 1.3 K (Figs. 13 and 16a) is not in accordance with
a Boltzmann distribution for two states which are separated by 7 cm–1. It will be
pointed out in Sects. 4.2.7 and 4.2.8 that the emission from state II cannot be fro-
zen out. This is a consequence of the relatively slow spin-lattice relaxation from
state II to state I (compare also the Refs. [24, 62, 64, 65]).

Here it is pertinent to refer briefly to an investigation of the pressure-induced
shift of the electronic origin II of Pt(2-thpy)2 in n-decane at T ª 5 K. This elec-
tronic transition is red shifted linearly by Dn–/Dp = – (3 ± 1) cm–1/kbar in the
investigated pressure range up to p = 14 kbar [63]. The pressure-induced shift is
relatively small as compared to values found for other compounds (see Table 1
of Ref. [63]). It is suggested in Ref. [63] that pressure-induced shifts of electronic
transitions usually contain significant contributions from changes of chromo-
phore-matrix interactions and that these contributions are particularly small
for compounds dissolved in n-alkane Shpol’skii matrices. (For a recent review
concerning high-pressure investigations of other compounds, see Ref. [150].)

4.2.1.1
Symmetry and Grouptheoretical Assignments

A clear grouptheoretical assignment of the three triplet substates is not yet pos-
sible, but it is appropriate to describe the current state of understanding in this
respect.

The crystal structure determination has shown that the point group symme-
try of Pt(2-thpy)2 strongly deviates from a C2v symmetry and thus is as low as C1
[151]. Thus, a grouptheoretical assignment would not make sense. On the other
hand, spectroscopic investigations indicate that Pt(2-thpy)2 in n-octane exhibits
a higher symmetry, as is indicated by three different features: 1. The transition
from the lowest triplet sublevel I to the ground state 0 is strongly forbidden.
(Fig. 16a) This behavior indicates that a selection rule still applies. 2. Substate I
strongly reacts to symmetry breaking processes, such as perturbations due to
low-symmetric vibrations. These induce significant radiative allowedness and
give rise to the occurrence of vibrational satellites as reflected by the emission
spectrum shown in Fig. 13. (Details concerning these so-called Herzberg-Teller
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12 Interestingly, the spectra depicted in Figs. 16 d) to f) seem to reflect a situation of oriented
chromophores or of a high-field limit. (Compare the results found for Pd(2-thpy)2 discus-
sed in Sect. 3.1.1 and see the Refs. [81, 91]). However, even the magnetic field strength of
B = 12 T is far too small to reach the high-field limit for a compound with a zfs of 16 cm–1.
Moreover, the microcrystals of the n-octane matrix are expected to be statistically distri-
buted. This should lead to a less resolved and less distinct Zeeman pattern than is seen in
Fig. 16. A conclusive explanation for this behavior has not yet been developed. Presumably,
the assumption of a statistical distribution has to be modified [148]. The quartz glass cell
might lead to a preorientation of the microcrystals at the glass surface in the course of the
cooling procedure (compare also [149]). Obviously, these effects require further investiga-
tions.
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Fig. 16. Region of the electronic origins I, II, and III corresponding to the T1 ´ S0 transition
of Pt(2-thpy)2 dissolved in n-octane. (a) Emission spectrum measured at T = 1.3 K and zero
magnetic field, lexc = 457.9 nm. (Compare Fig. 13.) (b) 20 K emission at B = 0 T. (Compare
Fig. 14.) (c) Excitation spectrum measured at T = 1.3 K, B = 0 T, n–det = 16,445 cm–1 (� 17,163
cm–1 (origin II) – 718 cm–1 (vibration)), (d), (e), (f) Excitation spectra measured at T = 1.5 K
for different magnetic field strengths. n–det: 718 cm–1 vibrational satellite in the emission of the
magnetic-field perturbed lowest triplet substate IB. (Compare also Refs. [59,74])

couplings are discussed in Section 4.2.2.) 3. Both ligands of Pt(2-thpy)2 are elec-
tronically largely equivalent, since the wavefunctions of the three triplet suble-
vels are delocalized over the two ligands (and the metal), as is demonstrated in
Ref. [23] and in Sect. 4.2.11. In conclusion, these properties justify discussion of
the Pt(2-thpy)2 chromophore dissolved in the n-octane matrix in a higher point
group, namely in C2v corresponding to a planar arrangement of the ligands.

With respect to the question of symmetry of Pt(2-thpy)2, it is also of interest
to compare the energy difference for different geometries of Pt(2-thpy)2. For
example, a geometry optimization based on a DFT (density functional theory)
method resulted in a distorted ground state structure, in which the ligands are



rotated by ª 17° with respect to each other [66]. The energy difference of this
optimized structure with respect to the flattened C2v structure is only as small as
1.7 kcal/mol [66] (ª 600 cm–1 for one molecule). Obviously, the corresponding
intra-molecular potential hypersurface is rather shallow. Therefore, inter-mole-
cular forces induced by the matrix cage can easily influence the geometry of the
doped molecule. This might also happen for Pt(2-thpy)2, since the n-alkane
matrices host preferably planar molecules[80–86, 152]. Thus, the energy requi-
red for flattening Pt(2-thpy)2 might well be available in the course of the crystal-
lizing process.

Under the assumption of a C2v parent group for Pt(2-thpy)2, it seems to be rea-
sonable to assign substate I to the A2 and the ground state to the A1 representa-
tion in the C2v double group which includes orbital and spin symmetries. The A2

assignment is given, because this is the only representation for which a transiti-
on to the electronic ground state is electric dipole-forbidden and hence strongly
sensitive to symmetry breaking processes. With the additional spin-forbid-
denness for the triplet-singlet transition, one can understand, why the transiti-
on probability of the I ´ 0 transition is so small.

The ab initio calculations of Ref. [66] lead to an assignment of the lowest tri-
plet (with a calculated transition energy of ª 18 200 cm–1) to 3A1 (in C2v). From
this representation it follows under spin-orbit coupling (not included in Ref.
[66]) that the triplet splits into the three substates A2, B1 and B2 (e.g. compare
Ref. [153]). Thus, if the assignment of Ref. [66] holds, one obtains a sublevel with
the symmetry A2 for state I, while the two other triplet substates II and III have
B1 and B2 representations, respectively. However, an individual assignment of
these two other states is not yet possible. Both transitions between the ground
state A1 and these triplet substates B1 and B2 are formally dipole allowed [153].13

Indeed, the experiment shows that both substates II and III can directly be exci-
ted from the ground state (Figs. 15 and 16c). Moreover, the room temperature
absorption spectrum (Fig. 12) indicates that the corresponding origins together
exhibit an absorption coefficient of ª 90 l/mol cm. Thus, the transitions to the
two triplet substates II and III are considerably more allowed than in organic
compounds. Obviously, the triplet sublevels II and III of Pt(2-thpy)2 are first-
order spin-orbit coupled to higher lying singlets with the same symmetries of
B1(1B1) and B2(1B2) representations, respectively.14 This mixing weakens the
spin-selection rules.

It is expected that the considerations discussed in relation to a planar C2v
symmetry remain at least approximately valid for a slightly distorted geo-
metry.
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13 According to the restricted accuracy of the CASPT2 calculations [66], it is not excluded that
the substates of a different triplet term, namely of 3B2, can become the lowest ones under
inclusion of spin-orbit coupling. 3B2 would lead to A1, A2, and B1 substate symmetries in
C2v. In this case, transitions between the ground state A1 and the sublevels of symmetries A1

and B1 are formally dipole allowed. With this alternative assignment one would also expect
to have two allowed transitions and one forbidden transition.

14 The spin-orbit coupling operator is totally symmetric.



4.2.2
Vibronic Coupling and False Origins – Background

The vibrational satellite structures that occur in the emission and excitation
spectra (e.g. see Figs.13 to 15) result from different vibrational activities,namely
from vibronic or Herzberg-Teller activity,as introduced in this section,and from
Franck-Condon activity, as discussed in the next section.

Vibronic coupling provides very important radiative deactivation paths,
when the purely electronic transition between an excited state and the ground
state is strongly forbidden. This is the case, for example, for the transition be-
tween the lowest triplet sublevel I of Pt(2-thpy)2 and the ground state 0. Still, one
observes an intense emission which, however, is only found in the vibrational
satellites.

Since it is indicated that the transition at the electronic origin is spin and
symmetry forbidden (Sect. 4.2.1.1), one has to consider mechanisms that provi-
de singlet character with the adequate symmetry to state I.15 Such mechanisms
which induce intensities to the vibrational satellites but not to the electronic
origin are well known as vibronic or Herzberg-Teller coupling mechanisms.
The theoretical background is comprehensively discussed in the literature [124–
129]. Here, only a short discussion of mechanisms that can provide the required
coupling routes is given. These routes are schematically illustrated in Fig. 17.

a) Spin-vibronic coupling yields a mixing of wavefunctions of two electronic
states by a vibration-induced change of spin-orbit coupling (soc). For organ-
ic compounds this mechanism is often neglected due to the small value of the
soc constant. In contrast, for compounds of the platinum metal group, this
mechanism can be very important. Specifically, vibrations of the central
metal ion – that are connected with variations of electron density of nd-cha-
racter in the spatial region of the organic ligands – can induce significant
changes in the effective soc, in particular for 3LC-3pp* states. Good candida-
tes for such vibrations are metal-ligand vibrations. Such a coupling route is
schematically sketched in Fig. 17a. Ĥso is the soc Hamiltonian, I represents
the unperturbed lowest triplet sublevel, Sm is a higher lying (unperturbed)
singlet. The matrix element given in Fig. 17a signifies that the vibration with
the normal coordinate Q modulates the spin-orbit coupling operator. This
mechanism induces intensity to the specific vibrational satellite with the
energy n–Q. Obviously, this vibronic mechanism can be effective for a large
number of different vibrational modes Q and thus usually involves different
intensity-providing higher lying singlets.

b) Vibronic coupling and spin-orbit coupling as a two-step mechanism can also
be responsible for the occurrence of vibrational satellites. This specific, com-
bined mechanism is proposed, since it is not expected that internal ligand
vibrations, such as high-energy fundamentals in the energy range of the
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15 The model discussed here is not only valid for Pt(2-thpy)2. However, we apply in this more
general section a nomenclature which refers to the triplet sublevels of Pt(2-thpy)2 to allow
a more easy reading. The direct application to Pt(2-thpy)2 is presented in Sect. 4.2.4.



order of 103 cm–1 will induce an efficient variation of spin-orbit coupling, sin-
ce the metal is almost not involved in these vibrations due to its large mass.
Therefore, mechanism (a) would not explain the occurrence of the high ener-
gy satellites. However, the two-step mechanism (b) according to Fig. 17b can
give an explanation. In a first step, direct spin-orbit coupling provides singlet
character from state Sn to the lowest triplet substate I. Since the spin-orbit
coupling Hamiltonian Ĥso is totally symmetric, the admixed wavefunction of
state Sn has the same symmetry as state I. Therefore, this mixing route lifts
only the spin forbiddenness of the transition from state I to the ground state
0 but not the symmetry restriction. Consequently, a radiative deactivation of
state I is still dipole forbidden in this approximation. However, if in a second
step it is taken into account that the state Sn is also vibronically perturbed
according to usual vibronic coupling, the required symmetry character can
be obtained. (Fig. 17b) In this mechanism a vibration-induced variation of
the electronic Hamiltonian Ĥe provides a mixing with a further state Sm, for
which the electronic transition is sufficiently dipole allowed. In conclusion,
the combination of both steps of the mixing route sketched in Fig. 17b is
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Fig. 17. Vibronic coupling mechanisms (Herzberg-Teller couplings). The purely electronic
transition between the excited state I (triplet substate) and the ground state 0 (S0) is spin and
symmetry forbidden, i.e. no intensity is found at the electronic origin I. Two mechanism are
proposed. Coupling route (a) is probably more important for vibrations of metal-ligand cha-
racter, while mechanism (b) preferentially induces satellite intensities by internal ligand
vibrations. The electronic state Sn is a singlet, for which an electronic transition is dipole for-
bidden to the electronic ground state S0. On the other hand, the state Sm represents a singlet
that carries sufficient transition probability. For detailed explanations see the text



required to provide intensity to the vibrational satellites. Also these mecha-
nisms can be induced by a number of different vibrations Q and different
admixing singlet states of the type Sm.

The coupling routes (a) and (b) discussed above are illustrated in Sect. 4.2.4.2
also on the basis of grouptheoretical selection rules in the scope of the C2v point
group symmetry.

4.2.3
Franck-Condon Activity – Background

In a situation, when the purely electronic transition between an excited state and
the ground state is allowed or not totally forbidden,a different vibrational activi-
ty, the Franck-Condon activity, can become dominant. This can lead, for exam-
ple, to the occurrence of progressions. Although, the Franck-Condon effect is
well known, it is appropriate to summarize briefly the background and to intro-
duce the useful Huang-Rhys parameter. This summary is largely based on the
descriptions found in the Refs. [96–100, 154], in particular it is referred to Ref.
[99, p. 200].

Figure 18a depicts the harmonic potentials for a model system with one nor-
mal coordinate Q (vibrational coordinate) in the electronic ground state 0 and
the excited state II.16 It is assumed that the potentials are (nearly) equal, but are
shifted by DQ with respect to each other, i.e. the vibrational frequencies of both
states are also (nearly) equal. Generally, the wavefunctions of electronic-vibra-
tional states depend on both, the coordinates of the electrons and nuclei, and
thus the wavefunctions are very difficult to handle. However, when it is taken
into account that the electronic motion is much faster than the vibrational moti-
on, one can factorize the vibrational and the electronic part of the wavefunction.
This leads to the Born-Oppenheimer approximation with the

ground state: y0(v) = f0 · c0(v) 
and the excited state yII(v¢) = fII · cII · (v¢) (5)

wherein f0 and fII are the electronic wavefunctions and c0(v) and cII(v¢) are har-
monic oscillator functions with vibrational quantum numbers v and v¢ for the
electronic ground state 0 and the excited state II, respectively. The harmonic
oscillator functions are similar sets of wavefunctions, and they are defined with
respect to different zero-positions of the variable Q.

The intensity of a transition between the excited electronic state II and the
ground state 0 is essentially given by

III, 0(v¢, v) ~ |AyII(v¢)| µ̂ |y0(v)S|2 (6)

where µ̂ is the usual electronic dipole operator. By inserting the Born-Oppen-
heimer wavefunction (Eq. (5)), one obtains for the low-temperature emission
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16 In Sect. 4.2.4, it will be shown that this state may be identified with the triplet substates II
and III, respectively, of Pt(2-thpy)2.



intensity of a transition from the zero-point vibrational level (v¢ = 0) to a level v
of the electronic ground state (Fig. 18a)

III, 0(v¢ = 0, v) ~ |AfII| µ̂ |f0S|2 · |AcII(v¢ = 0)|c0(v)S|2 (7)

The first term of the right hand side of Eq. (7) represents the squared electronic
dipole matrix element and specifies the intensity of the purely electronic transi-
tion. The second term is the Franck-Condon factor, that is discussed below in
more detail. It leads to the well-known Franck-Condon progression of vibratio-
nal satellites that progress in the spectrum by the energy n–Q of the normal mode
under consideration.

The total emission intensity Itot is obtained by summing up all possible tran-
sitions from the v¢ = 0 level to the different vibrational states v
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Fig. 18. Franck-Condon progressions. (a) The equilibrium positions of the potential surfaces
of the excited state II and the ground state 0 are shifted by DQ. This leads to a progression, if
the dipole moment of the transition between the states II and 0 is non-zero. The progression
is characterized by vertical transitions that are depicted for a low-temperature emission. (b)
The intensity distribution of a progression of vibrational satellites depends on the Huang-
Rhys parameter S which is proportional to (DQ)2 (see Eq. (12)). The examples given in (b) are
calculated according to Eq. (13). The peaks of highest intensity are normalized for the diffe-
rent diagrams. It is marked that the maximum Huang-Rhys parameter for Pd(2-thpy)2 and
Pt(2-thpy)2 have been determined to ª 0.3 and ª 0.08, respectively. (Compare also Sect. 4.2.4)



Itot = Â III, 0 (v¢ = 0, v) ~ |AfII| µ̂ |f0S|2 · Â |AcII(v¢ = 0)|c0(v)S|2 (8)
v v

Since the vibrational state cII(v¢ = 0) is normalized, it applies [99]

Â |AcII(v¢ = 0)|c0(v)S|2 = 1 (9)
v

and one obtains for the total radiative intensity for the transition between the
states 0 and II.

Itot ~ |AfII| µ̂ |f0S|2 (10)

This means that the total emission intensity Itot depends only on the purely elec-
tronic transition dipole moment.Thus, the electronic allowedness represents the
source of intensity which is distributed according to the Franck-Condon factor
to the different vibrational satellites. With respect to the symmetry of the
Franck-Condon active vibrations, it is remarked that this factor can only be non-
zero for totally symmetric modes (if it is referred to fundamentals), since the
vibrational ground state cII(v¢ = 0) is totally symmetric (e.g. see [154, p. 113]).

The Franck-Condon factor is given by the squared overlap integral of dis-
placed harmonic oscillator functions (Hermite functions). It can be related
[154, p. 113] to the so-called Huang-Rhys parameter (or factor) S according to

e–SSv

|AcII(v¢ = 0)|c0(v)S|2 = 9 (11)v!

This Huang-Rhys parameter is directly connected with the shift DQ of the equi-
librium positions of the involved electronic states. (Fig. 18a) According to the
Refs. [96] and [154, p. 112], for example, one obtains

pcMn–QS = 75 (DQ)2 (12)
�

wherein c is the velocity of light and M is the effective mass (= reduced mass) of
the vibration Q. The value of M is usually not known, unless a normal coordina-
te analysis is available.

From relation (11) and by use of Eqs. (7) and (10), one can derive interesting
and easily applicable expressions, which are very useful for characterizations of
properties of an excited state as compared to the ground state. For the intensity
ratio of successive vibrational satellites of a Franck-Condon progression one
finds from Eq. (11), using the abbreviation Iv = III, 0 (v¢ = 0, v) for v π 0:

Iv S
7 = 4 (13)
Iv–1 v

This relation has already been applied to determine the maximum Huang-Rhys
parameter for the T1 Æ S0 transition of Pd(2-thpy)2 (see Eq. (1)).
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Further, one obtains the result that the intensity at the electronic origin (0–0
transition) I0 is given by

I0 = Itot ◊ e–S (14)

As a consequence of the above equations it is seen that for S = 0, the total inten-
sity Itot is contained in the electronic origin line (Eq. (14)) and the displacement
DQ between the two electronic states is zero (Eq. (12)). With increase of DQ and
thus also of S, the intensity of the electronic origin line decreases and the vi-
brational satellites of the Franck-Condon progression grow in (Eq. (13)). The
behavior is illustrated in Fig. 18b for several different values of the Huang-Rhys
parameter S.Thus the satellites gain intensity only by borrowing it from the elec-
tronic origin line. If the electronic transition is forbidden, Franck-Condon satel-
lites also do not occur. This situation is found, for example, for the 0 ´ I transi-
tion of Pt(2-thpy)2 (see Sects. 4.2.1 and 4.2.4.).

The S value represents a characteristic parameter, in particular, when diffe-
rent compounds are compared. Thus, it is possible to characterize changes of the
binding situation that occur between excited electronic states and ground states
for different types of electronic transitions. For example, for the T1 Æ S0 transi-
tions of Pd(2-thpy)2 and of Pt(2-thpy)2 one finds maximal Huang-Rhys param-
eters of ª 0.3 and ª 0.08, respectively (see Sects. 3.1.2.3, 4.2.4.3, and 4.2.5). From
this result it follows that the geometry changes between ground and excited sta-
tes are significantly smaller in Pt(2-thpy)2 than in Pd(2-thpy)2. This difference is
ascribed to the larger MLCT admixtures in Pt(2-thpy)2 by which the spatial exten-
sions of the electronic wavefunctions are enlarged. Due to this effect, the exci-
tation leads to a smaller charge density change per ligand and thus has less influ-
ence on the specific binding properties in Pt(2-thpy)2 than in Pd(2-thpy)2 [18].

A similar trend of decreasing changes of equilibrium positions due to an ex-
citation is also found for the lowest singlet-triplet transitions in the series
of [Rh(bpy)3]3+, [Pt(bpy)2]2+, [Ru(bpy)3]2+, and [Os(bpy)3]2+complexes. In this
series, the metal/MLCT character of the lowest triplet state increases (compare
Fig. 1) and one finds maximal Huang-Rhys parameters of ª 0.3, ª 0.3, ª 0.1, and
ª 0.08, respectively [18, 19, 21, 22]. Further, the decrease of this parameter by a
factor of three to four in this series probably also reflects the transition from a
localized to a delocalized situation. Specifically, the excited states of compounds
with larger S parameters are localized onto one ligand, while the states of those
compounds with smaller S parameters are delocalized over two (or three)
ligands and the metal. We come back to this interesting problem in Sects. 4.2.10,
4.2.11, and 5 (See also Tables 9 and 10).

4.2.4
Vibrational Satellites and Radiative Deactivation Routes in Pt(2-thpy)2

4.2.4.1
Satellite Structures of the 1.3 K Emission

The emission spectrum of Pt(2-thpy)2 recorded at T = 1.3 K exhibits a rich and
highly informative vibrational satellite structure (Fig. 13). This structure seems
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to belong to the electronic origin II at 17,163 cm–1. But the vibrational energies
as determined relative to this 0–0 transition do not fit to vibrational energies
available from IR measurements (Table 7) and they cannot be related to vibra-
tional energies found for Pd(2-thpy)2 (Table 1). On the other hand, setting the
origin for these satellites to the position of electronic origin I at 17,156 cm–1

which, however, does not carry any intensity, one obtains an excellent corre-
spondence of the satellite energies to those of known vibrational modes
(Table 7). This procedure allows us to determine the position of a missing elec-
tronic origin line.As discussed in Sect. 4.2.1, the position of this origin I can also
be observed directly under application of a magnetic field of B ≥ T. (Fig. 16d and
Ref. [74]) Interestingly, none of the satellites that are clearly identified in the
1.3 K time-integrated emission spectrum belongs to the electronic origin II at
17,163 cm–1, apart from a 15 cm–1 phonon satellite (Fig. 16a) and some spectral
background.17

Similarly, as has been discussed for Pd(2-thpy)2, the vibrational satellites that
correspond to fundamentals can be ascribed to three different groups. Modes
which occur up to ª 100 cm–1 relative to an electronic origin have significant lat-
tice or chromophore-cage mode character. It should even be taken into account
that a mixing of chromophore vibrations with cage modes is still obvious up to
ª 150 cm–1 (compare Sect. 3.1.6 and Ref. [57]). Overlapping with this energy ran-
ge and up to 500/600 cm–1, one finds metal-ligand (M-L) vibrations, which can,
for example, be identified by a comparison of vibrational energies of Pd(2-
thpy)2 to those of Pt(2-thpy)2.(Table 1) Fundamentals with vibrational energies
higher than ª 600 cm–1 represent internal ligand modes.

The structure of the 1.3 K emission of Pt(2-thpy)2 (Fig. 13) is characterized by
the absence of an electronic origin I, but by an occurrence of intense vibrational
satellites. Since (1) the satellites do not show any pronounced progression and
since (2) the electronic origin does not carry any intensity, it can be concluded
that the satellites do not result from Franck-Condon activity. (Compare Sect.
4.2.3.) All satellites that correspond to fundamentals are vibronically (Herzberg-
Teller) induced. They all represent false origins. According to Sect. 4.2.2, at least
two different mechanisms should be considered that can provide intensity to
vibrational satellites, which occur when the purely electronic transition is spin-
and symmetry-forbidden. For the low-energy vibrations below ª 500 cm–1,
which exhibit pronounced metal-ligand character (e.g. the 266, 295, 376 cm–1

modes, Tables 1 and 7), it is very probable that the vibrating platinum ion can
induce a spin-vibronic coupling (Fig. 17a). This process, however, does not seem
to be of importance for high-energy fundamentals such as the 1023, 1138, 1293,
1393, 1462 cm–1 modes (Fig. 13 and Table 7). The effective intensity mechanism
for these satellites is rationalized by a two-step coupling scheme that involves the
usual vibronic coupling combined with first order spin-orbit coupling (Fig. 17b).
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17 In Sect. 4.2.7 it will be shown that the emission of the background decays also at T = 1.3 K
biexponentially with time constants of 600 ns and 110 µs. This is due to the fact that both
states I and II are not in a fast thermal equilibrium. By time-resolved emission spectrosco-
py one can separate the super-imposed emissions of the two states. Details are discussed in
Sect. 4.2.8.
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Table 7. Electronic origins and vibrational satellitesa,b [cm–1] in emission and excitation of
Pt(2-thpy)2 in n-octane compared to vibrational energies of Pd(2-thpy)2 in n-octanec (accu-
racy: ± 1.5 cm–1). For Pt(2-thpy)2 also IR datad) are given. (Compare Ref. [59])

Pt(2-thpy)2 Pd(2-thpy)2 Pt(2-thpy)2

1 2 3 4 5 6 7
Emission Emission Excitation IR Emission Excitation Assignments

electronic electronic electronic 
origin origins origins 
I: 17156 cm–1 II: 17163 cm–1 I, II, III:

III: 17172 cm–1 18418 cm–1

T = 1.3 K T = 20 K T = 4.2 K T = 298 K T = 1.3 K

15 w 15 m 14 m lattice mode e

62 w 59 w lattice mode e

81 w ≈ 82 w
112 w

111 w 107 w
120 w

124 w
131 w

147 w 150 m 148 m
152 w M-L f , HT g

167 w
179 w HT
184 w 178 w HT

190 m 194 m 192 m
196 w
211 m 208 m

213 s 212 w HT
226 w

234 w
229 w HT

237 m 235 m HT
266 vs 271 m 261 w M-L, HT

268 w
277 w

284 m
295 m 290 m 292 m 290 m M-L, HT

302 w 293 w
376 s 364 s M-L, HT

383 m 384 s 376 s 382 s M-L, FC g, h

409 w 405 m
423 s 418 s 416 w 415 m HT

433 w 431 w 424 w 427 w M-L
457 s 451 w HT

458 m 458 s 459 m 447 s 446 s M-L, FC h

531 vs 528 m 528 m L i, HT
603 m

626 m 625 w 612 m 625 s 616 w 616 w
631 s 630 s 625 s HT
646 m 644 w 643 m HT
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Table 7. (Continued)

Pt(2-thpy)2 Pd(2-thpy)2 Pt(2-thpy)2

1 2 3 4 5 6 7
Emission Emission Excitation IR Emission Excitation Assignments

electronic electronic electronic 
origin origins origins 
I: 17156 cm–1 II: 17163 cm–1 I, II, III:

III: 17172 cm–1 18418 cm–1

T = 1.3 K T = 20 K T = 4.2 K T = 298 K T = 1.3 K

653 m 650 s 650 s FC h

713 vs 711 w 710 s HT
718 s 708 vs 718 vs 716 vs 695 s FCh

774 w
883 m 879 w 874 w HT

953 w
985 w 971 w 988 s
993 m 989 s

1023 m 1020 w 1021 w HT
1030 w 1026 m 1026 w 1025 m 1017 w

1112 m 1117 w HT
1123 w 1122 s

1138 m 1133 w HT
1155 w 1155 s 1153 w HT

1157 w 1143 w 1150 w
1168 w

1201 w
1212 m 1206 s

1270 m HT
1282 w 1282 m 1275 m 1276 m

1293 s 1289 w 1286 w HT
1393 s 1392 m HT

1400 m 1390 m 1398 m 1398 s 1397 w FC
1462 s 1459 m 1461 w HT

1468 w 1468 w
1484 s 1484 s 1487 s 1481 vs 1488 vs 1485 s FCh + HT

a vs: very strong, s: strong, m: medium, w: weak.
b Combinations (e.g. (718 + 1484) cm–1) and overtones (e.g. 2 ¥ 718 cm–1) are not given here,

but see Figs. 13 and 14.
c See Ref. [56] and Table 1.
d Accuracy: ± 4 cm–1.
e Only the phonon satellites of the origins are given. Presumably, the intensity of the 15 cm–1

phonon satellite of the origin I is HT induced. The spectrum reproduced in Figure 13 shows
that many vibrational satellites are also accompanied of phonon satellites.

f The vibrational modes between ª 150 cm–1 and ª 500 cm–1 can exhibit a significant metal-
ligand (M-L) character.

g Characterization of the radiative deactivation processes. HT: Herzberg-Teller active vibra-
tional mode; FC: Franck-Condon active mode.

h Second member of a progression is observed.
i Vibrational satellites above ª 500 cm–1 are assigned to ligand (L) modes.



4.2.4.2
Grouptheoretical Coupling Routes

It is useful to illustrate the discussed mechanisms also on the basis of group-
theoretical examples. According to the discussion in Sect. 4.2.1.1, it is indicated
that state I can be assigned to an A2 representation in the C2v (parent) point
group (double group). Vibronic intensity due to spin-vibronic coupling is only
possible, if the matrix element in Fig. 17a does not vanish. This is only fulfilled,
if the corresponding grouptheoretical product contains the totally symmetric
representation A1. Due to the fact that the symmetry of ∂ĤSO/∂E is the same as
that of the vibrational mode with the normal coordinate Q, one finds by use of
grouptheory [153] that vibrational modes of a2, b1, and b2 symmetry can induce
a spin-vibronic coupling to A1, B2, and B1 singlet states, respectively. These pro-
cesses can provide intensity to the corresponding vibrational satellites. Since a
normal coordinate analysis is not yet available for Pt(2-thpy)2, the satellites that
are found in the 1.3 K emission spectrum have not yet been assigned group-
theoretically.

The two-step mechanism shown in Fig. 17b gives the same grouptheoretical
coupling routes as mechanism (a). This is interpreted as follows. Direct spin-
orbit coupling of a triplet sublevel of A2 symmetry with a singlet is only possi-
ble, if this singlet has the same representation. But this coupling will not provi-
de any intensity to the triplet sublevel, since the A2 ´ A1 transition is dipole for-
bidden in the C2v point group. However, when it is taken into account that this
singlet A2 state is vibronically coupled to other A1, B1, and B2 singlet states by
vibrational modes of a2, b2 and b1 character, respectively, one obtains mecha-
nisms that can provide intensity to the vibrational satellites. Again, the intensi-
ties of the false origins are borrowed from these singlet states of A1, B1, and B2
symmetries.

In summary, all fundamentals that are observed as satellites in the 1.3 K emis-
sion spectrum of Pt(2-thpy)2 (Fig.13,Table 7) represent false origins, i.e. they are
vibronically induced (Herzberg-Teller, HT induced). Two mechanisms are pro-
posed, which both lead to the same grouptheoretical results for the symmetries
of the Herzberg-Teller active modes. However, the coupling routes are different.
The spin-vibronic coupling (mechanism (a) in Fig. 17a) seems to be important
for low-energy metal-ligand vibrations, while the Herzberg-Teller activity of the
high-energy internal ligand modes requires combined coupling mechanisms as
sketched in Fig. 17b. Those modes that are identified as false origins are charac-
terized by HT in Table 7.

The low-temperature emission spectrum (Fig. 13) shows besides the false
origins (e.g. fundamentals of 213, 266, 376, 531, 713, 1293, 1462 cm–1, etc., com-
pare Table 7) also combinations, i.e. other fundamentals are built upon these
false origins (e.g. (531 + 383), (531 + 718), (531 + 1168), (713 + 718), (713 +
1400) cm–1, etc.). These other vibrational modes are assigned below to totally
symmetric Franck-Condon (FC) modes.
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4.2.4.3
Satellite Structure of the 20 K Emission

With temperature increase, for example to T = 20 K, the electronic origins II and
III at 17,163 cm–1 and 17,172 cm–1 grow strongly in. This is attributed to the ther-
mal population of these two higher lying states. Also, the vibrational satellite
structure changes. Vibrational satellites that correspond to fundamentals diffe-
rent from those found in the 1.3 K emission spectrum, grow in. Thus, the spec-
trum changes drastically (Compare Fig. 14 to Fig. 13). Moreover, satellites that
dominate at T = 1.3 K , such as the 531 cm–1 satellite, become relatively weak at
higher temperature. Further, in the 20 K emission spectrum, the electronic ori-
gin lines II and III are the dominant peaks. This is due to the fact that, in contrast
to the situation of origin I, they carry significant allowedness. This is evidenced,
for example, by the possibility to excite these states directly (Figs. 15 and 16,
compare also Sect. 4.2.1.).

The vibrational satellites in the 20 K emission spectrum are observed as
vibrational doublets, which exhibit the same energy separation of 9 cm–1 as the
two electronic origins II and III. Thus, the same vibrational mode is active in the
radiative process of both electronic states II and III. In Fig. 14, only satellites of
origin II (at 17,163 cm–1) are specified.

The 20 K emission spectrum shown in Fig. 14 exhibits vibrational satellites
due to activity of fundamentals (e.g. 190, 383, 458, 718, 1400, 1484 cm–1, etc.),
of combinations of these fundamentals (e.g. (190 + 1484), (383 + 1400), (458 +
1484), (718 + 1400), (718 + 1484) cm–1, etc.), and for the most intense satel-
lites, one observes also the second members of progressions (e.g. 1 ¥ 718 cm–1,
2 ¥ 718 cm–1; 1 ¥ 1484 cm–1, 2 ¥ 1484 cm–1). These results can be rationalized
well, when all vibrational satellites with significant intensity are assigned to
correspond to totally symmetric fundamentals. This assignment is also in
accordance with the observation that the same fundamentals are built upon the
false origins occurring in the 1.3 K emission spectrum. (Fig. 13) An assignment
to an alternative symmetry would not allow us to explain the very distinct diffe-
rences of vibrational activities found in the emission of the states I and II, res-
pectively.

Moreover, these totally symmetric fundamentals are assigned to be Franck-
Condon active (compare Sect. 4.2.3.) and indeed, for the most intense satellites
one finds also weak overtone satellites. By use of Eq. (13) and of the satellite
intensities as determined from the emission spectrum of Fig. 14, one can calcu-
late the corresponding Huang-Rhys parameters S. For the most “distinct” pro-
gressions of the 718 and the 1484 cm–1 modes one obtains the same very small
value of S ª 0.08. The occurrence of other progressions, namely of the funda-
mentals of 383, 458, and 653 cm–1 is also indicated. (Fig. 14 and Table 7) However,
one does not observe progressions for every totally symmetric fundamental.
These might exhibit still smaller S parameters, but even for a similar Huang-
Rhys parameter of S ª 0.08 most of the corresponding overtone satellites would
be hidden in the noise of the spectrum.
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4.2.4.4
Vibrational Ligand-Ligand Coupling

One of the fundamentals, the 1484 cm–1 mode, exhibits a specific behavior, since
it seems to be Herzberg-Teller as well as Franck-Condon active. The correspond-
ing satellite occurs as false origin in the emission of state I (Fig. 13) and as a
progression forming mode in the spectrum of state II (and III).(Fig. 14) A totally
symmetric mode can lead to a progression, but would not provide any vibronic
allowedness to an A2 state in C2v symmetry. In Ref. [59], it was proposed that this
behavior might be taken as an indication of a symmetry deviation from C2v.
However, such a deviation should also provide some intensity to the origin line
I which, however, is absent.(Fig. 16a) An alternative explanation might be that
two different vibrations, a totally symmetric one and a non-totally symmetric
one, are – within a spectral resolution of 1 to 2 cm–1 – not distinguishable. These
two modes could be interpreted as symmetric and antisymmetric combinations
(plus and minus combinations) of vibrations of the two ligands of Pt(2-thpy)2.
Possibly, a similar interpretation holds also for other fundamentals. One further
example might be given by the totally symmetric 718 cm–1 and the non-totally
symmetric 713 cm–1 mode. In this latter situation, the vibrational coupling be-
tween the two ligands would be distinctly larger than for the 1484 cm–1 ligand
vibrations.

In conclusion, the occurrence of the relatively strong electronic origins II and
III combined with Franck-Condon progressions indicates that direct first-order
spin-orbit coupling is effective by admixing singlet character to the states II and
III.Further,due to the facts that the progressions built upon the false origins that
are found in the emission of state I as well as on the origins II and III are extre-
mely weak in all cases (Huang-Rhys factors of ª 0.08), it is concluded that the
three electronic states I, II, and III exhibit only very small shifts of the equili-
brium positions of the potential hypersurfaces relative to the ones of the elec-
tronic ground state 0. (See Eq. (12).) Those fundamentals, which are identified
as members of Franck-Condon progressions (detection of overtones) are char-
acterized by FC in Table 7 (column 7).

For completeness, it is also mentioned that pressure-induced shifts of several
vibrational satellites have been determined. These measurements were carried
out at T ª 5 K and one could monitor the more intense vibrational satellites that
correspond to Franck-Condon active modes up to p ª 14 kbar for Pt(2-thpy)2
dissolved in n-decane. In this matrix, some of the vibrational modes are found
at slightly different energies. Here, we only want to give the values of pressure-
induced shifts (blue shifts) that have been observed (error: ± 0.1 cm–1/kbar):
383 cm–1 (shift: Dn–/Dp = + 0.85 cm–1/kbar), 457 cm–1 (± 0.0), 718 cm–1 (+ 0.25),
1400 cm–1 (+ 0.6), and 1489 cm–1 (+ 0.75) [63]. (With respect to further investi-
gations under high pressure application compare the recent review by K. Bray
[150].)
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4.2.5
Vibrational Energies of the Excited T1 State

Figure 15 shows the excitation spectrum in the region of the lowest triplet of
Pt(2-thpy)2 in n-octane at T = 4.2 K. The spectrum is monitored on a vibrational
satellite (718 cm–1) of origin II (n–det = 16,445 cm–1). The energy range of the elec-
tronic origins is also reproduced in Fig. 16c in an enlarged scale. The transitions
0 Æ II, III are clearly detectable, while the 0 Æ I transition is not observable in
the excitation spectrum. This is a consequence of the extremely low probability
of this transition. The spectrum is dominated by the origins II and III and a lar-
ge number of associated vibrational satellites. Since one observes a “doublet”
structure for nearly every satellite (Fig. 15), it is concluded that almost the same
vibrational modes are active in both electronic transition. Thus, one can restrict
the discussion to the vibrational energies of just one of the substates, for exam-
ple, to substate II.

It is of interest to correlate the vibrational energies of these electronically
excited states to the vibrational energies of the ground state 0. This correlation
will mainly be based on a comparison of the intensity distribution in the emis-
sion spectrum (Fig. 13) to the one in the excitation spectrum (Fig. 15).Although,
this does not always provide an unequivocal assignment, several correlations are
still possible. For example, the dominating ground state mode observed in emis-
sion at 718 cm–1 corresponds to the dominating 708 cm–1 mode of the excited
state II (and III).A series of further correlations is summarized in Table 7 (com-
pare columns 2 and 3). These correlated modes exhibit relatively similar vibra-
tional energies. This points to relatively similar binding properties in the elec-
tronic ground state and in substate II as well as in substate III.

The excitation spectrum does not show any vibrational satellite that is assign-
able to substate I. In particular, an excitation satellite that might correspond to
one of the most intense HT active satellites, the 531 cm–1 peak, is completely
absent.

Similarly,as outlined in Sect.4.2.4.3,all more intense vibrational satellites that
occur in the excitation spectrum (Fig. 15) are assigned to totally symmetric
Franck-Condon active fundamentals. (Compare also Sect. 4.2.3.) For the most
intense satellite, corresponding to the 708 cm–1 mode, one observes also the
second progression member (2 ¥ 708 cm–1). The same Huang-Rhys parameter
of Sª0.08 is obtained for this progression as is found for the 718 cm–1 progressi-
on of the ground state mode. S is determined by use of Eq. (13).Again, this result
allows us to conclude that the equilibrium positions of the potential hypersurfa-
ces of the states II and III are very similar to those of the ground state. The same
conclusion has already been drawn from the vibrational satellite structure of the
emission spectrum (Sect. 4.2.4.3).

For completeness, it should be added that excitation spectra have been re-
corded up to the energies where the low-lying singlets occur. Namely, the
lowest singlet S1 is found at 20,450 cm–1 [74, 95]. In the energy range between
the electronic origins of T1 and of S1, one observes only vibrational satellites,
which belong to the substates of T1 electronic origin(s). No other purely elec-
tronic transitions could be identified in this energy range [74]. In this re-
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spect, the experimental results do not correlate to the ab initio calculation of
Ref. [66].

4.2.6
Spin Lattice Relaxation – Background

The emission decay properties and the population dynamics of the different tri-
plet sublevels are, at low temperature, very often essentially determined by the
times of relaxation between these substates. The relaxation times can be very
long, when the energy separations between the substates are of the order of
several wavenumbers or less. This behavior is related to the property that the
excess energy of a higher triplet sublevel is not easily transferred to the lattice
due to the small density of states of lattice vibrations (phonons) in this energy
range and due to the requirement of spin-flips for transitions between these
substates. As already mentioned in Sect. 3.1.3, this type of relaxation is called
spin-lattice relaxation (slr). Although, it has been known for decades that such
slow processes are significant (e.g. see the Refs. [99, 113–121], the almost gene-
ral importance of these effects also for organometallic compounds has not yet
been fully recognized. Three processes are important and govern the relaxation
properties between closely lying electronic states, namely the direct, the Orbach,
and the Raman process (see Refs. [99, 116–121] and Fig. 19). In the literature, dif-
ferent mechanisms have been discussed which may induce a spin-flip due to an
interaction of phonons with the triplet sublevels of the molecule (e.g. see [99,
113–123]). It is important that phonon modes can cause fluctuations of mole-
cular properties, such as intramolecular distances, and thus can modulate elec-
tronic charge distributions, spin-orbit coupling, mixing coefficients between
different states, etc. However, it is not in the scope of the present investigation to
discuss these mechanisms.

The temperature dependence of the rates of spin-lattice relaxation is usually
described by considering the three different processes mentioned. They are
schematically sketched in Fig. 19. (Compare also Refs. [22, 24, 60, 62, 64, 65].) I,
II, and III represent, for example, the three triplet sublevels which are split by
several cm–1. It is assumed that one of the higher lying states, for example state
II, is populated by a relaxation from a still higher lying state or by a resonant
excitation of just this electronic state.

In the subsequent sections, these three slr processes are briefly explained.

4.2.6.1
The Direct Process

A relaxation from state II to state I may occur by an emission of one phonon with
the energy DEII,I , which is transmitted to the lattice (Fig. 19a).18 This process is
called the direct process of spin-lattice relaxation. The corresponding rate kslr

II,I
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process from state I to state II. Both up and down processes give rise to the direct process.



(direct) dominates rates of other processes of slr at low temperature T and exhi-
bits only a weak temperature dependence. For this rate one obtains (e.g. see the
Refs. [99, 116, 118, 24, 64, 65]):

3
kslr

II,I (direct) = 05 · |AII |V |I S|2 · (DEII, I)3 · coth(DEII, I/2kBT) (15)
2p�4Çv5

Ç is the mass density of the matrix material, v the (average) velocity of sound of
the matrix, and kB the Boltzmann constant. Thus, the rate is proportional to the
square of the matrix element and to the third power of the energy difference
DEII, I. It is remarked that for T Æ 0, coth (DEII, I/2kBT) approaches one.

4.2.6.2
The Orbach Process

At higher temperature, the relaxation may also proceed indirectly by the two-
phonon Orbach process. (Fig. 19b) Schematically, in this process, one phonon of
the energy DEIII, II is absorbed, while a second phonon of the energy DEIII, I is
emitted. (The inverse process has also to be taken into account.) The rate of the
Orbach process has been determined only recently also for a general pattern of
zero-field split states, as one finds often for the compounds of interest here. The
corresponding low-temperature approximation, representing an extended Or-
bach approximation, was derived in Refs. [64, 65]. A slightly approximated ex-
pression is given by the following equation [24, 65]
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Fig. 19. Schematic diagram to illustrate the different processes of spin-lattice relaxation (slr).
The states I, II, and III represent, for example, triplet substates of organometallic or related
compounds. The corresponding zero-field splittings (zfs) lie in the energy range of ª 0.1 to
about 102 cm–1. (Compare also Fig. 1)



CIII, IICIII, I (eDEIII, II/kBT + eDEIII, I/kBT)
kslr

II,I (Orbach) = 0400000000 (16)
CIII, IeDEIII, I/kBT (eDEIII, II/kBT – 1) + CIII, IIeDEIII, II/kBT (eDEIII, I/kBT – 1)

with the abbreviations

3
CIII, I = 05 · |AIII |V |I S|2 · (DEIII, I)3

2p�4Ç v5

3
CIII, II = 05 · |AIII |V |II S|2 · (DEIII, II)3 (17)

2p�4Ç v5

3
CII, I = 05 · |AII |V |I S|2 · (DEII, I)3

2p�4Ç v5

The parameters and matrix elements used are defined above or correspond
directly to the definitions given. The energy separations are specified in Fig. 19.

From the more general equation (16) one can obtain the original Orbach
expression, which was derived under the assumption of specific energy dif-
ferences, namely of DEIII, I ª DEIII, II = DE (compare the Refs. [99, 116, 117, 118,
121]:

2CIII, IICIII, I 1
kslr

II, I (Orbach) ≈ 003 · 06 (18)
(CIII, I + CIII, II ) eDE/kBT – 1

This expression can further be simplified for exp(DE/kBT) � 1 or DE � kBT.
Thus, one obtains

kslr
II, I (Orbach) ≈ const · (DE)3 · e–DE/kBT (19)

This simple approximation has – together with the consideration of the direct
process according to Eq. (15) – successfully been used to fit the temperature
dependence of the spin-lattice relaxation rate of [Ru(bpy)3]2+doped into
[Zn(bpy)3](ClO4)2 up to T ª 10 K [22]. However, application of the approxima-
tions given in Eqs. (18) and (19) does not lead to a successful fit of the experi-
mental data obtained for Pt(2-thpy)2, since the conditions given above concern-
ing the energy differences for these approximations do not hold.

For completeness it is mentioned that the rate according to the Orbach process
vanishes for T Æ 0 K and also for DE Æ 0 cm–1.

4.2.6.3
The Raman Process

In addition to the processes given in Fig. 19a and b, a two-phonon Raman scat-
tering process can also lead to a relaxation from state II to state I according to
Fig. 19c. The temperature dependence of the corresponding rate is usually
approximated by [116, 118, 119, 120]:

kslr
II, I (Raman) = R · Tn (20)
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with a constant R and n = 5 or n = 7 for non-Kramers ions [119]. For the com-
pounds studied here, the T5 dependence fits the experimental observations
much better than the T 7 dependence observed for other systems (e.g. see Refs.
[109, 116]).

4.2.7
Emission Decay and Rise Dynamics

In section 4.2.1 it has been shown that the T1 state of Pt(2-thpy)2 splits into three
substates separated by 7 cm–1 and 9 cm–1 with a total zfs of 16 cm–1 (Fig. 20). The
size of this splitting and the zfs pattern lead to interesting emission decay and
rise properties. These reflect an almost general, but not well known dynamical
behavior which occurs in many triplet sublevel systems of organometallic or
related compounds, though quite differently (e.g. see [19–24, 57, 58, 60–65,
72–75, 155]). Interestingly, the situation found for Pt(2-thpy)2 is more favorable
for optical investigations than the one of Pd(2-thpy)2 (see Sects. 3.1.1, 3.1.3, and
3.1.5), because the zfs of Pt(2-thpy)2 is large enough to be well resolved by high-
resolution spectroscopy. Combined with time resolution, one can elucidate
details of dynamical processes within the triplet sublevel system, in particular,
by investigating the individual triplet substates.

4.2.7.1
Emission Decay and Rise Properties for Different Excitation and Detection Energies

Figure 20 shows that the emission decay and rise behavior depends on the exci-
tation and detection energies at low temperature (T = 1.3 K). Such behavior
seems to be rather general for compounds with similar zero-field splittings [22,
24, 60, 62, 65] The dynamical properties of Pt(2-thpy)2 are discussed by use of
four different examples:

(a) A resonant excitation with a short laser pulse of substate III at 17,172 cm–1

is followed by relatively fast slr to the two low lying substates I and II. An
emission of state III is not observed, but one finds an emission rise of the
order of 30 ns when the emission of state I is detected selectively, for exam-
ple at the energy of the 531 cm–1 vibrational satellite (compare Fig. 13). The
result is shown in inset (a) of Fig. 20. (Compare Refs. [60, 62].) The specific
slr rate for the process from substate III to state I has been determined in
Ref. [65] as kslr

III, I (T = 1.3 K) ª 2 ¥ 107 s–1. After the rise of ª 30 ns one obser-
ves the usual emission decay of sublevel I with tI = (110 ± 3) µs. According
to Sect. 4.2.6, Orbach and Raman processes are usually unimportant at T =
1.3 K. Thus, the fast slr processes are ascribed to direct processes.

(b) Of particular interest is the emission decay of substate II.After a pulsed and
resonant excitation of the 0 Æ II transition at 17,163 cm–1, one observes a
strictly monoexponential decay for more than five lifetimes with a decay
constant of (600 ± 10) ns, if the emission is detected selectively, on a vibra-
tional satellite that corresponds to the state II emission, for example on the
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653 cm–1 satellite (see Fig.14).The corresponding decay rate is kexp = 1/600 ns
= 1.67 ¥ 106 s–1. This decay is mainly determined by the direct process of slr
from state II to state I (for a slight correction see the next subsection), since
at T = 1.3 K, the other two slr processes are again inefficient (Sect. 4.2.6).
Later in section 4.2.7.2, we will discuss the rate of slr between these two sub-
states II and I in detail. (Compare Fig. 20b and Refs. [24, 60, 62, 64, 65])

(c) If the interpretation of a relaxation from sublevel II to sublevel I, as discus-
sed above, is valid, it should be possible to observe the corresponding rise of
the emission of state I. This behavior is indeed found as seen in Fig. 20c. For
this experiment, the excitation is kept as before (see b)), but the emission is
monitored on a vibrational satellite that belongs selectively to the state I
emission (e.g. the 531 cm–1 satellite, see Fig. 13). After the emission rise, sta-
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Fig. 20. Triplet substates of Pt(2-thpy)2 and dynamical processes of spin-lattice relaxation at T
= 1.3 K. Pt(2-thpy)2 is dissolved in n-octane with a concentration of ª 10–5 mol/l. (a) Resonant
excitation at origin III (17,172 cm–1), detection of the emission from state I on the 531 cm–1

vibrational satellite at 16 625 cm–1. (b) Resonant excitation at the origin II (17,163 cm–1), detec-
tion of the emission of state II at the 653 cm–1 vibrational satellite at 16,510 cm–1. (c) Same exci-
tation as in (b), but detection of the emission of state I at the 531 cm–1 satellite at 16,625 cm–1,
see (a). (d) Excitation into a higher lying singlet (e.g. lexc = 337.1 nm), detection at 16,444 cm–1

with bandwidth of ª 5 cm–1. Thus, one monitors the emissions from state I on the 713 cm–1

vibrational satellite and the emission from state II on the 718 cm–1 satellite. (Compare the Refs.
[60, 62, 65])



te I decays with the usual emission decay time of sublevel I of tI = 110 µs.
(Compare Refs. [24, 60, 62].) 

(d) Finally, when Pt(2-thpy)2 is excited non-selectively, for example into an exci-
ted singlet – which corresponds to the usual experimental situation – one
finds the two decay components of 600 ns and 110 µs, since by the relaxation
both substates I and II are populated and both states exhibit their individu-
al emissions. (Compare Fig. 20d and Ref. [65].)

4.2.7.2
Spin-Lattice Relaxation at T = 1.3 K

The experimentally determined emission decay rate kexp of the higher lying tri-
plet sublevel II is not only determined by the slr rate kslr but also by the usual
radiative and non-radiative decay rates of state II to the electronic ground state
0 with kII, 0 = 1/tII. Thus, the slr rate is obtained by [24, 60, 65]

kslr = kexp – kII, 0 (21)

The emission decay time tII of state II (or the decay rate kII) is not directly mea-
surable, but it can be determined from the temperature dependence of the decay
rate of the emission to the ground state after the thermal equilibrium between
the triplet sublevels is attained (e.g. after several µs). The corresponding proce-
dure is well known (e.g. compare Refs. [105, 156, 157]) and has also been applied
to Pt(2-thpy)2 [65]. From this investigation one obtains a decay rate of kII, 0 =
(2.78 ± 0.2) ¥ 105 s–1 (tII = 3.6 µs) for substate II. With this value and with kexp=
1.67 ¥ 106 s–1 (see example (b) in Section 4.2.7.1) and by use of Eq. (21) one can
determine the slr rate to kslr (T = 1.3 K) = 1.39 ¥ 106 s–1. This rate corresponds to
a slr time of tslr = 720 ns. (Compare Fig. 20.)

At T = 1.3 K, the slr rate is exclusively determined by the direct process, as will
be shown explicitly below. By use of Eq. (15) and with the values of kslr (1.3 K) =
1.39 ¥ 106 s–1 and DEII, I = 7 cm–1 and under assumption of reasonable values for
the mass density (r ª 0.9 g/cm3, as determined from the crystal structure of n-
octane [85]) and the velocity of sound (v ª 1.3 km/s for a similar compound
[109,158]) one can estimate the size of the matrix element |·II|V|IÒ| to 1.1 cm–1

[65]. This interaction energy expresses the size of coupling of the triplet substa-
tes II and I induced by the phonon perturbation. Interestingly, application of a
magnetic field of B = 10 T reduces this matrix element to about 0.7 cm–1. In Ref.
[24], it has been proposed that this reduction could be related to a field-induced
reorientation of the spin system from the molecular frame towards the external
magnetic field axis.

4.2.7.3
Temperature Dependence of Spin-Lattice Relaxation

The temperature dependence of the slr rate may be used to determine the
importance of the different slr processes. Figure 21 shows that the rate of spin-
lattice relaxation from state II increases strongly with temperature. The data
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points are determined from the decay time of the emission of state II after cor-
recting the corresponding rates according to Eq. (21). The experimental data can
be well fitted, when all three processes of slr, sketched in Fig. 19, are taken into
account. In particular, for this specific situation of nearly equally zero-field split
triplet sublevels, one has to apply an extended Orbach expression according to
Eq. (16).19 Thus, application of the results of Sect. 4.2.6, in particular of the Eqs.
(15), (16), and (20) leads to Eq. (22).

kslr(T) = kslr(direct) + kslr(Orbach) + kslr(Raman) (22)

This expression describes the temperature dependence of the slr from state II to
state I of Pt(2-thpy)2 and is used for the fitting procedure.(Compare Refs. [24, 64,
65].) Eq. (22) contains six parameters after insertion of Eqs. (15), (16), and (20).
However, these are reduced to only two free fit parameters, since all energy sepa-
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Fig. 21. Temperature dependence of the rate kslr and time tslr of spin-lattice relaxation of state
II of Pt(2-thpy)2 dissolved in n-octane. The experimental data (points) result from the emissi-
on decay times of state II, but they are corrected according to Eq. (21). The solid line represents
a fit according to Eq. (22), while the broken and dotted lines give the contributions of the re-
spective processes. The inset shows the triplet sublevels and depicts schematically the three
different processes of spin-lattice relaxation. (Compare Ref. [24])

19 In a first report [60], we used the simplified original Orbach expression (Eq. (19)), but the
fitting procedure led only to an approximate description of the experimental data. In par-
ticular, this difficulty triggered our studies [64, 65] to develop the extended Orbach descrip-
tion.



rations are known from highly resolved spectra (Fig. 20), the ratio CIII, I/CIII, II is
determined as ª 1.2 [65, 148] from time-resolved excitation spectra, as presen-
ted in Sect. 4.2.9, CII,I is equal to the low-temperature limit of the spin-lattice
relaxation rate kslr (direct, T = 1.3 K) = 1/tslr = 1.39 ¥ 106 s–1 (see above), and the
exponent of Eq. (20) can be set to n = 5 (see below). Thus the fitting procedure
leads to the two unknown parameters and gives the solid line in Fig. 21. (For fur-
ther details see Ref. [65].)

The results obtained are also used to demonstrate graphically the relative
magnitudes of the three different processes that give the total rate of spin-latti-
ce relaxation kslr (T).For the temperature range between 1.3 K £ T £ 3 K, the total
rate kslr is nearly exclusively determined by the direct process.Above T ª 3 K and
above ª 6 K, the Orbach and the T5 Raman process, respectively, become impor-
tant. Although, the Raman process is less significant than the two other proces-
ses, its inclusion with R = (10 ± 3) K–5 s–1 improves the fit. (R results from the fit-
ting procedures, see Eq. (20).) However, a fit of the data points with a T7 power
law for the Raman process is also possible with slightly different values for the
two free fit parameters. But this uncertainty is not unexpected, when one takes
into account the contribution of kslr (Raman) with respect to the experimental
error. (Fig. 21) On the other hand, it has been shown for Pt(2-thpy)(CO)(Cl) that
a T5 dependence is required [24,65] Therefore, it seems to be reasonable to adopt
this power law also for Pt(2-thpy)2, since both compounds were investigated in
the same matrix material (n-octane).

In conclusion, the times of relaxation between different triplet substates can
be relatively long, such as 720 ns for Pt(2-thpy)2 at T = 1.3 K. As a consequence,
the emission of higher lying states cannot be frozen out. Therefore, the usually
monitored time-integrated emission spectra mostly represent super-imposed
spectra that stem from different excited states. Moreover, in this situation, the
emission decay behavior depends on the excitation and the detection energy.
At low temperature, usually the direct process of slr dominates for compounds
with zero-field splittings of the triplet by several cm–1, while with temperature
increase the slr becomes distinctly faster due to growing in of the Orbach and/or
the Raman process. The specific temperature dependence of the slr rate and
the importance of an individual process is essentially determined by the size and
pattern of zero-field splitting of the lowest triplet. In particular, when a real
electronic state, like state III, is present (see Fig. 19b and the inset of Fig. 21),
the Orbach process will dominate the Raman process. On the other hand, the
latter process will govern the temperature dependence of slr, if this third state is
absent [24, 65]. Since the pattern and size of zfs is chemically tunable, as is
schematically depicted in Fig. 1, the effective slr can also be varied chemically.
This aspect has recently been studied in the Refs. [24, 65] for a series of com-
pounds. Important differences in the relaxation behavior become also ob-
vious, when the properties of spin-lattice relaxation found for Pt(2-thpy)2
(this section) are compared to those observed for Pd(2-thpy)2 (Sects. 3.1.3
and 3.1.5).
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4.2.8
Time-Resolved Emission

In the previous section, it was shown that emission of Pt(2-thpy)2 decays at T =
1.3 K biexponentially with time constants of (600 ± 10) ns and (110 ± 3) µs, when
the compound is excited non-selectively, for example in the uv. This behavior is
a consequence of a population of state II by the intersystem crossing processes
and of the relatively slow depletion of this state II with a time constant of 600 ns.
This decay is mainly determined by the spin-lattice relaxation from state II to
state I. State I is also populated directly by the fast intersystem crossing route and
emits with its intrinsic decay time of 110 µs.Thus,during the first micro-seconds
after the laser pulse, state II is still populated and one obtains super-imposed
emissions stemming from two states with strongly different decay times.Accord-
ing to the large difference of these time constants discrimination of the two
emission spectra will be possible by applying time-resolved spectroscopy.

Indeed, this is successful as has been demonstrated in Ref. [60] and as shown
in Fig. 22. Figure 22a reproduces the emission spectrum detected immediately
after the exciting laser pulse (lexc = 337.1 nm, pulse widths 0.5 ns) with no time
delay (t = 0 ns) and integrated during a time window of Dt = 500 ns. Thus, one
obtains the fast and non-delayed emission spectrum which predominantly
results from state II.A totally different spectrum is recorded, when the emission
is monitored after a time being long compared to the slr time of 720 ns. For
example, with a delay of t = 10 µs after the laser pulse and using an integration
time of Dt = 60 µs (time window), one obtains the emission spectrum as repro-
duced in Fig. 22b. It represents the emission of state I.

The delayed emission spectrum is very similar to the time-integrated emis-
sion spectrum measured at T = 1.3 K. (Compare the Figs. 22b to 13.) Therefore,
this delayed spectrum is similarly assignable as described in Sects. 4.2.1 and
4.2.4. In particular, all vibrational satellites that are marked in Fig. 22b represent
false origins. Their intensities are vibronically (Herzberg-Teller) induced. Also
this delayed emission spectrum does not reveal any intensity at the position of
the electronic origin I.20

The fast and non-delayed emission spectrum (Fig. 22a) shows nearly the
same structure as the time-integrated spectrum measured at T = 20 K. (Fig. 14)
However, the satellites that result from state III (9 cm–1 higher lying peaks of the
“doublet”structure in the 20 K emission spectrum) do not occur in the fast spec-
trum. Obviously, at T = 1.3 K, an emission of state III is not observed. This is due
to the very fast slr processes to the lower lying triplet substates II and I. (Com-
pare also Sect. 4.2.9.) Thus, the fast spectrum represents the non-thermalized
emission spectrum of state II. The Boltzmann distribution does not apply im-
mediately after the excitation pulse, since the thermal equilibration is relatively
slow. (For details see Refs. [22, 24].) This state II emission spectrum is assigned
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20 The occurrence of the electronic origin II in the time-delayed spectrum is not expected on
first sight. However, its appearance is a consequence of a thermal repopulation of state II –
according to a Boltzmann distribution which applies after a sufficiently long delay time (see
Refs. [22,24]) – and of the relatively large transition probability of the II Æ 0 transition.



similarly as is discussed in Sects. 4.2.1 and 4.2.4. In particular, the electronic
origin II strongly dominates the spectrum and most of the vibrational satellites
are induced by Franck-Condon active vibrations.

In conclusion, it is possible for Pt(2-thpy)2, to separate the emission spectra
that are super-imposed in time-integrated spectra by time-resolved emission
spectroscopy. It is important that one also obtains a low-temperature (1.3 K)
emission spectrum from a higher lying state with the corresponding high spec-
tral resolution. This possibility is a consequence of the relatively slow spin-latti-
ce relaxation. Or vice versa, since the monitored time-resolved emission spectra
are clearly assignable to different triplet substates, these results nicely support
the concept of a slow spin-lattice relaxation as developed above. Moreover, the
results presented reveal even more distinctly a triplet substate selectivity with
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Fig. 22. Time-resolved emission of Pt(2-thpy)2 dissolved in n-octane (c ª 10–5 mol/l) and
monitored at T = 1.3 K. Excitation: lexc = 337.1 nm, pulse width ª 0.5 ns, repetition rate:
100 Hz. (a) The emission is detected without any delay and integrated over Dt = 500 ns. (b)
Detection of the emission after a delay of t = 10 µs and integrated over Dt = 60 µs. The ener-
gies of the vibrational satellites are given in cm–1 relative to the electronic origin II (a) and ori-
gin I (b), respectively. (Compare Ref. [60])



respect to the vibrational satellites than found for Pd(2-thpy)2 (see Sects. 3.1.4
and 3.1.5).

4.2.9
Determination of Relaxation Paths by Time-Resolved Excitation Spectroscopy

The subject of this section is to introduce an interesting new method which allows
us to determine very fast relaxation paths (order of one ps) by time-resolved
measurements with a time-resolution of the order of microseconds only. This
method is based on specific relaxation properties which occur within the system
of the three triplet substates. For the subsequent discussion, it is of special
importance that after a pulsed excitation at the electronic origin III and origin
II, respectively, state I (with the long-lived emission) is populated with different
rates. Thus, with a delayed detection of the emission, the excitation intensity
ratio IIII/III at the electronic origins III and II is larger than with a fast detec-
tion.21 The reason is that the fast measurement yields the direct response of the
short-lived state II, while the delayed one displays the response of the long-lived
state I. Since after excitation of state III, state I is populated more efficiently
than state II by about 20% [65], the larger excitation intensity ratio IIII/III in the
delayed measurement relative to the fast one is qualitatively explained.

4.2.9.1
Time-Resolved Excitation Spectra

According to the above discussions, the occurrence of differently efficient relax-
ation paths within the triplet system implies that the intensities of the excita-
tion peaks of the two electronic origin lines III and II will depend on the delay
time of detection. We will call such excitation spectra, for which the emission is
detected with different delay times, time-resolved excitation spectra.

In Fig. 23, low-temperature (T = 1.3 K) time-resolved excitation spectra are
shown [60]. The structures represent the origins corresponding to the triplet
sublevels II (at 17,163 cm–1) and III (at 17,172 cm–1) and a number of vibratio-
nal satellites. An assignment of these is presented in Sect. 4.2.5 by use of time-
integrated excitation spectra (Fig. 15). The electronic origin I is not observed,
since this transition is strongly forbidden. (Sect. 4.2.1) Both time-resolved exci-
tation spectra are detected at an emission energy centered at 16,444 cm–1 with a
bandwidth of 3 to 4 cm–1. By use of this detection energy the emissions of state
I and of state II can be monitored simultaneously.22 The fast, non-delayed exci-
tation spectrum (Fig. 23a) is detected with no delay after the laser pulse (t =
0 ns) and with a time window of Dt = 2 µs, while the delayed excitation spectrum
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21 The detection should be carried out by comprising vibrational satellites of the emission of
both states I and II. For details see next subsection.

22 This detection energy is chosen, since the 713 cm–1 vibrational satellite of the state I emis-
sion lies at 16,443 cm–1 ((17,156 – 713) cm–1 = 16,443 cm–1, Fig. 13), and the 718 cm–1 satel-
lite of the state II emission is found at 16,445 cm–1 ((17,163–718) cm–1 = 16,445 cm–1,
Fig. 14).



(Fig. 23b) is measured after a delay time of t = 10 µs and monitored with an inte-
gration time of Dt = 250 µs (time-window). After this long delay time the short-
lived emission has totally decayed, i.e. the initial population of state II is de-
pleted.

Interestingly, the predicted behavior with regard to the intensity ratios of the
electronic origins is clearly observed in Fig.23.The origin line III of the fast exci-
tation spectrum (Fig. 23a) is significantly less intense than the same origin line
III in the delayed spectrum (Fig. 23b). Both spectra are normalized with respect
to the intensity of origin II. From the spectra, one determines an intensity ratio
of 2.2 ± 0.2 for the origin lines III (ratio: delayed/fast). An estimate of this ratio
considering the processes that determine the population dynamics of the three
substates yields approximately the same value.
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Fig. 23. Time-resolved excitation spectra of Pt(2-thpy)2 in an n-octane matrix at T=1.3 K. (a)
Time-resolved detection of the emission with no delay time and with an integration time
(time window) of Dt = 2 µs. (b) Time-resolved detection of the emission with a delay time of
t = 10 µs and a time window of Dt = 250 µs. The emission is detected at 16,444 cm–1 with a spec-
tral bandwidth of ª 3 cm–1. This allows us to monitor the vibrational satellites at origin I –
713 cm–1 (� 16,443 cm–1) and at origin II – 718 cm–1 (� 16,445 cm–1) simultaneously. The spec-
tra are normalized with respect to the intensity of origin II. The spectra are only reproduced
up to ª 720 cm–1 from the electronic origins, but the same intensity ratio for the vibrational
satellites of 2.2 ± 0.2 (see text) is found for the whole range of our measurements up to ª
1500 cm–1. (Compare also the time-integrated excitation spectrum shown in Fig. 15 and Ref.
[60])



4.2.9.2
Determination of Relaxation Paths

The method and the results discussed in the preceding section can be utilized to
investigate an interesting question: Consider an excitation of a vibrationally
excited state of a specific triplet substate, for example, of substate III. Does the
relaxation path proceed downwards to the zero-point vibrational level of just
this triplet substate? Or, alternatively, does the relaxation path cross via a higher
lying vibrational-phonon state to a different substate? This question refers to
relaxation processes that occur on a picosecond time scale. However, here, the
answer can be given by use of time-resolved excitation spectra with a microse-
cond time resolution on the basis of a comparison of intensities of spectrally
resolved transitions. (Compare Fig. 24.)

The time-resolved excitation spectra (Fig. 23) show that all vibrational satel-
lites, including phonons, progressions, and combinations [148], corresponding
to origin III, exhibit an intensity ratio of 2.2 ± 0.2, when the intensity of a delay-
ed excitation satellite is compared to the intensity of a fast satellite.23 This is valid
at least up to satellites of ª 1500 cm–1 above the electronic origin. (Range of our
measurements, Fig. 23 reproduces only the range up to 720 cm–1, but see Ref.
[148]). The same intensity ratio of 2.2 ± 0.2 has also been determined for the
electronic origins.

If it is assumed that the crossing between the different substate systems pro-
ceeds via an excited vibrational/phonon state, the intensity ratio of the delayed
excitation peak relative to the fast one would for that specific vibrational satellite
(and presumably all higher lying ones) differ distinctly from the ratio found
for the electronic origins. However, such behavior is not observed, at least
for vibrational states up to ª 1500 cm–1 above the zero-point vibrational levels
of the triplet substates. Thus, it can be concluded that the relaxation from an
excited vibrational state takes place by a fast process within the individual po-
tential hypersurface of each triplet sublevel to its zero-point vibrational level
(intrasubstate relaxation). Subsequently, a comparatively slow slr and/or emis-
sion occurs from that electronic state. This result is schematically depicted in 
Fig. 24.

For completeness, it should be mentioned that this method of time-resolved
excitation spectroscopy can also be utilized successfully to correlate excited sta-
te vibrational satellites to their electronic substates by their specific time depen-
dences. This is helpful, for example, when the satellites are superimposed in
time-integrated excitation spectra [60, 148].

Time-resolved excitation spectra were also monitored for the energy range of
about 20,000 to 22,000 cm–1, where one observes the next higher lying singlet-
singlet transition which also exhibits a resolved vibrational structure. (Compa-
re also Sect. 4.3.) For this situation, we would not expect to observe any specific
time dependence of the vibrational satellite structures in time-resolved excita-
tion spectra, since these singlet state vibrations would certainly not interact se-
lectively with a specific potential hypersurface of a lower lying triplet sublevel.
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23 Satellite peaks corresponding to origin II are used for normalization.
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Fig. 24. Triplet substates I, II, and III of Pt(2-thpy)2 dissolved in an n-octane matrix, T=1.3 K.
The vibrational levels of the excited states are given as examples. They refer to the substates II
and III, respectively. By use of the new method of time-resolved excitation spectroscopy
(Sect. 4.2.9), it is demonstrated that an inter-substate crossing does not occur via excited
vibrational states, but it takes place after a fast relaxation to the zero-point vibrational level
of the respective triplet substate by relatively slow processes of spin-lattice relaxation [60].
The rates kslr

II, I [24, 60, 62, 64, 65] and kslr
III, I [65] are determined in the references given (see also

text). The intra-state relaxation rate of kic ª 1012 s–1 has been estimated for Pd(2-thpy)2
(Sect. 3.1.2.5). Several vibrational levels of the ground state are also given. FC and HT, respec-
tively, refer to Franck-Condon and Herzberg-Teller activity in the respective radiative deac-
tivations. (Compare Sect. 4.2.4)



Indeed, the time-resolved singlet excitation spectra do not show any time effect,
as is demonstrated in Ref. [60].

In conclusion, time-resolved excitation spectroscopy or, more correctly, exci-
tation spectroscopy with time-resolved detection of emission, opens access to
studies of intra- and inter-system crossing paths, i.e. of relaxation paths within
or between hypersurfaces of different triplet substate systems. This method –
applied for the first time in our investigation [60] for transition metal comple-
xes – complements other measurements of pico-/subpico-second time resoluti-
on. In particular, it is shown that after an excitation of a vibrational state of an
excited electronic triplet substate, the relaxation proceeds within the same tri-
plet substate system downwards to the zero-point vibrational level. Subsequent-
ly, an inter-system crossing to a different sublevel system occurs in a relatively
slow process by spin-lattice relaxation. This result fits well to the concept that a
spin-flip is usually slower than the process of intra-state relaxation.

Interestingly, this new method of time-resolved excitation spectroscopy
seems to be of rather general applicability. For example, similar results have
already been obtained for [Ru(bpy)3]2+[60], Pt(2-thpy)(CO)(Cl) [148], and
Pt(phpy)2 [148].

4.2.10
Localization/Delocalization – Background and Fingerprints

The question of whether an excited state of a metal complex is spatially local-
ized or delocalized over different ligands and the metal has been addressed to
several compounds. In most cases, a clear answer is not possible, whenever the
spectral information is hidden below broad and unresolved bands. This situati-
on is usually met when solutions or frozen solutions are investigated at room
temperature or at 80 K. Therefore, it is required to measure well-resolved spec-
tra to reach conclusive answers. From a series of investigations carried out re-
cently [21–23], it was deduced that the spatial extension of an excited state of
complexes, such as those discussed here24 , is controlled by the amount of metal
or MLCT character in these states. This property crucially determines the metal-
mediated electronic ligand-ligand coupling. It is important that the resulting
coupling energy exceeds any distortion energy induced, for example, by unsym-
metric environments. Corresponding concepts have already been developed in
solid state physics for localization mechanisms of excitons (selftrapped exci-
tons) or electrons (localized polarons) [159–165]. The basic message is that the
localization occurs if the distortion energy gained by the localization is larger
than the coupling energy that leads to the electronic delocalization. In principle,
these concepts are transferable to the compounds being of interest in the present
investigation.[155] However, the corresponding coupling and distortion ener-
gies are not known explicitly for any of these complexes. Thus, the balance men-
tioned cannot be made directly. Nevertheless, an experimental access to this
question of localization or delocalization is possible by isotopic labeling of the
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24 Here, complexes for which in the electronic ground state the ligands are related by symme-
try operations are referred to.



different ligands, i.e. by partial deuteration. In this situation, highly resolved
emission spectra clearly reflect fingerprints that carry the required information
(see below and the Refs. [18, 19, 21–23, 33, 47, 48]). From such investigations, it
has been deduced that in complexes with small metal character in the lowest
excited triplet states, such as [Rh(bpy)3]3+[19–22, 33] and [Pt(bpy)2]2+ [21, 22,
34] with zero-field splittings of the order of 0.1 cm–1, these states are ligand cen-
tered (LC) and localized on one ligand. These compounds are found on the left
hand side of Fig. 1. On the other hand, compounds, which exhibit distinct MLCT
character in the lowest triplets, experience a significant metal-induced ligand-
ligand coupling. This leads to excited states that are delocalized over the metal
and the different ligands, as in [Ru(bpy)3]2+and [Os(bpy)3]2+ [21, 22, 33, 47, 48].
The lowest triplets of these latter compounds are characterized by relatively
large zfs of 61 cm–1 and 211 cm–1, respectively [22] (see Fig. 1, right hand side).

The bpy-metal complexes shown in Fig. 1 seem to reflect two extreme situa-
tions. Consequently, it is of interest to investigate a compound, which lies be-
tween these positions with regard to the metal character. Fortunately, ortho-
metalated Pt(II)-compounds, and in particular Pt(2-thpy)2, fit well into the
series discussed. The triplet state of Pt(2-thpy)2 is assigned to be mainly of LC
character, but an MLCT admixture leads to a total zfs of 16 cm–1. For this situa-
tion of a distinctly smaller MLCT character and consequently a smaller metal-
induced electronic ligand-ligand coupling as compared to [Ru(bpy)3]2+ and
[Os(bpy)3]2+, it is not clear to which of the two situations Pt(2-thpy)2 belongs.
Thus, it is of interest to discuss, whether for this “intermediate” compound the
metal-induced electronic ligand-ligand coupling is sufficiently large to delocalize
the lowest excited triplet, or whether the coupling is still so small that already
weak distortions, such as those induced, for example, by the environment, are
sufficient to localize the excitation on one ligand.

It will be shown that the question of whether a localized or a delocalized ex-
cited state occurs can be answered also for Pt(2-thpy)2 by using the technique of
isotope labeling combined with high-resolution spectroscopic methods and
emission decay measurements. For this study, one compares suitable photophy-
sical properties of perprotonated and perdeuterated compounds to those of par-
tially deuterated ones. This procedure provides reliable fingerprints concerning
the localization/delocalization behavior [18, 21–23, 33, 47, 48].

4.2.10.1
Perprotonation/Perdeuteration

Perdeuteration of transition metal complexes, such as [Rh(bpy)3]3+, [Ru(bpy)3]2+,
[Os(bpy)3]2+, Pt(2-thpy)2, etc. leaves the complex symmetry usually unchanged.
Nevertheless, a number of characteristic effects can be observed:

Vibrational frequencies
Commonly, all vibrational frequencies of a perdeuterated complex are found to
be shifted to lower energies (red shifts), if compared with those of the perproto-
nated compound. The amount of red shift is connected to the contribution of
C-H/C-D vibrational component of the corresponding vibrational mode. Red
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shifts of more than 50 cm–1 for ligand vibrations in the 1000 to 1500 cm–1 range
are not unusual. (For example, see Refs. [18,19,21–23,33,34,47,48,166–172] and
compare the results found for Pt(2-thpy)2 that are shown in Fig. 25, see below.)

Emission intensity and decay time
Usually, the emission intensity and decay time increase upon deuteration of a
molecule due to decreasing non-radiative deactivation. This is a consequence of
the higher number of vibrational quanta, which are necessary to fit the energy
difference between the electronic ground state and the excited state in the deu-
terated case. Thus, the Franck-Condon factors between the lowest vibrational
level of the excited electronic state and the isoenergetic, highly vibrationally
excited levels of the electronic ground state become smaller (e.g. see Refs. [98,
173]). The consequence is a reduction of the non-radiative deactivation. For
example, factors of emission intensity increase of three (e.g. see Refs. [25, 169])
and even a hundred [174] have been observed. (Compare also the decay times
given for Pt(2-thpy)2 in Fig. 26, see below.)

Vibrational satellite structure
The vibrational satellite structure, for example of the emission spectrum, is al-
tered due to two different effects. First, because of the red shift of the vibrational
modes, as mentioned above, one observes the satellites at lower energies rela-
tive to the electronic origin. Secondly, the vibronic coupling property of a vibra-
tional mode depends on the specific normal coordinate of that individual mode.
Since the coordinates partly change with deuteration, the intensity of the corre-
sponding vibronic satellite may be modified distinctly. (Compare the Refs. [168,
169, 173, 175].) This effect is also observed, when the vibronic intensities found
for Pt(2-thpy-h6)2 are compared to those of Pt(2-thpy-d6)2, as is shown below in
Fig. 25 and in Ref. [23].

Shifts of electronic origins (0–0 transitions)
An important isotope effect seems to be less well known, although it has already
been well studied for organic molecules (e.g. see Refs. [170–173, 175–178, 25])
and metal complexes (e.g. see Refs. [18, 19, 21–23, 25, 33, 34, 47, 48, 169]). Due to
this effect, the electronic origins are mostly shifted to higher energies upon deu-
teration. (See also Table 10, below.) This behavior results from the physical prin-
ciple according to which a purely electronic transition between two electronic
states occurs always between the zero-point vibrational energies of these states.
A reduction of vibrational energies, being always connected with a deuteration,
leads to a decrease of the zero-point vibrational energies in the ground state and
the excited state. Due to different force constants in these states the reductions
are different. Consequently, a shift to higher energy (blue shift) of the electronic
origin line results upon deuteration, if the vibrational force constants of the elec-
tronic ground state are (on the average) larger than those of the excited state
(e.g. see Ref. [25]). Often, the amount of blue shift is largely independent of the
matrix material (see below and Ref. [171]). In this situation, the value of blue
shift may be used to characterize changes of force constants according to the
excitation process [25, 178].
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4.2.10.2
Deuteration of One Ligand

The question of whether different ligands of a homoleptic complex are electro-
nically involved in the low-lying excited states can be answered by investigating
spectral changes, which result from a partial deuteration, for example, of one
ligand. Interestingly, one observes clearly different spectroscopic features, if the
localized situation is compared to the delocalized one. This method has been
thoroughly tested for several compounds [19, 21–23, 25, 33, 34, 47, 48]. Never-
theless, it is useful to summarize the crucial points.

Fingerprints of a Localized Situation

In homoleptic complexes with weak electronic coupling between symmetry-
related ligands, a small energy gain induced by a weak distortion may already
exceed the coupling energy. For example, deuteration of one ligand can repre-
sent such a distortion. Consequently, the ligands can in many respects be re-
garded separately. In this situation, the electronic origin of the deuterated ligand
will be blue shifted and thus will be separated from the origin(s) of the other
ligand(s). This blue shift will approximately correspond to the amount that
would be observed, if the complex had only one single ligand. The value may be
as large as 60 cm–1, as has been found for [Rh(bpy)3]3+ [19].

Interestingly, absorption and excitation spectra react differently to partial
deuteration than emission spectra. One observes superimposed absorption or
excitation spectra, which correspond to the protonated and the deuterated
ligand, respectively, both reflecting their individual electronic origins and vibra-
tional satellite structures. On the other hand, the emission spectra will show dif-
ferent features, due to a fast intramolecular energy transfer from the deuterated
ligand to the protonated one. The deuterated ligand with its higher transition
energy can act as donor, and the protonated ligand with the lower transition
energy can be the acceptor. The resonance condition for an energy transfer is
fulfilled if the spectral overlap integral is non-zero. This is usually the case. Sin-
ce donor and acceptor belong to the same molecule it can be easily visualized
that even a weak electronic coupling can still induce an efficient intra-molecu-
lar radiationless energy transfer. (Compare Ref. [22], p. 170.) Thus, even if the
energetically higher lying electronic origin of the deuterated ligand is excited
selectively, the emission will occur only from the energetically lower lying pro-
tonated ligand(s) due to the fast excitation energy transfer. Consequently, the
vibrational satellite structure of the emission spectrum will exhibit the charac-
teristic vibrational frequencies of the protonated ligand(s) in this localized
situation [19, 21, 22, 33, 34].

For completeness it should be mentioned that the behavior described above
implies that the vibrational coupling between different vibrations through space
or induced by the heavy metal ion is weak. This is at least valid for the high
frequency internal ligand modes, as shown in Refs. [19, 21–23, 33, 34] for the
types of compounds that are of interest here. The weakness of the vibrational
coupling of high frequency modes is also addressed in the Refs. [179–183],
though for other compounds.
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In conclusion, the most important criterion for the assignment of a ligand
localized situation is reflected in the vibrational satellite structure of the emissi-
on spectrum of the partially deuterated compound. If this structure is determi-
ned by high-energy vibrational satellites of the protonated ligand, which is the
most probable case for a weakly coupled situation, the involved states will be
localized on the protonated ligand(s). This is a special case of a more general
rule, saying that the vibrational satellite structure (corresponding to a specific
electronic origin) reflects that spatial region of a molecule in which electronic
charge is redistributed during an electronic transition. (Compare also Ref. [183].)

Fingerprints of a Delocalized Situation

In a situation of electronically delocalized excited states with a necessarily sig-
nificant electronic ligand-ligand coupling, the resulting states are characterized
by properties of the whole molecule. Consequently, a deuteration of one ligand
will affect the whole molecule.Therefore,one expects to observe three character-
istic features for the delocalized situation.

1. Partial deuteration should not lead to additional electronic origins (0–0 tran-
sitions). In particular, an equal set of three triplet sublevels should occur. Just
this behavior is found for delocalized states of organic molecules [171, 172,
176–178].

2. The lowest electronic transition(s) will usually be shifted to higher energy.
However, since only part of the molecule is deuterated, the amount of blue
shift will only be part of that of the perdeuterated compound, provided that
matrix-induced site effects are small.

3. The most characteristic feature, however, will be observed in the structure of
the vibrational satellites. The change of the electronic charge distribution due
to an electronic transition is experienced by the whole molecule, in particu-
lar of both the deuterated and the protonated ligands. Thus, the emission
spectrum will exhibit ligand satellites of both protonated and deuterated
ligands. It is very important that these satellites belong to the same electronic
0–0 transition.

Recall that in this situation the purely vibrational coupling of internal high-fre-
quency ligand vibrations of different ligands is also small due to the large mass
of the metal [19, 21–23, 33, 34, 179–182].

Indeed it has been shown that the three criteria are valid for partially deute-
rated [Ru(bpy)3]2+ [21, 22, 33, 48] and [Os(bpy)3]2+ [22, 47]. It will be shown in
Sect. 4.2.11 that these criteria are also fulfilled for partially deuterated Pt(2-
thpy)2. But these criteria are not satisfied for partially deuterated [Rh(bpy)3]3+

[19, 21, 22, 33] and [Pt(bpy)2]2+ [22, 34], in which the excited states are ligand
centered localized.

4.2.11
Spatially Delocalized States in Pt(2-thpy)2

The information with respect to the spatial extension of the lowest excited tri-
plet state of Pt(2-thpy)2 can be obtained by use of the criteria developed in the
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preceding section. For their application it is required to investigate first, how the
electronic and vibrational structure of the perprotonated compound, Pt(2-thpy-
h6)2, is altered due to a perdeuteration to Pt(2-thpy-d6)2. Having this informa-
tion available, one can study Pt(2-thpy-h6)(2-thpy-d6) and thus one can come to
a judgement with regard to the involvement of both ligands in the respective
electronic transition.

4.2.11.1
Pt(2-thpy-d6 )2 Compared to Pt(2-thpy-h6 )2

Electronic origins and vibrational satellites
Figure 25 compares the 1.3 K emission spectrum of perprotonated Pt(2-thpy)2
to that of the perdeuterated compound. The assignment of the spectrum of Pt(2-
thpy-d6) follows that presented for Pt(2-thpy-h8)2. (See Sects. 4.2.1 and 4.2.4.)
Both electronic origins I and II of Pt(2-thpy-d6)2 are blue shifted by (36 ± 1) cm–1

(see also Fig. 26). The same value is also found for origin III [23], showing that
the relative splittings, i.e. the zero-field splittings, are maintained. Interestingly,
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Fig. 25. Emission spectra (time-integrated) of (a) Pt(2-thpy-h6)2 and (b) Pt(2-thpy-d6)2 dis-
solved in n-octane (Shpol’skii matrix) at a concentration of 10–5 mol/l. lexc = 457.9 nm. The
wavenumber scale gives the separation from the respective electronic origin I (set to zero). For
both compounds, origin I does not carry any emission intensity. All vibrational satellites that
correspond to fundamentals are false origins, i.e. they are vibronically (Herzberg-Teller) indu-
ced. Several vibrational modes of the perprotonated compound are correlated to those of the
perdeuterated one, they are connected by dotted lines. The spectrum (a) corresponds to the
one reproduced in Fig. 13. (Compare Ref. [23])



the same blue shifts of 36 cm–1 with maximum deviations of ± 2 cm–1 were found
in seven different n-alkane matrices for 30 different sites [143]. Thus, it can be
concluded that the influence of the matrix or the individual site is of little impor-
tance for the amount of blue shift. This indicates that the blue shift represents
mainly a molecular property. The occurrence of this shift is a consequence of a
reduction (on average) of the vibrational force constants of the triplet substates
relative to the force constants of the electronic ground state. However, it can be
concluded that the force constants do not strongly differ (on average), since the
amount of blue shift is relatively small. (Compare Ref. [25] and Sect. 5.) A simi-
lar conclusion has already been drawn from a comparison of the excited state
vibrational frequencies of T1 to those of the ground state S0. (Sect. 4.2.5)

Similarly as found for the perprotonated compound (Sect. 4.2.1), the electro-
nic origin I of Pt(2-thpy-d6)2 does not carry any intensity, while the purely
electronic transition between the ground state 0 and substate II is significantly
allowed.

The mechanisms that induce the intensities of the vibrational satellites in the
1.3 K emission of state I are assigned to be the same as discussed in Sect. 4.2.4.1
for the perprotonated compound, i.e. all vibrational satellites that correspond to
fundamentals represent false origins, they are Herzberg-Teller induced. (Com-
pare Sect. 4.2.2.)

The vibrational satellite structure corresponding to the emission of the elec-
tronic state I is distinctly altered due to the perdeuteration. As expected
(Sect.4.2.10.1),all vibrational frequencies are red shifted,apart from the phonon
satellite of 15 cm–1. However, by using the intensity distributions of the vibra-
tional satellites, it is possible to correlate many of the vibrational modes of the
perprotonated to those of the perdeuterated compound, as is carried out in
Fig. 25.

It is important that, according to Fig. 25, the information concerning the cor-
respondence of high frequency vibrations of the deuterated ligand relative to
those of the protonated ligand is available. A similar correlation has also been
carried out for those vibrational modes that are Franck-Condon active with re-
spect to the emission from state II, for details see Ref. [23].

Emission decay and spin-lattice relaxation times
As expected, perdeuteration leads to an increase of the emission decay time. In
particular, it is found that the decay time at T = 1.3 K of the lowest triplet suble-
vel I increases from tI([Pt(2-thpy-h6)2]) = 110 µs to tI ([Pt(2-thpy-d6)2]) = 140 µs
(Fig. 26).

Interestingly, the spin-lattice relaxation time according to the direct process
involving the triplet substates II and I remains unchanged within limits of expe-
rimental error.For Pt(2-thpy-h6)2 and for Pt(2-thpy-d6)2 the slr times at T = 1.3 K
are tslr (720 ± 10) ns and (710 ± 10) ns, respectively (see Sect. 4.2.7.2 and Ref.
[23]). Obviously, perdeuteration of the chromophore does not strongly influen-
ce the slr at low temperatures. Moreover, it is indicated that the matrix cages of
the two compounds in n-octane are similar. Otherwise one would expect to
observe distinctly different slr times as has been shown for Pt(phpy)2 (compare
Fig. 1) in n-octane [64].
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4.2.11.2
Pt(2-thpy-h6 )(2-thpy-d6 )

Partial deuteration of Pt(2-thpy)2 leads to very characteristic isotope effects,
which will be addressed in this section. An evaluation with respect to the spatial
extension in the excited state(s) requires detailed knowledge about the
electronic origins and the structure of the vibrational satellites observed in the
emission spectra, as was illustrated in Sect. 4.2.10.2.

Two sites in n-octane
Pt(2-thpy-h6)(2-thpy-d6) can also be doped into an n-octane matrix as the two
percompounds, and one also obtains highly resolved spectra. However, due to
slightly different chromophore-matrix interactions, the partially deuterated
dopant is built in on two different chromophore sites A and B, which give rise to
nearly equally intense emissions. The lowest electronic origin I of site A lies at
17,169 cm–1, while the corresponding 0–0 transition of site B is found at 8 cm–1
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Fig. 26. Energy level diagram for the triplet sublevels of (a) perprotonated, (b) partially deu-
terated, and (c) perdeuterated Pt(2-thpy)2 dissolved in an n-octane matrix (Shpol’skii matrix).
Emission decay times and spin-lattice relaxation times are given for T = 1.3 K. Several vibra-
tional satellites are specified, HT = Herzberg-Teller active vibration, FC = Franck-Condon
active vibration. The emission spectrum of the partially deuterated compound (b) exhibits
vibrational satellites of the two different ligands. (Compare Fig. 27b.) The data given for Pt(2-
thpy-h6)(2-thpy-d6) (b) refer to the lower lying site A. (Compare Ref. [23])



higher energy. Similarly, as for the two percompounds, the purely electronic
transitions between the states I and 0 are strongly forbidden for both
sites. Again, the second electronic origins II(A) at 17,176 cm–1 and II(B) at
17,184 cm–1, respectively, carry significant allowedness and can therefore direct-
ly and selectively be excited. Thus, one obtains well separated site A-emission
spectra. In particular, this possibility provides clear proof for the assignment of
sites. In the subsequent discussion we want to focus only on site A, since the pro-
perties of site B seem to be very similar.

Checking of fingerprints
With respect to the criteria presented in Sect. 4.2.10 (Fingerprints of a delocali-
zed situation), it is an important result that also Pt(2-thpy-h6)(2-thpy-d6) exhi-
bits only one set of three triplet sublevels (criterion (1)). The three electronic
origins of the triplet of site A are equally blue shifted by 13 cm–1 relative to the
energies of the perprotonated compound. (Fig. 26) This value for site A is some-
what smaller than one half of the total blue-shift of 36 cm–1 as found for the per-
deuterated Pt(2-thpy)2. (Site B exhibits a blue shift of 21 cm–1. The mean value of
the blue shift is (13 + 21)/2 = 17 cm–1.) Thus, the intrinsic effect, which results
from differences of the zero-point vibrational energies of the excited state and
the ground state (Sect. 4.2.10) is superimposed by a slight shift due to the chro-
mophore-matrix interaction. Nevertheless, criterion (2) of Sect. 4.2.10.2 is also
fulfilled.

Criterion (3) of Sect. 4.2.10.2 represents the most important fingerprint
for the occurrence of a delocalized situation. This criterion is based on the
vibrational satellite structure of the emission spectrum. Therefore, in Fig.
27b, the 1.3 K emission spectrum of Pt(2-thpy-h8)(2-thpy-d8) is reproduced.
The compound is excited selectively at the electronic origin II at 17,176 cm–1

of site A. For a better comparison of the vibrational satellite structures, the
spectra of the two percompounds of Fig. 25 are also shown in Fig. 27. Further,
the electronic origins I of all three compounds are set to zero on the wave-
number scale. Figure 27 demonstrates clearly that the partially deuterated
compound exhibits a large number of vibrational satellites which have to be
assigned to both ligands, the protonated and the deuterated one. (See also
Table 8) According to criterion (3), this comparison is only carried out for
the high-energy internal ligand modes with n– > 550 cm–1. It is stressed that all
these vibrational satellites belong to one single electronic origin I, which lies
at 17,169 cm–1. In particular, this result can only be explained in a delocalized
model.

The results discussed above, in particular those concerning the vibrational
satellite structures (shown in Fig. 27) allow us only to conclude on a delocalized
situation for substate I of the triplet state T1. However, an equivalent conclusion
can also be drawn from the 4.2 K emission spectra (not reproduced, but see Ref.
[23]). In this case, one observes mainly the emission that results from state II.
Again, vibrational satellites corresponding to both ligands are observed in the
emission spectrum of Pt(2-thpy-h6)(2-thpy-d6), and they belong only to one
single origin II at 17,176 cm–1 (site A). It follows that the triplet sublevel II is also
delocalized over the two ligands.
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Interestingly, the information with respect to an involvement of the two
ligands is manifested by different vibrational coupling mechanisms, i.e.by Herz-
berg-Teller activity and by Franck-Condon activity of an emission of state I and
state II, respectively. Obviously, the coupling mechanisms are not significantly
altered due to partial deuteration.

In an additional experiment it was also possible to demonstrate [143] that
after application of a high magnetic field of B = 12 T the lowest excited state is
still delocalized, as is evidenced again by the occurrence of vibrational satellites
corresponding to both ligands in the emission of the magnetically strongly per-
turbed state IB. Since the radiative properties of state IB are largely determined
by those of state III due to the Zeeman interaction, one can conclude that suble-
vel III of Pt(2-thpy-h6)(2-thpy-d6) is also delocalized over the metal and the two
ligands [23] (Compare also Refs. [22, 184]).
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Fig. 27. Emission spectrum of (b) Pt(2-thpy-h6)(2-thpy-d6) at T=1.3 K of site A. For compari-
son, the spectra of (a) Pt(2-thpy-h6)2 and (c) Pt(2-thpy-d6)2 are also reproduced. (Compare
Fig. 25.) The compounds are dissolved in an n-octane matrix (= Shpol’skii matrix) with a con-
centration of c ª 10–5 mol/l. The compounds (a) and (c) are excited at lexc = 457,9 nm (�
21,839 cm–1),while the partially deuterated compound (b) is site-selectively excited at the elec-
tronic origin II (17,176 cm–1) of site A. The wavenumber scales are set to zero with respect to
the electronic origins I of all three compounds. The emission spectrum (b) of Pt(2-thpy-h6)(2-
thpy-d6) exhibits many vibrational satellites in the high-energy range of internal ligand vibra-
tions of the protonated and of the deuterated ligand (related by arrows). All satellites in this
spectrum (b) belong to the same electronic origin I at 17,169 cm–1. (Compare Ref. [23])



Emission decay time
Finally, we discuss briefly the emission decay behavior. At T = 1.3 K, the emis-
sion decay time is mainly determined by radiative and non-radiative processes
of state I. For Pt(2-thpy-h6)(2-thpy-d6) one finds a value of (120 ± 3) µs, which
thus lies between (110 ± 3) µs and (140 ± 3) µs of the perprotonated and per-
deuterated compounds, respectively (see also Fig. 26). Apart from the effects of
spin-lattice relaxation occurring in the first microseconds, the decay is strictly
monoexponential, at least over five lifetimes. It is important that the decay is
exactly equal, when measured on a vibrational satellite, which is related to the
protonated part of the molecule (e.g. 713 cm–1 satellite) and to the deuterated
part (e.g. 685 cm–1 satellite), respectively. (Fig. 27b) This result also strongly sup-
ports the assignment to a delocalized excited state. A similar behavior has also
been observed for [Os(bpy)3]2+, for which the lowest triplet states are also delo-
calized [47].

In summary, highly resolved emission spectra of compounds with isotopical-
ly labeled ligands reflect clear fingerprints with respect to the spatial extension
of excited states. Using these relatively simple and distinct fingerprints, which
are based mainly on comparisons of emission properties of perprotonated, per-
deuterated, and partially deuterated compounds, one can decide whether an
excited state is localized or not. This procedure is applied to Pt(2-thpy)2, and it
could be shown that all criteria developed for a delocalized situation are fulfil-
led, while the fingerprints for the description of a localized situation do not fit
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Table 8. Prominent satellites of high-frequency vibrational ligand
modes found in the T = 1.3 K emission spectra of Pt(2-thpy-h6)2,
Pt(2-thpy-h6)(2-thpy-d6), and Pt(2-thpy-d6). All satellites belong to
the respective electronic origin Ia

Pt(2-thpy-h6)2 Pt(2-thpy-h6)(2-thpy-d6) Pt(2-thpy-d6)2
[cm–1] [cm–1] [cm–1]

site A
17156 b 17169 b 17192 b

578 578
614 614

631 631
685 685

713 713
724 724

1112 1114
1230 1230
1260 1260

1293 1293
1393 1393

1411 1411
1462 1462(1) 1461
1484 1484

a Experimental error ± 1 cm–1.
b Electronic origin I corresponding to the lowest triplet substate I.



to the experimental findings. Thus, it is concluded that the three substates of the
lowest excited triplet of Pt(2-thpy-h6)(2-thpy-d6) being doped into an n-octane
matrix cage are delocalized over the metal and the two different ligands [23].
Although, the partial deuteration induces a slight distortion, this effect is not
large enough to induce a localization. From this result it also follows that the tri-
plets of the homoleptic, more symmetric percompounds Pt(2-thpy-h6)2 and
Pt(2-thpy-d6)2 are delocalized, too.

4.3
Higher Lying States of Pt(2-thpy)2

The possibility of obtaining well-resolved spectra of higher lying electronic sta-
tes is very often restricted due to overlapping absorptions of different states and
due to the very short lifetimes of these states. (Compare also the discussion with
respect to Pd(2-thpy)2 in Sect. 3.2.) Still, it is achievable to monitor better resol-
ved excitation spectra of (perprotonated) Pt(2-thpy)2 for the energy range from
ª 17 100 cm–1 to ª 26,000 cm–1, than shown in Fig. 12.

S0 ÆÆ T1

The lowest triplet state T1 of Pt(2-thpy)2 has been characterized thoroughly
in the preceding sections. The three triplet substates are observed at 17,156,
17,163, and 17,172 cm–1. At higher energies, one finds a large number of vi-
brational satellites that correspond to the substates II and III (Fig. 15). There
is no indication of an occurrence of any other electronic transition between
this S0 Æ T1 transition and the next higher lying electronic origin at 20,450 cm–1

[74].

S0 ÆÆ S1

Figure 28 shows some resolved structure in the energy range between ª
20,000 cm–1 and 22,000 cm–1. This structure seems to correspond to the shoulder
that is seen in the absorption spectrum reproduced in Fig. 12 near 21 700 cm–1

(ª 460 nm) with a molar extinction coefficient of ª1900 l/mol cm [145]. The cor-
responding state has been assigned in Ref. [53] to a singlet of MLCT character
(S1). This classification is confirmed by ab initio calculations in a CASPT2 study,
in which the corresponding transition is found at 20,440 cm–1. Grouptheoreti-
cally, this state is assigned in C2v to 1A1 [66].

The resolved excitation spectrum shows an electronic origin at 20,450 cm–1

and a number of vibrational satellites (see Fig. 28a and Refs. [74, 95]). The reso-
lution is restricted to ª 100 cm–1. Therefore, it is not reasonable to try to assign
the satellites to vibrational modes that are known for the T1 state and the S0 sta-
te, respectively.

The inset of Fig. 28 reproduces the magnetic field dependence of the origin
peak at 20,450 cm–1 up to B = 12 T (at T = 1.5 K). One does not observe any shift,
splitting or change of the lineshape of this peak. Therefore, it is strongly indi-
cated that the corresponding excited state is a singlet, thus confirming the assign-
ment to the S1 state as discussed above.
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Interestingly, the low-energy flank of the electronic origin at 20,450 cm–1 can
be sufficiently well approximated by a Lorentzian lineshape function, while a fit
to a Gaussian lineshape is not successful, indicating that the transition is homo-
geneously broadened. (Compare Sect. 3.2 and the Refs. [103, 104].) From the
Lorentzian fit, a halfwidth (fwhm) of ª 100 cm–1 is determined, which can be
related by use of Eq. (2) to a lifetime of the S1 state to ª 5 ¥ 10–14 s. (Fig.29) Accord-
ing to the relatively high quantum efficiency of the T1 emission of Pt(2-thpy)2
of f ª 0.3 [53] even at room temperature, it is reasonable to ascribe the short-
ness of this decay time mainly to an efficient intersystem crossing from S1 to T1

with a rate of kisc ª 2 ¥ 1013 s–1. This rate is more than one order of magnitude
larger than found for Pd(2-thpy)2 (Sect. 3.2). Presumably, the large rate in Pt(2-
thpy)2 is related to the higher spin-orbit coupling and the small energy separa-
tion between the states S1 and T1 of DE(S1 – T1) ª 3280 cm–1. Thus, an intersys-
tem crossing process in Pt(2-thpy)2 from S1 to T1 requires only three vibratio-
nal quanta of ª 103 cm–1 as compared to Pd(2-thpy)2 for which five quanta of this
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Fig. 28. Excitation spectra of Pt(2-thpy)2 dissolved in n-octane (a) at zero magnetic field and
T = 4.2 K and (b) for different magnetic fields at T = 1.5 K. Concentration ª 10–5 mol/l. For
detection, the energy of 16,444 cm–1 with a band width of ª 5 cm–1 was used, in order to moni-
tor simultaneously the 713 cm–1 and 718 cm–1 vibrational satellites that correspond to the
emissions of the triplet substates I and II, respectively. Under magnetic fields (b), the detec-
tion energy is red-shifted according to the size of the field-induced red shift of these satellites.
The total excitation spectrum is composed of different spectra. The spectral resolution of the
equipment is ª 5 cm–1 and ª 160 cm–1 for energies below and above the vertical line near
22,300 cm–1, respectively. Note, the halfwidth given in (b) refers to the fwhm of a Lorentzian
line shape function which was fit to the red flank of the corresponding peak. (Compare also to
the Refs. [74] and [95])



energy are necessary for this relaxation process. Therefore, the differences in
intersystem crossing efficiencies are not unexpected (e.g. see Refs. [98] and [99,
p. 249]).

S0 ÆÆ S2

The dominating peak at 23,150 cm–1 with a halfwidth of ª 650 cm–1 (Figs. 28 and
29) corresponds obviously to the peak found in the absorption spectrum of
Fig. 12 near 23,800 cm–1 (ª 420 nm) with a molar extinction coefficient of
ª 10,700 l/mol cm [145]. The corresponding electronic state has been classified
in Ref. [53] as a 1MLCT state. Due to the ab initio study of Ref. [66] the state is
assigned to the second singlet that has also dominant MLCT character. The
CASPT2 calculations place this state to ª 23,450 cm–1. In a C2v complex sym-
metry, this second singlet is classified as 1B2 [66].
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Fig. 29. Energy level diagram for Pt(2-thpy)2 dissolved in n-octane. The electronic origin line
I (0–0 transition) is not observed at zero magnetic field. The corresponding triplet substate I
is radiatively deactivated via vibronic (HT = Herzberg-Teller) mechanisms. (Compare Fig. 13.)
The emission lifetime given refers to T=1.3 K. The emissions from the triplet substates II and
III are intense at the electronic origins and show vibrational Franck-Condon (FC) satellites.
(Compare Fig. 14.) The lifetime of the S1 state of 50 fs is determined from the homogeneous
linewidth of the S0 Æ S1 electronic transition at T = 1.3 K. (Compare Fig. 28)



5
Assignments and Trends

In this review, we were mainly interested in studying photophysical properties of
the lowest triplet states, although some information about higher lying states
could also be worked out. Pd(2-thpy)2 and Pt(2-thpy)2 have been chosen as well
suited representatives for detailed case studies, since the metal participation in the
wavefunctions of the low-lying states increases strongly, when going from the
Pd(II)- to the Pt(II)-compound. Although this tendency seems to be obvious one
has, however, only rarely the opportunity to obtain a deeper insight into the con-
sequences of this increase on photophysical properties. In this respect,Pd(2-thpy)2
and Pt(2-thpy)2 represent outstanding examples due to the possibility of obtaining
detailed information from highly resolved optical spectra, from characteristic
emission dynamics, and from ODMR and PMDR spectroscopic investigations.

In this section, photophysical properties of Pd(2-thpy)2 and Pt(2-thpy)2 are
compared along two lines. In a first step, properties of these two compounds are
contrasted in Table 9, and in a second step, a series of properties is related to tho-
se of other organometallic compounds or metal complexes with organic ligands
in Table 10. In particular, this comparison elucidates a number of clear trends
and points the interesting aspects of chemical tunability.

5.1
Comparison of Photophysical Properties and Assignments

Table 9 relates a number of photophysical properties of Pd(2-thpy)2 to those of
Pt(2-thpy)2.

– The total zero-field splitting of the lowest triplet state T1 increases by a factor
of ª 80 from about 0.2 cm–1 in Pd(2-thpy)2 to 16 cm–1 in Pt(2-thpy)2.

– The emission decay time of the long-living triplet sublevel I decreases by
more than a factor of ten from 1200 µs in Pd(2-thpy)2 to 110 µs in Pt(2-thpy)2.

– The intensity of metal-ligand (M-L) vibrational satellites relative to the inten-
sity of all vibrational satellites is by about 50% larger in Pt(2-thpy)2 as com-
pared to Pd(2-thpy)2.

– The transition energies of the T1 state of Pd(2-thpy)2 and of Pt(2-thpy)2, re-
spectively, lies by ª 2100 cm–1 and ª 3400 cm–1, below the T1 energy of the free
ligand (Not specified in Table 9, but see Ref. [18]).

– The lifetime of the lowest singlet state S1 is mainly determined by an intersys-
tem crossing process from S1 to T1. This time decreases by a factor of 16 from
800 fs in Pd(2-thpy)2 to 50 fs in Pt(2-thpy)2.

All these properties clearly reflect the larger MLCT character in the lowest tri-
plet state of Pt(2-thpy)2 as compared to Pd(2-thpy)2.

Interestingly, the increasing metal character has also important consequences
on binding properties and on the spatial extension of the T1 state.

– With increasing MLCT character, the nuclear equilibrium positions of the
excited T1 state become more similar to those of the electronic ground state.
This is reflected in the vibrational satellite structures. In particular, the maxi-
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mum Huang-Rhys parameter S – that measures shifts along normal coordi-
nates of different electronic states – is by a factor of about four smaller in
Pt(2-thpy)2 than in Pd(2-thpy)2. (Table 9) A similar trend is also found for
other compounds as is discussed below. (See also the Refs. [18, 22].)

– The MLCT admixture to the ligand centered (LC) wavefunctions leads to a
metal-induced electronic ligand-ligand coupling. Obviously, in Pt(2-thpy)2
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Table 9. Photophysical data of Pd(2-thpy)2 and Pt(2-thpy)2 at T = 1.3 K in an n-octane matrix

Property Pd(2-thpy)2 Pt(2-thpy)2 Sections, References,
Remarks

S2 ª 26 ¥ 103 cm–1 23,150 cm–1 3.2, 4.3, [54, 66]
S1 23,836 cm–1 20,450 cm–1 3.2, 4.3
t(S1) 800 fs 50 fs 3.2, 4.3
kisc(S1 Æ T1) a 1.3 ¥ 1012 s–1 20 ¥ 1012 s–1 3.2, 4.3
T1 18,418 cm–1 17,156 cm–1 3.1.1, [56–58], and 

(substate I of T1), 4.2.1, [59, 60]
DE(S1–T1) 5,418 cm–1 3,278 cm–1 DE refers to state III

zfs
DEIII, I 2E c = 2.886 GHz 16 cm–1 b 3.1.5, [61], and 

(� 0.0962 cm–1) 4.2.1, [59, 60, 62]
DEIII, II D c > 6.6 GHz 9 cm–1

(� 0.22 cm–1)
DEII, I 7 cm–1

tI 1200 µs 110 µs 3.1.3, [58], and
tII 235 µs 3.6 µs 4.2.7, [59, 60, 62, 65, 95]
tIII 130 µs -d

tslr(II Æ I) tslr
d � tI 720 ns 3.1.3 and 4.2.7,

[24, 60, 62, 64, 65]
tic

e ª 1 ps – d 3.1.2.5
Anharmonicity xe in T1 0.002 – d 3.1.2.4
Smax

f ª 0.3 ª 0.08 3.1.2.3 and 4.2.4.3
Int.(M-L vibr.)/ ª 20% ª 30% [18]
Int.(all vibr.) g

Assignment of T1
3LC + small 3LC + significant 5.1, [18, 56–60]
MLCT admixtures MLCT admixtures

Spatial extension in T1 – d delocalized 4.2.11, [23]

a Intersystem crossing rate kisc=1/t(S1).
b Total zero-field splitting.
c D and E are the zero-field splitting parameters. 2 E corresponds to the energy difference be-

tween the substates I and III. [61].
d Not yet determined.
e Intrastate conversion time in a substate of T1 for an excited vibrational mode of ª 103 cm–1.
f Maximal Huang-Rhys parameter for the T1 ´ S0 transition.
g Intensity ratio of vibrational satellites of metal-ligand (M-L) modes relative to all vibratio-

nal modes, determined for the T1 Æ S0 transition.



this coupling is large enough to delocalize the electronic wavefunctions of all
three triplet substates over the metal and the two ligands, at least in the rigid
n-octane matrix. For Pd(2-thpy)2 the corresponding information is not avail-
able yet. However, according to the investigations carried out for [Ru(bpy)3]2+

and [Rh(bpy)3]3+ [21, 22, 33] and the discussion presented below, it is sug-
gested that the metal participation in the T1 state of Pd(2-thpy)2 is not suffi-
cient to delocalize the excited state.

Table 9 summarizes also the energies of the low-lying singlets S1 and S2. These
are shifted by about 3 ¥ 103 cm–1 to lower energy, when going from Pd(2-thpy)2
to Pt(2-thpy)2. This relatively large shift indicates an increasing metal participa-
tion also in the singlets. Indeed, the CASPT2 ab initio studies carried out by Pier-
loot and Ceulemans et al. [66] lead to the assignment of these states as being lar-
gely of 1MLCT character.

Interestingly, the energy separation between the lowest singlet S1 and the tri-
plet T1, DE(S1-T1), follows also this trend. For Pd(2-thpy)2 one finds DE(S1-T1) =
5418 cm–1 which is reduced to 3278 cm–1 in Pt(2-thpy)2. Presumably, the relati-
vely small DE(S1-T1) value of Pt(2-thpy)2 is also connected to the larger spatial
extension of the excited state wavefunctions in this latter compound as compa-
red to Pd(2-thpy)2.

In summary, the excited T1 state of Pd(2-thpy)2 can be assigned as being
dominantly of 3LC(3pp*) character. This is strongly supported by the value of
zero-field splitting which is nearly as small as found for organic compounds. On
the other hand, the emission decay time is by about three orders of magnitude
smaller than in many organic molecules. Obviously, the small MLCT admixture
to the 3LC(3pp*) state induces a higher radiative transition probability in Pd(2-
thpy)2, again as compared to organic compounds. Pt(2-thpy)2 exhibits a signifi-
cantly larger MLCT participation in the T1 state, as is demonstrated by all the
results discussed above. However, a comparison of the photophysical properties
of Pt(2-thpy)2 to those of [Ru(bpy)3]2+and [Os(bpy)3]2+, for which the MLCT
character of the lowest excited states is well established [3, 4, 21, 22, 33, 35–50],
shows clearly that the lowest triplet state of Pt(2-thpy)2 cannot be characterized
as being mainly of 3MLCT character. It is more adequate to classify it as 3LC
(3pp*) state with significant MLCT admixtures. These assignments will further
be supported by ranking a larger number of compounds with respect to the
importance of the metal participation in the lowest excited states. (See below.)

5.2
Chemically Tunable MLCT Character

In the preceding subsection an important trend is indicated. An increasing
MLCT participation in the lowest T1 state is connected with a decreasing geo-
metry change of this state as compared to the electronic ground state. This beha-
vior has been observed by comparing the corresponding properties of Pd(2-
thpy)2 to those of Pt(2-thpy)2. Interestingly, this trend is also observed, when the
series of compounds is extended to other homoleptic complexes, namely to
metal-bipyridine compounds, as summarized in Table 10.
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For [Rh(bpy)3]3+, it is known that the lowest triplet has to be assigned as
3LC(3pp*) state, which is only slightly metal-perturbed [19, 21, 22, 30–34]. On
the other hand, the lowest states of [Ru(bpy)3]2+and [Os(bpy)3]2+represent
3MLCT states [3, 4, 21, 22, 35–50]. In Table 10, these compounds including Pd(2-
thpy)2 and Pt(2-thpy)2 are arranged in order of increasing zero-field splitting of
the lowest triplet, i.e. according to increasing strength of metal/MLCT partici-
pation in this state. (Compare also the assignments given in Table 10.) Data for
the free bpy-ligand are given for comparison. This series shows a clear trend:

1. The blue shift of the S0 ´ T1 transition induced by a deuteration of the
ligands decreases clearly with increasing metal participation in the T1 state.
This behavior becomes even more obvious, when the values of blue shifts per
proton are related. For this comparison only those ligands (giving the num-
ber of protons) are taken into account that are involved in the electronic tran-
sition. In Sect. 4.2.10.1 and in Refs. [21, 22, 25, 172, 178, 185] it is shown that
the size of deuteration-induced blue shift can be taken as a measure for the
change of vibrational force constants (on average) of the involved electronic
states.Thus,with increasing MLCT character, the vibrational force constants of
the ground state S0 and the excited T1 state become on average more similar.

2. For the individual vibrational modes or force constants an equivalent trend is
indicated. For example, the ground state S0 and the excited state T1 frequen-
cies of Pt(2-thpy)2 are still clearly different (see the Figs. 14 and 15 and
Table 7). However, for [Os(bpy)3]2+ with a typical 3MLCT state, ground state
frequencies deviate from those of the excited state only by ± 2 cm–1, as far as
they have been determined (see Ref. [22, p. 228]).

3. A corresponding trend is also observed for the Huang-Rhys parameter S.
According to Sect. 4.2.3, this parameter reflects the shift of the equilibrium
position of a specific normal coordinate between the electronic ground state
and the excited state. For the series given in Table 10, it is seen that an increas-
ing MLCT character leads to a smaller Huang-Rhys parameter. This implies
smaller changes of the equilibrium positions of the potential hypersurfaces.
Probably, the reduction of the S value by a factor of three to four represents
also an indication for a chemically tuned transition from a localized to a delo-
calized situation. (Compare Sects. 4.2.3, 4.2.10, and 4.2.11.)

In summary, a growing MLCT admixture induces an increasing covalency. Thus,
beyond a certain MLCT admixture, the charge distribution is smeared out over
the whole complex. It follows that the simple picture of a transfer of one electron
charge from the metal to one ligand is not adequate to describe the states of the
compounds discussed here. Presumably, the net amount of charge transfer from
the metal to the ligands in the course of the excitation process is relatively small.
Therefore, the term “MLCT state” might be misleading, if applied uncritically.

6
Summary

The detailed spectroscopic investigation of the two representative organometal-
lic compounds, Pd(2-thpy)2 and Pt(2-thpy)2, allowed us to obtain a deep insight
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into a series of photophysical properties. In particular this was possible, since we
could measure and interpret highly energy-resolved emission and excitation
spectra of the regions of electronic origins and vibrational satellites, time-resolv-
ed excitation and emission spectra, the detailed emission rise and decay behav-
ior, and for Pd(2-thpy)2 also ODMR and PMDR spectra. It seems to be useful,
to summarize several interesting results and highlights:

6.1
Orbital Character

The orbital character of the lowest triplet state of both compounds is classified
to be mainly ligand centered of 3pp* character, though perturbed by a small
MLCT admixture in Pd(2-thpy)2, but by a significant MLCT participation in
Pt(2-thpy)2. (Table 9, Sect. 5, and Refs. [18, 56, 59]) The importance of this MLCT
admixture is most clearly reflected in the size of the total zero-field splitting
(Fig. 1, Refs. [18–24]).

6.2
Delocalized T1 State in Pt(2-thpy)2

Pt(2-thpy)2 represents a compound with a significantly smaller MLCT contribu-
tion in the lowest excited triplet than found for [Ru(bpy)3]2+or [Os(bpy)3]2+.
(Compare also Fig. 1.) For example, the amount of zero-field splitting of the tri-
plet, being characteristic for the MLCT or d-orbital admixture, is smaller by a
factor of about four for Pt(2-thpy)2 than for [Ru(bpy)3]2+. Nevertheless, for Pt(2-
thpy)2 (doped into a rigid n-octane matrix), one still finds an electronically delo-
calized state, as mainly shown by fingerprints reflected by partially deuterated
compounds. From this behavior, we come to the conclusion that for homoleptic
compounds with symmetry related ligands even a moderate metal character
couples the ligands sufficiently and thus induces a delocalized situation in the
triplet state. For Pd(2-thpy)2, the corresponding information is not yet available.
However, it is suggested that the metal-mediated ligand-ligand coupling is too
small to induce a delocalization. (See also Sects. 4.2.10, 4.2.11, Table 10, and Refs.
[22, 23].)

6.3
Binding Situation in the Excited State T1 Compared to the Ground State S0

From the vibrational satellite structures, one can infer differences of the binding
situation in the electronic ground state S0 as compared to the excited state T1. In
particular, it is shown that the nuclear equilibrium positions and the vibrational
force constants of these two states differ only slightly, whereby the binding pro-
perties in Pt(2-thpy)2 are even more similar than in Pd(2-thpy)2. This effect is
ascribed to the larger MLCT admixture in the T1 state of the Pt(II) compound.
(Tables 9, 10 and Refs. [18, 56, 59, 60].)
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6.4
Relaxation Times

The internal conversion time within a potential surface of an individual triplet
substate has been determined for Pd(2-thpy)2 to tic ª 1 ps from the homoge-
neous linewidth of a vibrational satellite in the T1 excitation spectrum. Intersys-
tem crossing times could be evaluated for Pd(2-thpy)2 and for Pt(2-thpy)2 to tisc
ª 0.8 ps and to ª 50 fs, respectively. (Figs. 5 and 29) These times have been deter-
mined from the homogeneous linewidths of the corresponding S0 Æ S1 transiti-
ons. On the other hand, the relaxation time from one triplet sublevel to another
one, the spin-lattice relaxation (slr) time, is orders of magnitude longer and can,
in part, be measured directly. For Pt(2-thpy)2, the slr time between the two
lowest triplet sublevels amounts to tslr = 720 ns at T = 1.3 K. (Fig. 20 and Refs. [24,
60, 62, 64, 65]) For Pd(2-thpy)2, the slr times are much longer than the longest
emission decay time at T = 1.3 K (tslr � 1 ms) and may be of the order of one
second.

6.5
Processes of Spin-Lattice Relaxation

At low temperature, the processes of spin-lattice relaxation between the triplet
substates are slow.With temperature increase, the slr rates increase strongly. For
Pt(2-thpy)2, three different processes govern the slr. At a temperature below T ª
3 K, the slr rate is exclusively determined by the direct process.Above T ª 3 K, the
Orbach process and above T ª 6 K, the T5 Raman process, become additionally
important. For Pd(2-thpy)2, the processes that govern the slr have not been
determined yet, but it is suggested that the Raman process is of main importance,
since no real electronic state lies in the energy vicinity of the T1 state. (Figs. 19,
21, and Refs. [24, 60, 62, 64, 65].)

6.6
Time-Resolved Emission

Due to the slow processes of spin-lattice relaxation, an emission of a higher lying
triplet substate cannot be frozen out even at very low temperature. Thus, emis-
sions of different substates are often superimposed in the usually monitored
time-integrated spectra. This fact can strongly complicate an interpretation.
However, by use of the method of time-resolved emission spectroscopy, sepa-
rated triplet sublevel spectra are obtained for Pd(2-thpy)2 (Fig. 8) and for Pt(2-
thpy)2 (Fig. 22). Thus, a more reliable assignment of the spectra, particularly in
the regions of the vibrational satellites is achieved [58, 60].

6.7
Vibrational Satellites Induced by Herzberg-Teller and Franck-Condon Activities

Pd(2-thpy)2 and Pt(2-thpy)2 are very suitable compounds for studying different
radiative deactivation processes that involve vibrational modes. The long-lived
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triplet substates of both compounds are nearly exclusively deactivated by
vibronic coupling mechanisms according to Herzberg-Teller processes. This is
particularly pronounced for Pt(2-thpy)2. As the corresponding transition at the
electronic origin is spin- and symmetry-forbidden, spin-vibronic coupling and
the combined effect of spin-orbit coupling together with vibronic coupling seem
to be important. (Fig. 17) On the other hand, the shorter-lived triplet substates
with significantly allowed transitions at the electronic origins are vibrationally
deactivated mainly by Franck-Condon satellites, though with very weakly
appearing progressions. The maximum Huang-Rhys parameter is determined
to S ª 0.3 and ª 0.08 for Pd(2-thpy)2 and Pt(2-thpy)2, respectively (Fig. 18).

6.8
PMDR Spectroscopy and Time-Resolved Emission

Pd(2-thpy)2 was investigated by applying the methods of time-resolved emissi-
on (Fig. 8) and phosphorescence-microwave double resonance (PMDR) spec-
troscopy (Fig.10).By both methods, the vibrational satellite structures are resolv-
ed and reveal spin selectivity in these satellites. Thus, vibrational satellites can
be assigned to the respective triplet substates. The complementary character of
these two methods is demonstrated for the first time for transition metal com-
pounds [58, 61] (Compare Sects. 3.1.4 and 3.1.5.).

6.9
Determination of Relaxation Paths

By monitoring excitation spectra with a time-resolved detection of the emissi-
on, briefly called “time-resolved excitation spectroscopy”, it is possible, to iden-
tify specific relaxation paths.Although, these occur on a ps time scale, only mea-
surements with a µs time resolution are required. It is shown that the relaxation
from an excited vibrational state of an individual triplet sublevel takes place by
a fast process of intra-system relaxation (on the order of 1 ps) within the same
potential surface to its zero-point vibrational level. Only subsequently, a relati-
vely slow crossing to a different sublevel is possible. This latter process is deter-
mined by the slow spin-lattice relaxation. A crossing at the energy of an excited
vibrational/phonon level from this potential hypersurface to the one of a differ-
ent substate does not occur (Fig. 24, Ref. [60]). This method of time-resolved
excitation spectroscopy, applied for the first time to transition metal complexes,
can also be utilized to resolve spectrally overlapping excited state vibrational
satellites and to assign these to their triplet substates.

7
Outlook

It is our interest to extend the concept [18–24] of correlating the size of zero-
field splitting with photophysical properties also to other organometallic and
related compounds. This is of special interest, since the zfs reflects the impor-
tance of metal and/or MLCT participation in the wavefunctions of the lowest
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triplet state. Obviously, such a correlation that comprises compounds with dif-
ferent types of electronic transitions, i.e. different involved orbitals, should not
be carried out too rigorously. Nevertheless, a classification of a large number of
compounds according to the size of total zero-field splitting (DEIII,I) seems to be
attractive, since such a series implies aspects of a chemical tunability. The cor-
responding ordering is given in Table 11. (Compare also Fig. 1.) Pd(2-thpy)2 and
Pt(2-thpy)2 are included in this series, and it is seen that Pd(2-thpy)2 belongs to
the group of small metal character in the low-lying triplet state, while Pt(2-
thpy)2 is placed at an intermediate position.

It is not intended in this outlook to discuss properties of the given com-
pounds individually.However, the large number of photophysical data presented
in Table 11 is well-suited to point to some potentialities and trends:

– From the information concerning the size of zero-field splitting, transition
energy, emission decay times, and messages that are reflected in the vibratio-
nal satellite structures (not included in Table 11, but see the references given)
one can identify molecular orbitals of dominant importance for the excited
triplet states.

– The values of zero-field splittings DEII,I and DEIII,I vary over a large range. This
property has already been applied to select different situations, i.e. com-
pounds for which specific processes of spin-lattice relaxation become effective.
These processes largely control the population dynamics of a triplet system
and thus significantly determine the emission properties at low-temperature.
(Compare Sects. 3.1.3 to 3.1.6, 4.2.6, and 4.2.7 and the Refs. [22, 24, 60–62, 64,
65, 72–75, 90].)

– With increasing metal d and/or MLCT character, the metal mediated electro-
nic ligand-ligand coupling becomes larger. This stabilizes increasingly a delo-
calized excited state in homoleptic compounds with symmetry related
ligands as compared to a localization tendency that might be induced by
unsymmetric distortions. Thus, it is indicated that in homoleptic compounds
with small MLCT character (small zfs splittings) the excited triplets are local-
ized, while in compounds with a larger MLCT character (larger values of zfs)
the lowest excited states are delocalized. This aspect has been addressed in
Sect. 5 (Table 10) and in Sects. 4.2.10 and 4.2.11. (Compare also the Refs. [18,
21, 23, 33, 47, 48].)

In summary, Table 11 provides information concerning the very large ranges of
photophysical properties of organometallic or related compounds. In particular,
transition energies, zero-field splittings, transition probabilities, emission decay
times, spin-lattice relaxation times, etc. cover ranges that are not found in purely
organic molecules. Thus, the classes of transition metal compounds discussed
here, represent interesting sources for new materials or applications as men-
tioned in Sect. 1.
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