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Preface

For a long time, the properties of transition metal and rare earth compounds
have fascinated chemists and physicists from a scientific point of view. Re-
cently, also the enormous potential of these compounds as new materials
has become evident. Applications in different fields are now established,
such as new laser materials, IR to visible upconversion materials, systems
involving photoredox processes for solar energy conversion, new photo-
voltaic devices, phosphorescent sensors, and in particular electrolumines-
cent devices (OLEDs). The applications mentioned are directly related to the
properties of the electronic ground state and the lower-lying excited states.
Metal complexes with organic ligands or organometallic compounds exhibit
outstanding features as compared to purely organic molecules. For instance,
metal compounds can often be prepared and applied in different oxidation
states. Furthermore, various types of low-lying electronic excitations can be
induced by a suitable choice of the metal center and/or the ligands, such as
metal-centered (MC, e.g. d-d* or f-f* transitions), ligand-centered (LC, e.g.
p-p*), metal-to-ligand-charge transfer (MLCT, e.g. d-p*), intra-ligand-
charge-transfer (ILCT) transitions, etc. In particular, the orbitals involved in
the resulting lowest excited states determine the photophysical and photo-
chemical properties and thus the specific use of the compound. It is also
high interesting that the lowest excited electronic states can be shifted over
the large energy range from the U.V. to the I.R. by chemical variation of the
ligands and/or the central metal ion. Moreover, these excited states have
mostly spin-multiplicities different from those of the electronic ground
states. Thus, in contrast to organic molecules, spin-orbit coupling induced
by the metal center is of crucial importance, for example, for the splitting
and the population and decay dynamics of these multiplets as well as for
transition probabilities and emission quantum yields. In summary, transi-
tion metal and rare earth compounds can be prepared with photophysical
properties that are over a wide range user-definable. In view of the fascinat-
ing potential of these compounds, it is of substantial interest to develop a
deeper understanding of their photophysical properties. In this volume1,

1 See also the preceding volumes, Electronic and Vibronic Spectra of Transition Metal
Complexes I and II, edited by H. Yersin, Topics in Current Chemistry 171 (1994) and 191
(1997) and two companion volumes, Transition Metal and Rare Earth Compounds – Excit-
ed States, Transitions, Interactions I and II, edited by H. Yersin, Topics in Current Chemis-
try 213 (2001) and 214 (2001)



leading scientists present modern research trends in comprehensive reviews
which not only provide a deep insight into the specific subjects, but are also
written in a style that enables researchers from related fields and graduate
students to follow the interesting presentations.I am convinced that the con-
tributions in the present and in the companion volumes demonstrate the
attractiveness and the great potential for applications of metal compounds
and that a more detailed understanding of the photophysical properties will
open pathways for new developments.

Regensburg, Germany
April 2004 Hartmut Yersin

VIII Preface
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Abstract Triplet emitter materials present attractive possibilities for optimizations of or-
ganic/organometallic light emitting diodes (OLEDs). This is due to the significantly high-
er efficiencies obtainable with these compounds as compared to organic emitters. In this
contribution, first a schematic introduction is given, how an OLED device is built-up and
why multi-layer structures are preferred. Then a basic model is presented, how electron-
hole recombination, i.e. the exciton formation process, can be visualized and how the
singlet and triplet states of the (doped) emitter compounds are populated. This takes
place by specific singlet and triplet paths. The occurrence of such paths is explained by
taking into account that the dynamical process of exciton trapping involves dopant-to-
matrix charge transfer states (1,3DMCT states). It is also explained, why the excitation en-
ergy is harvested in the lowest triplet state of organo-transition-metal complexes. Due to
spin statistics, one can in principle obtain an efficiency of a factor of four higher than
using organic singlet emitter molecules. Simple comparisons suggest that electron-hole
recombination should preferentially occur on the triplet emitter itself, rather than on ma-



trix molecules with subsequent energy transfer to the emitter. Further, it is pointed out
that essential photophysical properties of organometallic triplet emitters depend system-
atically on the metal participation in the triplet state and on the effective spin-orbit cou-
pling. These factors control the amount of zero-field splitting (ZFS) of the triplet state
into substates. Increase of ZFS corresponds to higher metal character in the triplet state.
Higher metal character reduces the energy difference between excited singlet and triplet
states, enhances the singlet-triplet intersystem crossing rate, lowers the emission decay
time, changes the vibrational satellite structure, decreases the excited state reorganization
energy, etc. These effects are discussed by referring to well characterized compounds.
Based on a new ordering scheme presented for triplet emitter materials, a controlled de-
velopment of compounds with pre-defined photophysical properties becomes possible.

Keywords Triplet emitters · OLED · Organic/organometallic light emitting diode · Exciton
trapping · Emission properties · Electroluminescence · Electrophosphorescence ·
Ordering scheme for triplet emitters

1
Introduction

Transition metal compounds with organic ligands or organometallic com-
pounds1 find an increasing interest due to their large potential for new pho-
tophysical and photochemical applications. This is particularly valid for
compounds which exhibit high emission quantum yields from the lowest
triplet states to the singlet ground states. Such compounds are frequently
found. Their emission colors may lie in the whole visible range from the
blue to the red and also in the IR. The emission decay times are usually or-
ders of magnitude longer than those of purely organic singlet emitters. The
compounds are often photo-redox active involving the triplet states and can
be stable over the whole redox cycle. These photo-redox properties are im-
portant, for example, in systems that convert solar energy into electrical or
chemical energy [1–3]. Moreover, emission spectra or decay times of the or-
ganometallic compounds are often sensitive to environmental factors, such
as oxygen, water, rigidity of the environment, pH value, specific organic va-
pors, concentration of glucose, or simply vary with temperature, etc. Thus,
these compounds are also in the focus of the strongly developing field of lu-
minescence sensors [4–10].

In the scope of this chapter, organometallic triplet emitters are of particu-
lar interest due to their promising use in electro-luminescent devices such
as OLEDs (organic/organometallic light emitting diodes). (See for example
[11–16].) In Sect. 2, the construction and working principle of an OLED is

1 In the chemical nomenclature organometallic compounds contain direct metal-carbon
bonds, while this is not necessarily the case for metal compounds with organic ligands.
In the scope of this review, however, this distinction is not always important. Therefore,
mostly the shorter term organometallic compounds is used in a more general meaning.

2 H. Yersin



presented on an introductive basis. Specifically, by use of organometallic
compounds, it is possible to obtain, at least in principle, a four times higher
electro-luminescence efficiency than with typical singlet emitters. This prop-
erty is related to the specific mechanisms of exciton formation in the elec-
tron-hole recombination zone and to fast and efficient intersystem crossing
(ISC) from the excited singlet to the light emitting triplet state. This process
of accumulating the excitation energy in the lowest excited triplet state is of-
ten called triplet harvesting. These mechanisms are addressed in detail in
Sect. 3.

The triplet states of the emitter materials play an essential role in OLEDs.
Therefore, it is highly desirable to control the properties of these states and
to synthesize compounds with pre-defined behavior. However, this is only
achievable if a good understanding of the electronic structures of the states
involved in the emission process is available. In particular, it is very useful
to know how these electronic states react on chemical variations, changes of
the environment or temperature. Obviously, there are already important ap-
proaches to these objectives available. For example, variations of emission
energies and redox-potentials with ligand replacements or substitutions
have been studied especially for complexes of Ru(II) and Os(II) [17–22], but
also of Re(I) [23, 24], Ir(III) [13, 25] and others (e.g., see [12, 22, 26–29])2.
Modifications of emission properties with solvent or matrix variation have
been described for many organometallic compounds [22, 23, 30–34]. Of par-
ticular interest are those factors that determine emission decay times and
photoluminescence quantum yields. In this respect, one has to consider
symmetry effects, spin-orbit coupling (SOC) of the emitting state to higher
lying states, self-quenching (for example, by triplet-triplet annihilation re-
sulting from interactions between adjacent excited emitter compounds), ra-
diationless energy transfer to impurity centers, vibronic coupling, vibra-
tional energies, coupling to the environment, etc. Specifically, vibronic cou-
pling is responsible for radiationless deactivation. This coupling leads to the
well-known energy gap law. It relates the increase of radiationless deactiva-
tion and thus a decrease of photo-luminescence quantum yield and emission
decay time to a decrease of the energy separation between the emitting state
and the ground state (see for example [20, 23, 30, 32, 35]; for background
information see also [35–39]).

In the present investigation, a different strategy leading to a control of
photophysical properties is discussed. In this approach, a new ordering
scheme is presented which is based on the extent of metal participation,
such as 4d or 5d orbital character, in the emitting triplet state. The metal
participation in the corresponding wavefunction is also responsible for the
importance of spin-orbit coupling. Interestingly, the corresponding extent
of these influences is displayed in the size of the splitting of the triplet state

2 References are only given as examples.

Triplet Emitters for OLED Applications. Mechanisms of Exciton Trapping 3



into substates, the total zero-field splitting (ZFS). This parameter can be var-
ied over more than three orders of magnitude by appropriate combination
of the transition metal ion and the organic ligands. This ordering scheme is
presented in Sect. 4. The essential photophysical effects that are induced by
the increasing metal character in the triplet state are discussed in Sect. 5.
The paper is concluded with Sect. 6.

2
OLED Structure and Device Architecture

Figure 1 shows the basic and simplified structure of an OLED which is large-
ly built up of organic materials. Under action of a driving voltage of 5 to
10 V or even lower, electrons are injected from a metal cathode with a low
work function into the electronic state corresponding to the LUMO (lowest
unoccupied molecular orbital) of the adjacent layer material (electron trans-
porting layer). In this layer, the electrons hop via the LUMOs of neighboring
molecules towards the anode. The hopping process under action of an exter-

Fig. 1 Basic set-up of a layered OLED structure. Electrons and holes are injected from the
respective electrodes (metal cathode, semiconducting and transparent anode). The
charge carriers move from different sides into the recombination/emitter layer, where
electrons and holes recombine and excite the doped emitter molecules (asterisks, e.g., or-
ganometallic triplet emitters). For more details see Fig. 2. For clarity, light emission is
only shown for one direction although the photons are emitted in all directions

4 H. Yersin



nal driving potential is related to a specific electron mobility. It is remarked
that the electron mobility in organic materials is orders of magnitude small-
er than in crystalline inorganic semiconductors. This is due to the quasi-lo-
calized nature of the electronic states in disordered (amorphous) organic
materials, the relatively small overlap of electronic wavefunctions of neigh-
boring molecules, and other irregularities of molecular packing within the
layers. The charge carrier transport occurs in these disordered materials
mainly by thermally activated hopping processes.

The anode of the device is a transparent semiconducting layer which usu-
ally consists of a nonstoichiometric composite of SnO2 (10–20%) and In2O3

(90–80%), usually called indium tin oxide (ITO). This material is coated, for
example, on a glass support. The ITO layer exhibits a low work function for
hole3 injection into the highest occupied molecular orbital (HOMO) of the
organic material which acts as hole conducting layer. Again, the hole mobili-
ty in the amorphous organic layer material is much smaller than the mobili-
ty via the valence band of an inorganic semiconductor.

Both particles, electron and hole—coming from the different elec-
trodes—move from opposite directions towards the recombination layer.
There they can combine and form excitons. This may happen near to the
layer interface, on matrix molecules within the layer, and/or at doped emit-
ter molecules. In suitable cases, as required for OLEDs, this leads to a popu-
lation of excited states of the emitter material which subsequently emits
light. Obviously, this process should occur with high efficiency. Details of
the mechanism of exciton formation and population processes of excited
emitter states are discussed in the next section.

The simple set-up of an OLED as presented in Fig. 1 is in most cases not
well suited to exploit the potential of efficiency of light emission that is in
principle obtainable. Independent from the quantum efficiency of the emit-
ter molecules, losses can occur for several reasons, such as poor adjustments
of workfunctions of the electrodes relative to the HOMO/LUMO of the adja-
cent organic layers, bad alignments of HOMOs and LUMOs of the different
organic layers relative to each other which can cause charge carrier trapping
and unfavorable space charges, unbalanced electron and hole transports,
low electron or hole mobility which can lead to ohmic losses, low cross sec-
tions for electron-hole recombination, low light outcoupling efficiency, etc.

3 The HOMO of a neutral organic molecule us usually populated with two electrons. If
one electron is taken off, for example by transferring it to the anode, the remaining situ-
ation is characterized by a positively charged molecule. Subsequently, the free electron
position in the HOMO can be populated by an electron from the HOMO of a neighboring
molecule. Thus, the positive charge has moved to the neighbor. An equivalent process oc-
curs involving the next nearest neighbor, and so on. Thus, the positive charge—called a
hole—moves from molecule to molecule into direction of the cathode. Such a hole has
properties of a particle, it carries a positive charge, a spin (the one of the residual elec-
tron) and can move with a specific hole mobility by use of the HOMOs.

Triplet Emitters for OLED Applications. Mechanisms of Exciton Trapping 5



The OLED technology is far from being completely developed, although sub-
stantial progress has been made during the last years.

An improved OLED device structure is displayed in Fig. 2 and will subse-
quently be discussed on an introductory basis. By careful adjustment of the
different layers a much more efficient OLED can be constructed (device ar-
chitecture). The device shown consists of eight layers including the elec-
trodes and the glass support. (1) and (2): The cathode is mostly built-up by
a bi-layered material to reduce the work function of electron injection. For
example, Al/LiF [40, 41] or Ag/MgAg [42, 43] are frequently applied. (3): In
most devices, Alq3 (q�=qol�=8-quinolinolato-O,N) is used as electron trans-
porting layer [40–45]. (4): Holes, coming from the anode, have to be present
with high density in the recombination layer, but they should be blocked
from further transport to the cathode. Therefore, hole blocking increases
the efficiency of light emission. This is achieved by a material with a suffi-
ciently low lying HOMO (e.g., see [44]). On the other hand, it is important
that this layer does not block electron transport. In many cases, BCP (bath-
ocuproine=4,7-diphenyl-2,9-dimethyl-1,10-phenanthroline) has been em-
ployed as hole blocking layer [16, 40, 42–44]. (5): In the recombination or
emitter layer, holes and electrons have to be accumulated at high, but bal-
anced densities and should recombine to induce light emission. The device
efficiency depends essentially on the emitter compound as well as on the

Fig. 2 Example of an optimized OLED structure. (1) (2): cathode, Ag and LiF. (3): elec-
tron transporting layer; Alq3 (=Alqol3). (4): hole blocking layer, BCP. (5): electron-hole
recombination zone/emitter layer, PVK doped, for example, with Ir(ppy)3. (6) and (7):
anode, PEDOT doped with PSS (6) for improvement of hole injection and substrate
smoothness and ITO (7) (=indium tin oxide). (8): glass support. For further details and
explanations see text

6 H. Yersin



matrix material of layer (5). Particularly efficient emitter compounds are or-
gano-transition-metal complexes, which are in the focus of this contribu-
tion. They are doped into a suitably selected layer (matrix) material. It seems
to be advantageous, when the electron-hole recombination occurs directly at
the doped emitter molecules (see Sects. 3.1 and 3.4). Obviously, the HOMO
and LUMO positions of the emitter layer matrix material have to fit to those
of the adjacent layers as well as to the oxidation potential of the electronic
ground state and to the reduction potential of the (active) excited state of
the doped emitter. Moreover, the triplets of the matrix molecules have to lie
at higher energies than the triplets of the doped emitter molecules. Other-
wise, the emission of the dopants would be quenched. A successful emitter
layer is, for example [43], PVK (polyvinylcarbazole) doped with about
5 wt% Ir(ppy)3 (fac-tris(2-phenylpyridine)Ir(III)). PVK represents a good
hole transporting polymer. It is remarked that also several other matrix ma-
terials have successfully been tested with Ir(ppy)3 as emitter compound
(e.g., see [40, 44]). However, in this latter case other materials of the adjacent
layers might be required to obtain a fit of the potentials. (6) and (7) are
the anode layers. (7) is the transparent ITO anode, while (6) is a material
used to improve hole injection and substrate smoothness. For this material
PEDOT (poly(ethylenedioxythiophene) doped with polystyrenesulfonic acid
(PSS) has, for example, been applied [43, 46]. It is remarked that good con-
tact between the ITO and the PEDOT:PSS layers is crucial. Thus, specific
cleaning of the ITO substrate, for example, by oxygen plasma or UV ozone
treatment is required, e.g. see [47, 48]. (8): Finally, the layers discussed so
far have to be positioned on a support, since the total thickness of the layers
(1) to (7) is only about 300 nm (Fig. 2). Mostly, a glass support is employed.

Obviously, the state of art of research and development of highly efficient
devices cannot be summarized in this introductory discussion of device ar-
chitecture. This would be outside the scope of the present review. Here it is
only possible to point to several recent further developments in various fields,
such as (i) improvement of light outcoupling by controlling interference ef-
fects [49, 50], (ii) increase of charge carrier mobilities by doping of donors
into electron conducting materials or acceptors into hole-transporting layers
[51], (iii) improvement of adaption of workfunctions for hole and electron in-
jection and optimization of redox potentials of the different layers (compare
review [45]), (iv) development of materials with sufficiently high glass-transi-
tion temperature to avoid crystallization [45], (v) use of organosiloles as elec-
tron transporting materials [52–55], (vi) high-efficiency white light OLEDs
[56], (vii) techniques for increase of device lifetime by device encapsulation
to prevent water or oxygen penetration [57, 58], and (viii) materials and/or
methods for better or less expensive OLED fabrication [59–61], etc.
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3
Exciton Formation and Energy Harvesting in the Triplet State

3.1
Model of Exciton Formation

It is instructive to discuss how the process of electron-hole recombination
and the formation of a neutral exciton and finally the population of an excit-
ed state of the emitter molecule can be visualized. Here, we focus on pro-
cesses that occur within the emitter layer (layer (5) in Fig. 2). This layer of a
thickness of about 70 nm consists of an organic matrix which is doped with
emitter molecules (dopants). In the subsequent model it is assumed that the
recombination of electrons and holes occurs at the dopants. The importance
of this process has been deduced by comparison of photoluminescence and
electroluminescence properties [62, 63]. If the matrix is excited optically,
one observes an emission of both matrix and dopant. The intensity of the
latter one increases gradually with the concentration of the dopant. Its emis-
sion can be ascribed to result from a radiationless energy transfer from the
initially photo-excited matrix to the dopant. Thus, relatively high dopant
concentrations are required to achieve quenching of matrix emission. On
the other hand by electro-luminescent excitation, the concentration of the
dopant can be reduced by more than two orders of magnitude to achieve
complete quenching of matrix emission. Only dopant emission is observ-
able. These results [62, 63] show that one of the charge carriers, either hole
or electron, is trapped first at the dopant. For completeness, it is remarked
that the effective recombination zone can be significantly thinner than the
whole emitter layer, since the recombination may occur near to a layer inter-
face within a range of only 5–10 nm due to a high density of charge carriers
in this region [16, 64]. In Sect. 3.4 the processes of exciton formation and
trapping are addressed again to focus on an aspect of OLED material design.

Figure 3 displays a simplified and schematic model to describe the pro-
cess of exciton formation. The first step is characterized by trapping of a
charge carrier. In our model it is assumed that the hole is trapped first at
the emitter molecule as proposed, for example, for Ir(F-ppy)3

4 in PVK [65].
This process induces (for a short time interval) the formation of an oxidized
Ir(F-ppy)3 complex. However, trapping of an electron as first step would re-
sult in an equivalent model and might be of relevance for other emitter mo-
lecules. For example, a corresponding process might be demanded for emit-
ter layers doped with compounds which exhibit irreversible oxidation, as
found for several Pt(II) complexes [12]. The process of charge carrier trap-
ping can induce a reorganization at the emitter molecule which means that
intramolecular distances, electronic energies, interactions with the environ-

4 fac-tris[2-(40,50-difluorophenyl)pyridine]Ir(III)
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ment, etc. can be altered. The corresponding effects depend strongly on the
individual emitter molecule and its specific matrix environment. They are
not depicted in the model of Fig. 3. Under an applied external potential, the
electron will migrate along the matrix material towards the anode. Usually,
this process of electron hopping (more exactly: polaron hopping5) requires
a thermal activation energy due to inhomogeneities from spatial and energy
disorder and due to matrix reorganization effects. The related energy shifts
should be less or of the order of the thermal energy kBT with kB being the
Boltzmann constant and T the absolute temperature. For clearness, the dia-

Fig. 3 Dynamics of exciton formation. It is assumed that the hole (+) is trapped first on
the doped emitter molecule. The exciton formation starts due to Coulomb interaction be-
tween the trapped hole and the electron (�) on a matrix molecule. At the beginning of
the exciton formation the spins of hole and electron are already correlated to one singlet
and three triplet substates. This corresponds in a statistical limit to a ratio of 25% to
75%. The S-path and T-path populate the excited states of the emitter molecule (exciton
trapping process). These paths can also be interpreted as relaxation processes from do-
pant-to-matrix charge transfer states. The DMCT states are deduced from the situation
displayed in the framed part shown at the right hand side of the figure. The correspond-
ing energy level diagram is depicted in Fig. 4. For clarity, the diagram does not show
shifts of matrix orbitals due to the external potential, also reorganization energies are not
depicted in the figure. ISC: intersystem crossing, DE (e-h): electron (e)-hole (h) binding
energy; DE (S-T): singlet-triplet splitting

5 Electron (or hole) hopping is normally connected with a polarization of the matrix.
Therefore, the corresponding negatively (positively) charged particle represents a po-
laron (for background information see, for example, [66]).
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gram is simplified and does not show the inhomogeneous distribution of
the energy levels of the matrix molecules and their energy shifts induced by
the external potential.

When the electron is still far from the trapped hole, it will migrate inde-
pendently from this hole towards the anode. Thus, hole and electron are not
bound or correlated. This situation corresponds to the exciton continuum in
solid-state semiconductors (see left hand side of the diagram, Fig. 3). How-
ever, when the electron migrates into a region given by a specific electron-
hole separation R, the positively charged hole will attract the electron. This
separation is reached when the energy of the Coulomb attraction is of simi-
lar size as the larger one of the two values, the mean inhomogeneous distri-
bution of the energy levels of the matrix material or the thermal energy kBT.
Due to the Coulomb attraction, an electron (e)-hole (h) binding results. The
binding energy DE(e-h) depends on the separation R and on the electric per-
mittivity (dielectric constant �) of the matrix material. Induced by this at-
traction, the exciton is formed. The Coulomb attraction represents a long-
range interaction as compared to nearest neighbor separations.

For the further processes, it is required to take also the spins of both elec-
tron and hole into account. The spin of the hole is given by the spin of the
residual electron at the emitter molecule. In a quantum mechanical treat-
ment, these spins can be coupled to four new combined states. One obtains
one singlet state and one triplet state. The triplet consists of three triplet
substates. These substates differ from each other mainly by their relative
spin orientations. An energy splitting between the resulting singlet and trip-
let states may be disregarded at large electron-hole separations. Therefore,
the corresponding exciton state is shown in Fig. 3 (middle) just by one ener-
gy level. In a statistical limit, all four substates of this exciton state will be
formed (populated) with an equal probability. Consequently, one obtains a
population ratio of one to three for singlet and triplet substates, respectively.

Driven by electron-hole attraction, the electron will further move on ma-
trix molecules towards the trapped hole. At least, when the electron reaches
nearest neighbor matrix molecules of the emitter, an overlap of electron and
hole wavefunctions has also to be taken into account. The resulting (short-
range) exchange interaction leads to an energy splitting of singlet (S) and
triplet (T) states by DE(S-T). As depicted in Fig. 3, this energy depends ap-
proximately exponentially on the electron-hole separation (a is a constant
which depends on the respective matrix and the emitter material).

In a final step, the electron jumps in a very fast process directly to the
emitter molecule and it results an excited emitter. This process may occur as
singlet or triplet path (S-path, T-path) depending on the initial spin orienta-
tion of the electron-hole pair. The corresponding time constants are of the
order of one picosecond (see next section). The population of Sn and Tn

states, as shown in Fig. 3, is only depicted as an example. Subsequently, the
system will exhibit the usual behavior of an optically excited emitter mole-
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cule with typical relaxation processes to the lowest excited states and typical
emission properties (right hand side of Fig. 3).

3.2
Charge Transfer States and Relaxation Paths

The final steps of the mechanisms described above can also be discussed in
a slightly different way, to illustrate the occurrence of specific singlet and
triplet paths. The situation of a lacking electron in the ground state of the
doped emitter molecule (dopant D) and of additional electron charge densi-
ty on nearest neighbor matrix molecules M can be characterized by dopant-

Fig. 4 Energy level diagram of an emitter compound with its first coordination sphere of
matrix molecules. The states 1DMCT and 3DMCT represent dopant-to-matrix charge
transfer states. The lower lying states are largely those of the isolated emitter molecule
itself. The relaxations from the 1DMCT and 3DMCT states, respectively, represent the
S-path and T-path of exciton formation as depicted in Fig. 3
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to-matrix charge transfer (DMCT) states, specifically by singlet (1DMCT)
and triplet (3DMCT) states.

It may be visualized that these states belong to a large molecular complex
that consists of the doped emitter itself and of the first nearest neighbor
sphere of matrix molecules. The energy level diagram of this emitter-ma-
trix-cage unit is schematically displayed in Fig. 4. It corresponds to the
framed part of Fig. 3. In particular, the states S and T shown in the frame
represent the 1DMCT and 3DMCT states of the large molecular unit. The low-
er excited states S0, T1, S1 to Sn are largely confined to the doped molecule
itself, while the higher lying charge transfer states are spatially more extend-
ed to the first matrix coordination sphere. For these latter states, the ex-
change interaction between the two electrons involved is relatively small.
Thus, the energy separation between the 1DMCT state and the 3DMCT state
is expected to be much smaller than singlet-triplet separations of the spatial-
ly more confined states of the original dopant itself.

On the basis of the energy level diagram of Fig. 4, one also obtains infor-
mation about the relaxation paths from the excited charge transfer states. In
particular, the relaxation from the 1DMCT to lower states will be faster with-
in the system of singlet states than making a spin-flip first. This is due to the
fact that spin-orbit coupling in the organic matrix material will be relatively
small and, thus, intersystem crossing (ISC) is not favored. Consequently, one
obtains the fast singlet path that finally populates the S1 state. (Figs. 3 and
4). Subsequently, the population of the S1 state will be followed by an ISC to
the T1 state, though usually with a smaller rate (see also next subsection).
An initial population of the 3DMCT state is similarly followed by a very fast
relaxation within the system of triplet states down to the lowest triplet state
T1 (Fig. 4). The beginning of this relaxation process corresponds to the trip-
let path in the exciton trapping model shown in Fig. 3. The relaxation times
within the singlet and triplet system, respectively, are of the order of one pi-
cosecond or faster, while the ISC processes can be significantly slower (see
next section).

In conclusion, it is remarked that the exciton trapping process and thus
the efficiency of light emission in an OLED will usually depend on both the
emitter molecule and the matrix environment.

3.3
Triplet Harvesting

Spin-orbit coupling will not strongly alter the mechanism of exciton forma-
tion in an organic matrix material, but it will have drastic effects on the effi-
ciency of electro-luminescence in an OLED device. To illustrate this proper-
ty, we will compare the efficiency which is obtainable with a purely organic
molecule to the efficiency achievable with a transition metal complex, if
both molecules exhibit equal photo-luminescence quantum yields. If one as-
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sumes that the initial process of exciton formation occurs statistically with
respect to the spin orientations, one obtains 25% of excitons with singlet
character and 75% with triplet character. At least for small molecules, this
view is largely accepted6.

After exciton formation and relaxations according to the specific singlet
and triplet paths, as discussed in the preceding section, the lowest excited
singlet and triplet states are populated. This is valid for organic as well as
for organo-transition-metal emitter materials. The corresponding processes
are schematically displayed in the middle of Fig. 5. The organic molecule
can exhibit an efficient emission as S1!S0 fluorescence, since usually the
S1!T1 intersystem crossing rate is small. On the other hand, since the radia-
tive T1!S0 rate is also small, the deactivation of the T1 state occurs normally
non-radiatively at ambient temperature. Therefore, 75% of the excitons, the

Fig. 5 The diagram explains the effect of triplet harvesting. Due to spin-statistics, elec-
tron-hole recombination leads to 25% singlet and 75% triplet state population. In organic
molecules, only the singlets emit light (fluorescence), while the triplet excitation energy
is transferred into heat (left hand side). On the other hand, organometallic compounds
with transition metal centers do not exhibit a fluorescence, but show a fast intersystem
crossing (ISC) to the lowest triplet state. Thus, the triplet harvests singlet and triplet exci-
tation energy and can efficiently emit. In principle, a triplet emitter can—in the limit of
vanishing radiationless deactivations—exhibit a four times higher electroluminescence
efficiency than a singlet emitter

6 Currently it is discussed in the literature that for large conjugated polymers spin-statis-
tics might not be applicable; however, this discussion is irrelevant for triplet emitters
with high ISC rates (compare [67–74]).
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triplet excitons, are lost. Their energy is transferred into heat (Fig. 5, left
hand side). The conditions are more favorable for transition metal complex-
es, in which the central metal ion carries significant spin-orbit coupling
(Fig. 5, right hand side). This is particularly valid for metal ions of the sec-
ond and third row of transition metals. For these complexes, ISC to the low-
est T1 state is usually very efficient and thus a singlet S1 emission is not ob-
servable. Moreover, the radiative T1!S0 rate can become sufficiently high so
that efficient phosphorescence can occur, even at ambient temperature (for
a more detailed discussion see below). Consequently, all four possible spin
orientations of the excitons can be harvested to populate the lowest T1 state.
In conclusion, by this process of triplet harvesting one can in principle ob-
tain a four times larger electro-luminescence efficiency for triplet emitters
than for singlet emitters. This factor of four can be attained if the radiation-
less deactivation is equal for both emitter types.

3.4
Exciton Trapping at a Matrix Site and Energy Transfer

Exciton formation and trapping can also occur at matrix sites. Both the low-
est singlet and triplet states of matrix molecules will be populated. From
there, triplet and singlet exciton diffusion as Frenkel excitons can occur, al-
though with different transport probabilities. This will alter the spatial dis-
tribution of matrix molecules that are excited in singlet and triplet states, re-
spectively, as compared to the situation immediately after excitation. For an
efficient OLED, it is mostly required to harvest the excitation energy com-
pletely in an efficiently phosphorescent triplet state of an organometallic do-
pant. This requires the realization of two distinctly different, but effective
processes of energy transfer (Fig. 6). For example, the singlet excitation en-
ergy is transferred by a long-range F�rster transfer mechanism from a ma-
trix molecule to the acceptor (dopant). Independently, the triplet excitation
energy is transferred by a second process of energy transfer from the matrix
molecule, for example, by a short-range Dexter transfer mechanism. Both
transfer mechanisms should be highly efficient and therefore they should
fulfill the resonance conditions. This can be expressed by non-vanishing
spectral overlap integrals of donor emissions and acceptor absorptions (for
background information see, for example [38]). The fulfillment of these two
independent conditions for singlet and triplet energy transfer seems to make
this concept of material design—apart from specific and selected combina-
tions—less favorable, as compared to systems with charge carrier trapping
directly on the triplet emitters, as discussed in Sect. 3.1 (compare also [73,
74]).

Independent from the discussion presented above, Fig. 6 also shows that
the lowest triplet state of the emitter compound always has to lie at lower
energy than the triplet of the matrix material. Otherwise the matrix would
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quench the excited emitter. In a slightly different approach, one can also ex-
press the following requirement. The states corresponding to HOMO and
LUMO of the dopant have to be within the gap of the states that stem from
the matrix material. Thus, hole or electron trapping as the initial process is
possible and quenching of emitter triplets by matrix triplets is prevented.

4
Ordering Scheme for Organometallic Triplet Emitters

Many photophysical properties of the lowest excited triplet states and the
corresponding transitions of organometallic compounds are essentially de-
termined by the extent of metal participation in the wavefunctions. This
metal participation not only alters the spatial extension of the wavefunc-

Fig. 6 Exciton trapping on organic matrix molecules with subsequent energy transfer.
Exploitation of matrix singlet and triplet excitation energy requires the effectiveness of
two independent processes of energy transfer. Such a matching of molecular energies
might be difficult to achieve, when OLED emitter layers are developed. vibr.: vibrational
states
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tions, but also induces significant mixtures of singlet and triplet states by
spin-orbit coupling (SOC) which is mainly carried by the metal orbitals. It
is of interest to develop an understanding how these effects influence the
photophysical properties of emitter materials. Indeed, this is possible. More-
over, it can be shown that a simple ordering scheme can be helpful in this
respect [75–79]. Specifically, the energy splitting of the triplet state into sub-
states, the zero-field splitting (ZFS) measured in cm�1, can be utilized, since
this parameter displays the importance of metal character and SOC for the
respective triplet state.

The amount of ZFS is usually determined spectroscopically. Neverthe-
less, it is instructive to visualize that it is dominantly controlled by specific
interactions. For example, the splitting of a pure 3pp* state which is not
metal-perturbed is only given by spin-spin interactions (e.g., see [38,
80–82]). In this situation, the ZFS is of the order of 0.1 cm�1. However, if
3MLCT and 1MLCT states are in proximity, the substates of these latter
states will interact due to SOC with the substates of the 3pp* term. This can
lead to a significant triplet splitting in particular, when 5d orbitals are in-
volved in the 1,3MLCT states. As a consequence, the ZFS can increase by
more than three orders of magnitude, up to more than 200 cm�1 [75–79].
The amount of ZFS can be determined, at least formally, by second order
perturbation theory, whereby the perturbation is given by the spin-orbit
Hamiltonian. The resulting matrix elements that induce the coupling are es-
sentially controlled by d-orbital participation in the admixing wavefunction
(compare also [81–86]).

Figure 7 shows a sequence of a series of compounds which are arranged
according to an increasing ZFS of the emissive triplet state. The ZFS values
of most of the compounds have been determined from highly resolved opti-
cal spectra [34, 75–79] (references for the individual compounds are given
in [79]). Only for Ir(ppy)3 [87] and Ir(ppy)2(CO)(Cl) [25] were such re-
solved spectra not yet obtainable, and therefore the information was deter-
mined indirectly from the temperature dependence of the emission decay
time.

The low-lying electronic states of the compounds shown in Fig. 7 have to
be assigned to different types of frontier orbital transitions. Thus, the low-
est triplets of [Rh(bpy)3]3+ and [Pt(bpy)2]2+ are characterized as ligand
centered 3LC(3pp*) states with very small metal admixtures and those of
[Ru(bpy)3]2+, Ir(ppy)3, [Os(bpy)3]2+, and [Os(phen)3]2+ represent 3MLCT
(metal-to-ligand charge transfer) states. The cyclometalated Pt(II)-com-
pounds and [Pt(mnt)2]2� have to be assigned to intermediate situations
with significant 3LC/3MLCT mixtures, whereas the lowest states of the oxi-
nate complexes, such as Pd(qol)2, Pt(qol)2, and Pt(qtl)2, are characterized
as 3ILCT states (intra-ligand charge transfer from the phenolic moiety to
the pyridine part of the ligand) with relatively small metal-d or MLCT ad-
mixtures. Nevertheless, the ordering expressed by the sequence shown in
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Fig. 7 can in fact be employed in the sense of a controlled variation of metal
participation/spin-orbit coupling. In the next section, it will be discussed
how photophysical properties vary with the increase of the zero-field split-
ting parameter.

Fig. 7 Ordering scheme for organometallic triplet emitters according to the amount of
zero-field splitting (ZFS) of the emissive triplet state. This splitting reflects the size of
metal participation (MLCT and/or d-orbital character) and spin-orbit coupling in the
corresponding wavefunctions. The diagrams at the bottom show energy levels of the rele-
vant frontier molecular orbitals for the different compounds. For details see text. (Com-
pare [79] and for the Ir(III) compounds [25, 87, 88])
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5
Photophysical Properties of Triplet Emitters Controlled
by Metal Participation

The energy splitting (ZFS) of a triplet state into substates displays the im-
portance of metal character and spin-orbit coupling for this state. The ZFS
value varies by more than a factor of 2000 (Fig. 7). Thus, essential changes
of photophysical properties are expected to occur. Several important trends
will be discussed in the following subsections. This is carried out on a quali-
tative and introductory basis (Fig. 8). For comparison, properties of typical
organic molecules (pp* emitters) are also referred to.

5.1
Singlet-Triplet Splitting

Organic molecules exhibit S1-T1 splittings being typically of the order
of 104 cm�1 (Fig. 8) for states which stem from a pp* configuration and
for molecules of similar sizes like those shown as ligands in Fig. 7. The
DE(S1-T1) splitting is essentially given by the exchange interaction and is a

Fig. 8 Photophysical properties of a representative organic molecule compared to two or-
gano-transition-metal emitters. The emissive triplets of Pd(thpy)2 and Pt(thpy)2 exhibit
small and significant MLCT admixtures to the LC(pp*) states, respectively. The positions
of the compounds in the ordering scheme and the molecular structures are found in
Fig. 7. Photophysical properties of Pd(thpy)2 and Pt(thpy)2 are discussed in detail in
[79]. lig. vibr.=ligand vibrations, M-L vibr.=metal-ligand vibration
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consequence of electron-electron interaction. For an organo-metallic com-
pound, such as Pd(thpy)2, one finds a value of 5418 cm�1 [79]. The emissive
triplet of this compound has been classified experimentally [79, 89–91] and
later also by CASPT2 ab initio calculations [92] as being mainly of LC(pp*)
character with a small MLCT(4dp*) admixture. Therefore, the compound is
found at the left hand side of the ordering scheme of Fig. 7 [79]. On the oth-
er hand, for Pt(thpy)2 with a significant MLCT(5dp*) admixture to the
LC(pp*) state [34, 78, 79], the amount of DE(S1-T1) is reduced to 3278 cm�1

[79] (Fig. 8). Obviously, enhancing of metal character in the corresponding
wavefunctions increasingly reduces the DE(S1-T1) value. Due to the higher
metal character, the electronic wavefunctions extend over a larger spatial re-
gion of the complex. This is connected to an on average larger spatial sepa-
ration between the interacting electrons. Thus, electron-electron interaction
and also exchange interaction are reduced. This explains both the lowering
of the S1 state and the reduction of DE(S1-T1) for compounds with higher
metal character.

5.2
Inter-System Crossing

After excitation of the singlet state S1 either optically or by electron-hole re-
combination, the organic molecule can exhibit an efficient fluorescence
(S1!S0 emission) with a time constant of the order of 1 ns. In competition
to this process, ISC can at least principally depopulate the S1 state. However,
the time constant of t(ISC) is often much larger (order of 10 ns) than the
radiative decay constant of the S1 state and thus ISC does not effectively
quench the fluorescence (Fig. 8). On the other hand, in transition metal
complexes, the ISC time is drastically reduced due to singlet-triplet mix-
ing induced by SOC and due to the reduction of the energy separation
DE(S1-T1). Further, due to this latter effect, the number of vibrational quanta
which are responsible for the deactivation is reduced and thus the ISC pro-
cess becomes even more probable. For example, already for a compound,
such as Pd(thpy)2, with a relatively small metal participation in the wave-
function of the T1 state and a halved DE(S1-T1) value, ISC is by four to five
orders of magnitude faster (800 ps [79]) than in usual organic compounds
with 1pp* and 3pp* states. For Pt(thpy)2 with a higher metal participation,
the process is again much faster (t(ISC)�50 fs [79]) (Fig. 8).

In conclusion, the process of inter-system crossing in organometallic
compounds with transition metal ions is fast and efficient for all compounds
shown in Fig. 7. The quantum efficiency for this process is often nearly one
(e.g., see [4]). Therefore, an emission from the S1 state is not observable.
This property is the basis of the triplet harvesting effect discussed above.
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5.3
Phosphorescence Decay Time

In pure organic molecules, the S0(p2)$T1(pp*) transition is usually strongly
forbidden. The radiative decay time can be of the order of 10 s. [38] On the
other hand, non-radiative processes are mostly much faster. Thus, phospho-
rescence from the T1 state is normally totally quenched at ambient tempera-
ture. With increasing SOC, the radiative decay time of the T1!S0 transition
is reduced and thus the radiative path can compete with the non-radiative
one. Interestingly, already a relatively small 3MLCT/1MLCT admixture to the
3LC(pp*) state increases the S0$T1 transition probability drastically. For ex-
ample, for Pd(thpy)2 the radiative decay time is reduced to be of the order
of 1 ms. For Pt(thpy)2 with a significant MLCT admixture to the lowest 3LC
state, it is even reduced by six to seven orders of magnitude as compared to
the organic emitters, and one finds a radiative decay time of the order of
1 �s (Fig. 8). For completeness, it is remarked that the values given refer to
an average radiative decay of the triplet, since the different triplet substates
exhibit distinctly different decay properties (e.g., see the following sub-sec-
tion and [79]).

In summary, for organometallic compounds the transition probability be-
tween the T1 and the S0 states can be tuned by several orders of magnitude
as compared to organic emitters. This is mainly induced by an increase of
spin-orbit coupling. Thus, the radiative processes can well compete with the
non-radiative ones. Consequently, organo-transition-metal compounds can
exhibit efficient emissions (phosphorescence) and therefore are well suited
as emitter materials for OLEDs.

5.4
Zero-Field Splitting

Triplet states split generally into substates. This is also valid for purely or-
ganic molecules. However, for these one finds only small values of ZFS of
the order of 0.1 cm�1 which result from spin-spin coupling between the elec-
trons in the p and p* orbitals, respectively (e.g., see [80–82]). On the other
hand, in organo-transition-metal compounds SOC will modify the triplet
states� properties by mixing in higher lying states of singlet and triplet char-
acter. Already small admixtures have drastic consequences. For example,
one finds an increase of the ISC rate (see above) and of the phosphorescence
decay rate (see previous subsection) by orders of magnitude, although the
ZFS is not yet distinctly altered [79]. Well studied examples with this behav-
ior are [Rh(bpy)3]3+ and Pd(qol)2 (=Pdq2) [81, 93, 94].

Higher metal participation and larger SOC lead to distinct ZFSs as has al-
ready been discussed and depicted in Fig. 7. Importantly, the individual trip-
let substates can have very different photophysical properties with regard to
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radiative decay rates, vibronic coupling, coupling to the environment, emis-
sion quantum yields, population and relaxation dynamics due to spin-lattice
relaxation, sensitivity with respect to symmetry changes, etc. [25, 34, 75–79,
81, 87, 89–91, 93–97]. At ambient temperature, the individual properties are
largely smeared out and one finds mostly only an averaged behavior. Never-
theless, the individual triplet substates still determine the overall emission
properties.

5.5
Emission Band Structure and Vibrational Satellites

At ambient temperature, the phosphorescence of organometallic compounds
consists usually of superimposed spectra, which stem from the different
triplet substates (see previous subsection, Fig. 8). An individual spectrum
which results from one specific substate is composed of a transition at the
electronic origin (0–0 transition), a large number of vibrational satellites,
and of in part overlapping low-energy satellites which involve librations of
the complex in its environment. Moreover, all of these individual transitions
are smeared out by inhomogeneity effects. Thus, at ambient temperature
normally only a broad-band emission results. Sometimes residual, moder-
ately resolved structures occur, which often stem from overlapping vibra-
tional satellites (not necessarily from progressions). Interestingly, at low
temperature and under suitable conditions, these structures can be well re-
solved and characterized [34, 75–79, 89–91, 93–103]. From this kind of in-
vestigations it follows that the vibrational satellite structure is also influ-
enced by metal participation in the electronic states [100]. Specifically, the
spectra of compounds with electronic transitions of mainly LC(pp*) charac-
ter (small metal participation) are largely determined by satellites corre-
sponding to ligand vibrations (fundamentals, combinations, progressions).
However, with increasing metal participation, low-energy vibrational satel-
lites of metal-ligand character grow in additionally (up to about 600 cm�1

from the electronic origin) [100] (Fig. 8). Thus, the maximum of the unre-
solved emission spectrum shifts towards the electronic 0–0 transition.

To summarize, metal participation in the emitting state leads to a slight
blue shift of the unresolved emission maximum as compared to an LC spec-
trum with the same 0–0 transition energy. Moreover, the occurrence of addi-
tional low-energy metal-ligand vibrational satellites causes a further smear-
ing out of the spectrum. The slight spectral shift might be of interest for
fine-tuning of the emission color.

Triplet Emitters for OLED Applications. Mechanisms of Exciton Trapping 21



5.6
Electronic Charge Distribution and Excited State Reorganization

The singlet-triplet transitions of compounds with small metal character, sit-
uated on the left hand side of Fig. 7, are localized to one of the ligands, even
if the formal symmetry of the complex would allow a delocalization over all
of the ligands. This has been proven for [Rh(bpy)3]3+ [93] and [Pt(bpy)2]2+

[101] by use of the method of deuteration labeling [76, 78]. On the other
hand, for compounds with emissive 3MLCT states such as [Ru(bpy)3]2+

[102] and [Os(bpy)3]2+ [103] it has been shown that the excited state is delo-
calized over the three ligands and the metal [76, 78, 102, 103]. This is even
valid for Pt(thpy)2, in which the triplet state is largely of LC(pp*) character,
but for which the metal orbital admixture induces sufficient coupling be-
tween the ligands (Fig. 7, middle). Thus, one obtains a delocalization in the
lowest excited state [78, 79]. It is remarked that these results were deter-
mined for compounds doped into rigid matrices.

Moreover, since the metal character or MLCT contribution in the triplet
state, if sufficiently large, can induce a ligand-ligand coupling that delocal-
izes the excited state wavefunction, the metal contribution will also affect
the geometry change that follows an excitation. For the localized situation in
the compounds mentioned above, one finds a maximum Huang-Rhys pa-
rameter [79] of S=0.3, while for the compounds with delocalized triplets,
this characteristic parameter is by a factor of three to four smaller [76, 79].
Geometry changes or reorganization effects which occur upon excitation of
the emissive triplet states are small for nearly all of the complexes investigat-
ed (in rigid matrices). However, it can be concluded that the reorganization
effects are further minimized for those organometallic compounds with
high metal participation in the triplet states (complexes at the right hand
side of Fig. 7). The emissive states of these compounds exhibit a weaker cou-
pling to the environment and therefore represent good candidates for OLED
emitter materials with high emission quantum yields.

6
Summary and Conclusion

Organo-transition-metal triplet emitters have a great potential to be applied
in OLEDs. Thus, an understanding of the processes, which lead to electron-
hole recombination (exciton formation) and to the population of the emissive
triplet states is presented. In particular, it is shown that the dynamical pro-
cess of exciton formation and trapping on an emitter molecule involves
charge transfer states which result from excitations of the dopant to its near-
est neighbor matrix environment (1,3DMCT states). Individual singlet and
triplet trapping and relaxation paths lead to the population of the lowest ex-
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cited singlet and triplet states of the dopant. In typical organic molecules
with weak spin-orbit coupling and highly forbidden triplet-singlet transi-
tions, triplet state population is transferred into heat (at ambient tempera-
ture). Only the singlet can emit radiatively (fluorescence). On the other hand,
in organo-transition-metal compounds, fast intersystem crossing induced by
spin-orbit coupling effectively depopulates the excited singlet into the lowest
triplet. Again, due to SOC, the triplet can decay radiatively as phosphores-
cence even with high emission quantum yield at ambient temperature. In
case of validity of spin statistics only 25% of the excitons can be exploited by
organic emitters, while for triplet emitters additional 75% of the excitons are
harvested in the triplet states. Thus due to triplet harvesting, the efficiency of
light emission in an electro-luminescent device with triplet emitters can be—
in the limit of vanishing radiationless deactivation—higher by a factor of
four compared with singlet emitters. Moreover, on the basis of a detailed
knowledge about the photophysical properties of organo-transition-metal
emitters, clear trends are elucidated for triplet emitters. This leads to the pos-
sibility to control important factors, such as metal participation and spin-or-
bit coupling in the triplet states, by chemical variation. Thus, the controlled
development of compounds with predefined photophysical properties will be
achievable. Specifically, increase of metal participation and SOC is displayed
in a growing zero-field splitting of the triplet into substates. This parameter
can be determined experimentally. The corresponding ZFS values of the com-
pounds discussed in this investigation vary by more than a factor of 2000. In
particular, increasing metal character lowers the energy of the excited singlet,
reduces the energy separation between the excited singlet and triplet states,
enhances the intersystem crossing rate from the lowest excited singlet to the
lowest triplet, lowers the emission decay time by increasing the radiative rate
between the triplet and the singlet ground state, changes the vibrational satel-
lite structure and thus the spectral distribution of the emission band, de-
creases the excited state reorganization energy, etc. This promising new con-
cept is not only applicable to small molecules, it can also usefully be applied
if combined with other strategies, which are based, for example, on the use of
functionalized ligands [104], dendrimeric shielding effects [14, 105], and at-
tachments of organo-metallic compounds to polymers [106].
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Abstract The photoluminescent properties of mono- and polynuclear cyclometalated
platinum(II) complexes are discussed. Spectroscopic studies have revealed weak intra- or
intermolecular metal-metal and ligand-ligand interactions that are affected by the molec-
ular structure and microenvironment. The structure-emission relationships observed in
these platinum(II) complexes are described and comparisons with palladium(II) ana-
logues regarding the structural and photoluminescent properties are highlighted. With
judicious modification of cyclometalated and/or ancillary ligands, robust platinum lu-
minophores with tunable emission energies and lifetimes have been synthesized. These
complexes can be employed as luminescent sensors and electrophosphorescent materials
in organic light-emitting devices (OLED).
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1
Introduction

The unusual color of square planar d8 metal complexes in the solid state has
been reported for several decades. In the early 1970s, interest in the electri-
cal conductivity of molecular materials sparked a renewed research effort
into this class of compounds [1, 2]. Many of these solids exhibit interesting
electrical, magnetic and optical properties that are anisotropic in nature,
and some of their structures, determined by X-ray crystallography, show
stacked or slipped stacked structures in which the distance between metal
ions along the chain is less than 4 �. Their solid-state emissions were at-
tributed to metal-metal interactions arising from stacking of the square pla-
nar units which are usually observed in the visible region for platinum(II)
compounds containing p-acid ligands. Gliemann and Yersin [3] had studied
the spectroscopic behavior of M2[Pt(CN)4]·nH2O compounds which crystal-
lize in columnar structures and the energies of the optical transitions sensi-
tively depend on the Pt-Pt distance in the columns which can be altered un-
der high pressure and temperature variation. Adamson and coworkers had
investigated the emissions of K2Pt(CN)4 and BaPt(CN)4 solids and the red
shift for [Pt(CN)4]2� oligomers in solution is attributed to Pt-Pt interactions
[4].

The intriguing solid-state polymorphism and spectroscopic properties
displayed by the Pt(II) a-diimine complexes [PtII(a-diimine)X2] (X=halide
or cyanide) and [PtII(a-diimine)2]X2 have attracted considerable attention.
This class of luminescent compounds revealed a remarkable variety of low-
energy excited states [5], including (i) a-diimine intraligand (IL) states of
monomer type (p–p*), (ii) a-diimine intraligand (IL) states of �excimer� type
[s*(p)!s(p*)], (iii) oligomeric metal-metal-to-ligand charge transfer
[ds*(dz2)!s(p*)] (MMLCT), and (iv) monomer ligand-field (LF) states.
Gliemann [5c, 6] reported that when two platinum(II) a-diimine units are in
close proximity so as to allow metal-metal contacts, a low energy photolumi-
nescence that is red-shifted from the 3MLCT or 3IL emission of mononuclear
species becomes observable. In other words, such intermolecular stacking
interactions can impose notable perturbation upon the emission properties
[7]. The electronic excited state associated with this emission is denoted as
3[ds*, p*] by Miskowski [5e, 5f], although the metal–metal-to-ligand charge
transfer (MMLCT) notation has also been used in the literature. Yip and
Che reported the discrete binuclear [Pt2(trpy)2(m-guanidine anion)](ClO4)3

(trpy=2,20:60,200-terpyridine) compound [8], which was structurally and
spectroscopically characterized. This complex was used to model intermo-
lecular metal-metal and/or excimeric interactions in Pt(II) polypyridine spe-
cies and to probe the spectroscopic properties of low-energy MMLCT:
[ds*(dz2(Pt))!p*(diimine)] and excimeric ligand-to-ligand excited states.
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The electronic excited states of many square planar d8 complexes are
known to be unstable with respect to D2d distortion. Metal-centered (MC)
d-d excited states in these species lie close in energy to the triplet metal-to-
ligand charge transfer (3MLCT) and triplet ligand-centered (3LC) excited
states and provide an efficient radiationless decay pathway for excited Pt(II)
complexes. Variation of auxiliary ligands could induce a high-energy MC ex-
cited state, which hinders the radiationless deactivation [9], while some re-
searchers have diverted their attention to the trpy ligand, which favors a pla-
nar geometry upon coordination and discourages D2d distortion. The ex-
tended p system within trpy also increases the energy difference between the
ligand field (d-d) and MLCT states [10, 11]. Several discrete binuclear d8�d8

complexes of the type [Pt2(trpy)2(m-L)]n+ (L=bidentate ligand) have been
synthesized to model intermolecular interactions in Pt(II) polypyridine spe-
cies that lead to MMLCT and excimeric emissions [8, 12]. A schematic mo-
lecular orbital diagram illustrating d8-d8 and p-p interactions in binuclear
platinum(II) polypyridine complexes is given in Fig. 1 [5e].

The square planar geometry of platinum(II) complexes confers photo-
physical and photochemical properties that are different from octahedral
[RuII(bpy)3]2+ derivatives; for example, the former can undergo substrate-
binding reactions at the metal center in both the ground and excited states.
In view of the triplet (ds*, ps) excited state of the binuclear derivative
[Pt2(m-P2O5H2)4]4�, which originates from substantial Pt(II)-Pt(II) interac-
tion and which can mediate intriguing photochemical reactions [13] such as
carbon-hydrogen and carbon-halogen bond cleavage, the 3[ds*, p*] excited
states (Fig. 1) of platinum(II) diimines are envisioned to have useful applica-
tions in photochemical organic transformations.

The spectroscopic properties of platinum complexes containing bidentate
C-deprotonated 2-phenylpyridine or 2-(20-thienyl)pyridine ligands was previ-
ously studied by von Zelewsky [14] and others [15]. These complexes typical-

Fig. 1 Schematic molecular orbital diagram illustrating d8-d8 and p-p interactions in bi-
nuclear platinum(II) polypyridine complexes [5e]
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ly exhibit strong luminescence with emission quantum yields in the order of
10�1 from low-lying MLCT excited states in the 500–600 nm range. A triden-
tate cyclometalated diimine ligands, which favor planar geometry upon
coordination, would discourage D2d distortion, while the extended p ligand
system and the strongly s-donating carbanionic moiety would increase
the energy difference between the ligand field (d-d) and MLCT states.
Che and coworkers have investigated the photoluminescent properties of
Pt(II) complexes bearing tridentate C-deprotonated 6-phenyl-2,20-bipyridine
[C1^N^N]� and related ligands [16, 17]. Significantly, these luminophores
display low-lying MLCT excited states, which are emissive in solution at room
temperature with improved photophysical parameters compared to trpy [8,
12] and [C^N^C]2� (HC^N^CH=2,6-diphenylpyridine) [18] analogues.

To examine the relationship between the low-energy luminescence and
intramolecular metal-metal distances, a series of [Pt2(C^N^N)2(m-L)]n+

(HC^N^N=4-(aryl)-6-phenyl-2,20-bipyridine) derivatives supported by dif-
ferent bridging ligands (L) have been prepared by Che and coworkers [17].
Subsequent spectroscopic assignments of cyclometalated platinum(II) or
palladium(II) derivatives were made by comparing their emission energies
with those of the [Pt2(C^N^N)2(m-L)]n+ complexes.

2
Syntheses and Characterization

Constable [19] first reported complexation of 6-phenyl-2,20-bipyridine
(HC1^N^N) with Pt(II) and Pd(II) to form the cyclometalated
[M(C1^N^N)Cl] (M=Pt, Pd) complexes, in which the C1^N^N ligand be-
haves as an anionic analogue of the 2,20:60,200-terpyridine (trpy) ligand. Sol-
volysis of [M(C1^N^N)Cl] in acetonitrile gave [M(C1^N^N)(MeCN)]+,
which is a useful precursor for reactions with a variety of substrates includ-
ing I�, PPh3, CO, and 3,5-dimethylpyridine, and allows versatile functional-
ization of this class of cyclometalated complexes.

30 S.-W. Lai · C-M. Che



2.1
Crystal Structures

In the molecular structure of [Pt(C1^N^N)(MeCN)]+ 1, the geometry of the
C1^N^N ligand is similar to that of 2,20:60,200-terpyridine in [Pt(trpy)L]n+

(L=neutral, n=2; L=anionic, n=1). The cations of 1 form discrete dimeric
units linked through short Pt-Pt contacts of 3.28(1) �, and the intermolecu-
lar Pt-Pt contacts between the dimeric units are notably longer (short-
est=4.59(1) �). The observation of a zig-zag chain of alternating long/short
metal-metal contacts is common in these cyclometalated platinum(II) com-
plexes. In addition, the crystal packing shows p-stacking interactions be-
tween aromatic rings.

The crystal lattices of [Pt(C1^N^N)(C�Nt-Bu)](ClO4) 2 and [Pt(C1^N^N)
(C�NAr)](PF6) (Ar=2,6-Me2C6H3) 3 show interplanar separations of ca.
3.4–3.6 � between C1^N^N ligands [20], which are sufficiently close for p-p
interactions [21]. The extent of stacking interactions between complex cat-
ions is affected by the substituent on the isocyanide ligand. In the crystal
packing diagram of 2, the cations are orientated in a head-to-tail fashion
and form a continuous stack with no metal-metal interaction (mean Pt-Pt
distance=4.74 �). However, the cations of 3 are arranged in pairs in a head-

Fig. 2 Crystal packing in the crystal lattice of 3, showing metal-metal and p-p interac-
tions
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to-tail fashion with alternating short/long Pt-Pt distances (3.3831(9) and
4.6030(9) � respectively, Fig. 2). The former distance is comparable to that
in [Pt2(trpy)2(m-pyrazolyl)](ClO4)3 (3.432(3) �) [22] and the intermolecular
Pt-Pt contacts of 3.48 � in cis-[PtCl2(CNPh)2] [23]. These types of contacts
are responsible for notable perturbation effects in the emission properties
(see later sections).

Rourke [24, 25] reported the synthesis of the di-metalated platinum
carbonyl complexes [Pt(C^N^C)(CO)] (HC^N^CH=2,6-bis(40-hexyloxy-
phenyl)pyridine 4, 4-(40-octyloxyphenyl)-2,6-diphenylpyridine 5, and 2,6-
diphenylpyridine 6) through double cycloplatination of the HC^N^CH lig-
ands. In the crystal structures of 4 and 6, there are no significant intermolec-
ular interactions arising from stacking arrangements. In contrast, the solid-
state structure of 5 reveals [Pt(C^N^C)(CO)] dimers held together by a
weak platinum-platinum contact (3.243(1) �), which is similar to that of
3.345(2) � in [Pt(C1^N^N)Cl] [16e]. The platinum atoms of adjacent dimers
are separated by 6.17 �, and this vector of the long Pt-Pt contact occurs at
an angle of 53.5 � to that of the short Pt-Pt contact, giving rise to a zigzag
extended platinum chain. However, Yersin and coworkers [26] have ob-
served strong intermolecular interactions from stacking of 6.

A series of binuclear cyclometalated platinum(II) complexes, namely
[Pt2(C^N^N)2(m-dppm)]2+ (7b–12b, dppm=bis(diphenylphosphino)meth-
ane), [Pt2(C1^N^N)2(m-pz)]+ (13, Hpz=pyrazole), and [Pt2(C1^N^N)2

(m-dppCn)]2+ (bis(diphenylphosphino)propane (14, n=3) and -pentane (15,
n=5)), were synthesized to examine the oligomeric d8-d8 and ligand-ligand
interactions [17]. In the crystal structures of 7b, 9b, and 10b, the two
[Pt(C^N^N)]+ units are linked in a parallel fashion by a dppm bridge with
intramolecular Pt-Pt contacts of 3.270(1), 3.150(1), and 3.245(2) � respec-
tively. The structure of 13 reveals the platinum atoms in a distorted square
planar geometry, and the [Pt(C1^N^N)]+ moieties are not parallel due to
the rigid coordination mode of the pyrazolate linker. The Pt-Pt distance of
3.612(2) � in 13 is significantly longer than those in 7b, 9b, and 10b (Fig. 3),
suggesting negligible metal-metal communication, although weak p-p inter-
action is possible. Although the crystal structures of 14 and 15 have not been

32 S.-W. Lai · C-M. Che



obtained, their photoluminescent properties (in later sections) suggest that
the two separate [Pt(C1^N^N)]+ units are linked by the longer dppC3 and
dppC5 bridging ligands without the presence of metal-metal or ligand-ligand
(p-p) interactions.

Fig. 3 Perspective views of 10b and 13
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The crystallization conditions and media and the employment of
different anions afforded crystals of Pt(II) luminophores in various
colors and with different crystal packing lattices. We reported the synthe-
sis of trinuclear cyclometalated platinum(II) complexes, [Pt3(Cn^N^N)3

(m3-dpmp)](ClO4)3 (dpmp=bis(diphenylphosphinomethyl)phenylphosphine,
HC1^N^N=6-phenyl-2,20-bipyridine) 16(ClO4)3, (HC2^N^N=4-methoxy-
phenyl-6-phenyl- 2,20-bipyridine) 17(ClO4)3, and (HC3^N^N=6-(20-thienyl)-
2,20-bipyridine)18(ClO4)3 [27]. The red form of 16(ClO4)3 was obtained from
slow diffusion of benzene into acetonitrile solution and the crystal structure
revealed three [Pt(C1^N^N)]+ units that are tethered in parallel with Pt-Pt
distances of 3.19 and 3.40 �. Weak metal-metal interactions are evident
among the three Pt cores. After standing in air, the red form slowly turned
brown-red presumably as a result of lattice contraction induced by loss of
solvated molecules. However, recrystallization of 16(ClO4)3 by diffusion of
diethyl ether into acetonitrile afforded yellow and orange crystals. The crys-
tal structure of the orange form shows intramolecular metal-metal separa-
tions of 3.36 and 3.62 �. The former Pt-Pt distance indicates weak metal-
metal interaction, whereas the later separation of 3.62 � is beyond the ex-
pected range of intermetal bonding. The complex cations of 16(ClO4)3 in
both the red and orange forms are packed into slightly off-center head-to-tail
pairs by p-p stacking interactions, with separation of ~3.5 �. Changing the
counter anion to BF4

� gave the orange form, whereas only the red form was
obtained for the PF6

� salt. No polymorphism was observed for 17(ClO4)3

and 18(ClO4)3 crystals which are brown-red in color. The crystal structure of
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18(ClO4)3 reveals weak intramolecular metal-metal contacts of 3.25 and
3.39 �.

2.2
Structural Comparison with Pd(II) Analogues

A number of palladium(II) complexes have been crystallographically charac-
terized [28] and comparisons between their structures with that of the plati-
num(II) congeners provides useful information for probing the metal-metal
and ligand-ligand interactions in these systems. In the crystal lattice of
[Pd(C1^N^N)PPh3]+ 19, no distinct p-p stacking interactions are apparent.
This is in contrast to the structure of [Pt(C1^N^N)PPh3]ClO4 [16e], which
displays head-to-tail p-stacking interactions with intermolecular planar sep-
arations of 3.35 �. In addition, Jeffery, Ward and coworkers [29] reported
the crystal structure of the Pd(II) complex [Pd(L0)Cl] (HL0=6-(2-hydrox-
yphenyl)-2,20-bipyridine), which reveals an average stacking distance of
3.44 � between the L0 planes.

The molecular structures of the [Pd2(C1^N^N)2(m-dppm)]2+ 20 and
[Pd2(C4^N^N)2(m-dppm)]2+ (HC4^N^N=4,6-diphenyl-2,20-bipyridine) 21
cations depict two [Pd(Cn^N^N)]+ moieties tethered by a dppm linker. The
intramolecular Pd-Pd separations of 3.230(1) � in 20 and 3.320(2) � in 21
are significantly greater than that expected for Pd-Pd bonding interaction
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(typically 2.6–2.8 �) [30]. The intermolecular Pd-Pd contact of 3.354(4) �
in [Pd(bpy)(CN)2] [31] and the Pt-Pt distance of 3.270(1) � in
[Pt2(C1^N^N)2(m-dppm)](ClO4)2 7b [17] should also be noted. Since the lat-
ter is indicative of weak intermetal communication, and the ionic radius of
Pt(II) is larger than for Pd(II), the comparable intramolecular metal-metal
separations observed for 20, 21, and 7b imply that the degree of ground-
state metal-metal interaction is even smaller in the Pd2 system. The small di-
hedral angles between the two [Pd(Cn^N^N)]+ mean planes (5.7� in 20 and
4.8� in 21) and the close interplanar separations between the Cn^N^N lig-
ands (3.34 � in 20 and 3.35 � in 21) signify p-stacking interactions within
the binuclear complexes (even though there is minimal Pd-Pd communica-
tion in the ground state). The torsion angles of 25.8� and 5.4� between the
two [Pd(Cn^N^N)]+ moieties in 20 and 21 respectively are smaller than the
corresponding angle of 44.6� in [Pt2(C1^N^N)2(m-dppm)](ClO4)2 7b [16e].
The magnitude of this torsion angle for the Pt(II) congener was attributed
to optimized p-p interactions between the aromatic C1^N^N ligands, in or-
der to avoid repulsive forces arising from eclipsed overlapping of p orbitals
(i.e., torsion angle ca. 0�) [21]. Hence like the metal-metal interaction, the p-
p orbital overlap in 20 is presumably inferior compared to the platinum an-
alogue. There are no close intermolecular contacts between the aromatic lig-
ands in the crystal lattices of 20 and 21 (distance>4 �).

3
Photophysical Properties

The photoluminescent properties of cyclometalated platinum(II) complexes
can be systematically tuned by modification of the cyclometalated ligand
[32] with respect to its symmetry, degree of aromaticity and nature of sub-
stituents. For oligomeric cyclometalated complexes, their absorption and
emission energies can be concomitantly varied to a large extent by altering
the intramolecular metal-metal and/or ligand-ligand distances with different
bridging ligands [17, 27].

3.1
UV-Vis Absorption Spectroscopy

In the absorption spectra of the monomeric platinum(II) complexes
[Pt(C^N^N)Cl] 7a–12a [17], the high-energy absorption bands at l<370 nm
are dominated by intraligand: 1IL (p!p*) transitions, while the moderately
intense low-energy bands with lmax in the range 430–438 nm (��1.6–
5.2�103 dm3 mol�1 cm�1) are assigned to singlet metal-to-ligand charge
transfer: 1MLCT (5d)Pt!p* (C^N^N) transitions. The weak absorption at
510–525 nm (�<600 dm3 mol�1 cm�1) are attributed to 3MLCT transitions.
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The binuclear complexes 7b–12b exhibit an intense absorption band at
420–485 nm (��2.6–4.5�103 dm3 mol�1 cm�1) in acetonitrile which is as-
cribed to singlet [ds*!p*] transitions [17] (see Fig. 1).

In the series of mononuclear isocyanide complexes [Pt(C1^N^N)
(C�NR)]+ (R=t-Bu 2, Ar 3, n-Bu 22, i-Pr 23, Cy 24) [20], the vibronically
structured absorption at lmax 340 nm (��104 dm3 mol�1 cm�1) is similarly
assigned to the 1IL (p!p*) transition of the C1^N^N group whereas the
moderately intense low-energy bands at lmax 390�430 nm are assigned to
1MLCT (5d)Pt!p* (C1^N^N) transitions. At concentrations higher than
10�3 mol dm�3, a shoulder at lmax 511 nm (�~120 dm3 mol�1 cm�1) for 22 is
observed at room temperature (Fig. 4). A nonlinear plot of absorbance at
511 nm against the concentration of 22(ClO4) in acetonitrile demonstrates
that this absorption band does not obey the Beer-Lambert Law. From studies
of the concentration dependence upon the UV absorbance, an equation of
[Pt]/A1/2=1/(�K)1/2+(2/�)(A1/2) where [Pt] is the total Pt concentration, A is
the absorbance, � is the extinction coefficient, and K is the dimerization
constant, is derived. A straight line was obtained in the dimerization plot of
[Pt]/A1/2 vs A1/2 for 22(ClO4) (inset of Fig. 4) in the 8.4�10�5 to 5.0�10�3 mol
dm�3 concentration range at lmax 511 nm in acetonitrile, thus confirming
[Pt(C1^N^N)(C�Nn-Bu)]2

2+ species to be responsible for the low-energy
1(ds*!p*) absorption at 511 nm.

To correlate the intermetallic/interplanar interaction between [Pt(C1^
N^N)]+ moieties with the excited state properties, comparisons between the
absorption spectra of 7b and 13–15 were made. Because of longer carbon

Fig. 4 UV-vis absorption spectrum of 22 in acetonitrile at 298 K (inset: dimerization plot
of [Pt]/A1/2 vs A1/2 for 22 at 511 nm in acetonitrile) (Reproduced with permission from
[20]. Copyright 2002 American Chemical Society)
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chains between the phosphorus atoms, the intramolecular separations
between the two [Pt(C1^N^N)]+ units in 14 and 15 are expected to be
greater than that in 7b. This is reflected in the absorption spectra of 14 and
15, which closely resemble that of the mononuclear phosphine congener
[Pt(C1^N^N)PPh3]+. No moderately intense absorption for 14 and 15 is evi-
dent at l above 400 nm reminiscent of the 1(ds*!p*) absorption band in 7b,
hence the [Pt(C1^N^N)]+ fragments in 14 and 15 behave as discrete non-in-
teracting moieties from a spectroscopic viewpoint (see emission spectra be-
low). In contrast, the absorption spectrum of 13 in acetonitrile at room tem-
perature displays a moderately intense band at 409 nm (�=2500 dm3 mol�1

cm�1), which is absent in 14 and the mononuclear pyridine derivative
[Pt(C1^N^N)py]+. Nevertheless, the absorption band of 13 at l>400 nm is
with noticeably smaller intensity than that of 7b in the same spectral region
(Fig. 5). For assignment purposes, this absorption band for 13 exhibits inter-
mediate characteristics between 1MLCT and 1(ds*!p*) transitions (Fig. 1).
This is in accordance with the relatively long Pt-Pt distance in 13
(3.612(2) �) compared to that in 7b (3.270(1) �), which implies 13 has virtu-
ally no metal-metal interaction, although the presence of intramolecular p-p
contacts is feasible.

The UV-visible absorption spectra of the trinuclear complexes,
[Pt3(Cn^N^N)3(m3-dpmp)](ClO4)3 16(ClO4)3–18(ClO4)3 feature intense low
energy broad absorptions at l~400–600 nm (��4.0–8.5�103 dm3 mol�1

cm�1). The allowed transitions at 517 and 522 nm for 16(ClO4)3 and
17(ClO4)3 respectively are assigned as 1MMLCT in nature (Fig. 6).

Fig. 5 Lowest energy UV-vis absorption bands of 7b, 13, and 14 in acetonitrile at 298 K
(Reproduced with permission from [17]. Copyright 1999 American Chemical Society)
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3.2
Emission Spectroscopy

3.2.1
Solid-State Emission Spectroscopy

For mononuclear cyclometalated Pt(II) complexes, less bulky p-acceptor lig-
ands such as isocyanide and CO were found to favor intermolecular stacking
interactions that result in the observation of low-energy 1MMLCT transitions
(Fig. 1). We recorded the solid-state emissions of the intensely red-colored
[Pt(C1^N^N)(C�NR)](ClO4) (R=Ar 3, n-Bu 22, i-Pr 23) and [Pt(C1^N^N)
(CO)](CF3SO3) 25(CF3SO3) complexes [20]; their emissions are in the range
lmax 701–748 nm at room temperature which red-shift to 775–813 nm upon
cooling to 77 K and 3MMLCT excited states are assigned (Fig. 7 for 22). The
orange solid 24 (R=Cy) exhibits an emission at lmax 625 nm at room temper-
ature, but red-shifts to 640 nm with reduced bandwidth at 77 K. This is remi-
niscent of an excimeric 3IL transition at lmax 600 nm resulting from p-stack-
ing of C1^N^N ligands in the [Pt(C1^N^N)PPh3]ClO4 solid [16e].

At room temperature, solid [Pt(bph)(CO)2] 26 (H2bph=biphenyl) displays
an intense and broad emission at 726 nm [33]. As described in earlier report
[34], [Pt(bph)(CO)2] packs in a columnar structure with Pt-Pt distances of
3.24 �. Such close interatomic contacts in the chain packing of square planar
platinum(II) complexes always impart red-shifts in their emission spectra.
The emission maximum is red-shifted to 791 nm upon decreasing the tem-
perature from 296 to 77 K, which is consistent with a decrease in the Pt-Pt
separation observed by Connick [35] and Yersin [3a].

Fig. 6 UV-vis absorption spectra of 16(ClO4)3, 17(ClO4)3, and 18(ClO4)3 in acetonitrile at
298 K
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The binuclear Pt(II) terpyridine complexes [Pt2(trpy)2(m-L)]n+ show
emissions ranging from 650 to 750 nm [12a] which are distinctly red-shifted
from the 3MLCT states of monomeric congeners. For oligomeric cyclometa-
lated Pt(II) complexes, the absorption and emission energies are affected
by the magnitude of the metal-metal and/or ligand-ligand contacts and
by electronic modification of the cyclometalating ligands. The 298 K solid-
state emission maxima for the binuclear [Pt2(C1^N^N)2(m-dppm)](ClO4)2

(7b(ClO4)2, Pt-Pt=3.270(1) �) and [Pt2(C1^N^N)2(m-pz)]ClO4 (13(ClO4), Pt-
Pt=3.612(2) �) complexes appear at 630 and 596 nm respectively. As the in-
termetal separation increases by lengthening bridging ligand in 13, the ori-
gin of the excited state changes from 3[ds*, p*] to 3MLCT (Fig. 1) and the
solid-state emission is displayed at higher energies (<600 nm). The 298 K
solid-state emission of [Pt2(C1^N^N)2(m-dppC3)](ClO4)2 14(ClO4)2 and
[Pt2(C1^N^N)2(m-dppC5)](ClO4)2 15(ClO4)2 at lmax 577 and 579 nm respec-
tively show significant blue-shifts from those observed for 7b–12b(ClO4)2

and 13(ClO4), suggesting that the two [Pt(C1^N^N)]+ units are non-inter-
acting.

Fig. 7 Solid-state emission spectra of 22(ClO4) at 298 and 77 K (lex 350 nm, normalized
intensities) (Reproduced with permission from [20]. Copyright 2002 American Chemical
Society)
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For the trinuclear complex [Pt3(C1^N^N)3(m3-dpmp)]3+ 16 [27], the or-
ange 16(BF4)3 exhibits solid-state emission at lmax 630 nm which is reminis-
cent of 3(pp*) excimeric emission. The luminescence of the red and brown-
red forms of 16(ClO4)3 appear at lmax 674 and 709 nm respectively, suggest-
ing an increase in 3MMLCT character (Fig. 8).

3.2.2
Solution Luminescence Spectroscopy

The monomeric cyclometalated platinum(II) complexes [Pt(C^N^N)Cl]
7a–12a display structureless emission in CH2Cl2 at room temperature
at lmax~565 nm which are assigned as 3MLCT in nature [17]. For
[Pt(C2^N^N)py]+ (HC2^N^N=40-methoxyphenyl-6-phenyl-2,20-bipyridine)
27, the emission maximum blue-shifts to 541 nm, which is consistent with
the cationic charge on the platinum(II) complex leading to an increase in the
3MLCT energy (Fig. 9). The binuclear complexes 7b–12b exhibit structureless
emissions with lmax at 652–662 nm in acetonitrile at room temperature
(Fig. 9 for 11b), while at 77 K, these emissions are blue-shifted to lmax 633–
644 nm and are ascribed to 3[ds*, p*] excited states [17].

For complexes with longer bridging ligands (13–15), the emission spectra
in acetonitrile at room temperature show a structureless band centered at
ca. 545 nm which are assigned as 3MLCT in nature. A comparison of the
77 K frozen acetonitrile emissions of 7b, 13, and 14 reveals the effect of in-
tramolecular metal-metal and/or ligand-ligand interactions on emission en-
ergies (Fig. 10). The lowering in emission energies from 530 (14) to 555
(13), and 638 (7b) nm indicated that the degree of 3[ds*, p*] (3MMLCT)
character in these excited states is increasing [17]. Similar discussion has
been made from their absorption spectra above.

Fig. 8 Normalized solid-state emission spectra of (dotted line) orange 16(BF4)3, (dashed
line) red, and (continuous line) brown-red forms of 16(ClO4)3 at 298 K
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The emission spectrum of [Pt(C1^N^N)(C�NCy)](ClO4) 24(ClO4) at con-
centrations �7�10�3 mol dm�3 in acetonitrile (lex 500 nm) displays a broad
band at 710 nm (dotted line in Fig. 11) [20]. When monitoring the emission
wavelength at 710 nm, the excitation spectrum exhibits a well-resolved band
at 500 nm (solid line in Fig. 11) that is absent from the absorption spectra of
�conventional� monomeric derivatives. This 500-nm excitation band is com-
parable in energy to the singlet MMLCT (ds*!p*) absorption band dis-
cussed above. Therefore, the 710-nm emission band presumably originates

Fig. 10 Normalized emission spectra of 7b, 13 and 14 in acetonitrile at 77 K (lex 350 nm)
(Reproduced with permission from [17]. Copyright 1999 American Chemical Society)

Fig. 9 Absorption and normalized emission spectra of mononuclear [Pt(C2^N^N)py]+

27 and binuclear 11b in acetonitrile at 298 K
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from the metal-metal interaction of dimeric [Pt(C1^N^N)(C�NCy)]2
2+ spe-

cies and is tentatively assigned to triplet MMLCT: (p*!ds*) emission. At a
concentration of 4�10�3 mol dm�3, in addition to the 710-nm band, an emis-
sion at lmax 550 nm that is similar in energy to the 3MLCT emission of mo-
nomeric [Pt(C1^N^N)L]n+ derivatives is also recorded.

The emissive behaviors of 2, 3, and 22–25 at 77 K in glassy solutions are
sensitive to the complex concentration in the range 10�3 to 10�5 mol dm�3.
At complex concentration below 10�5 mol dm�3, the emission spectrum is

Fig. 11 Normalized excitation and emission spectra (lem 710 nm and lex 500 nm, respec-
tively) of 24 in acetonitrile at 298 K (concentration �7�10�3 mol dm�3) (Reproduced
with permission from [20]. Copyright 2002 American Chemical Society)

Fig. 12 Emission spectra of 22 in the 5�10�5 to 2�10�3 mol dm�3 concentration range in
glassy butyronitrile solution at 77 K (lex 350 nm) (Reproduced with permission from
[20]. Copyright 2002 American Chemical Society)
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vibronically structured with peak maxima at lmax~502 nm (Fig. 12 for 22).
At higher concentrations (�10�4 mol dm�3), a new red emission band cen-
tered at 600–625 nm develops which is tentatively ascribed to excimeric in-
traligand excited state arising from weak p-stacking interactions of C1^N^N
ligands. Low-energy emission bands at lmax 711, 739, 710, and 714 nm also
appear for 3, 22, 24, and 25 respectively and these can be attributed to
MMLCT excited states (Fig. 1) resulting from aggregation of Pt(II) centers in
glassy solutions.

The emission maximum of the neutral alkynyl [Pt(C1^N^N)(C�CR)]
(R=C6H4OMe-4 28 and C6H4NO2-4 29) complexes in dichloromethane at
298 K ranges from 560 nm (29) to 630 nm (28) [36]. This implies tunability
of the emission energy by varying the 4-substituent in the arylacetylide moi-
ety (Fig. 13). The photoluminescent properties are also affected by the cy-
clometalating ligand. Replacing the [C1^N^N] ligand in 30 with [C3^N^N]
(HC3^N^N=6-(20-thienyl)-2,20-bipyridine) in 31 red-shifts the emission
maximum from 582 to 614 nm in CH2Cl2 at 298 K (Fig. 13). Similar findings
have previously reported for [Pt(C^N)2] (HC^N=2-phenylpyridine, 2-(20-
thienyl)pyridine) [14a, 14b].

Fig. 13 Normalized photoluminescence spectra of complexes 28–31 in CH2Cl2 at 298 K,
illustrating tunability of emission energies
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Yip reported [37] that the absorption and emission energies of
[Pt(C1^N^N)L]ClO4 complexes (L=pyridine 32, 4-aminopyridine 33,
2-aminopyridine 34, 2,6-diaminopyridine 35) are sensitive to the ancillary
ligand L. The glassy emission spectra of 32 and 33 exhibit highly structured
bands at lmax 502 nm which are attributed to ligand-centered 3pp* excited
states, thus indicating that this state is not affected by the ancillary ligand.
The emission of 34 is red-shifted to lmax 540 nm and its shape and energy is
typical for 3MLCT emissions. The intramolecular N� � �Pt interactions be-
tween the lone-pair orbitals of the NH2 groups and the Pt 5dxz orbitals are
expected to destabilize the Pt orbitals, leading to a decrease in the energy
gap between the metal and p* orbitals. Compound 35 is not emissive, even
at 77 K; however, its absorption spectrum shows that the MLCT transitions
are red-shifted from those of 32–34.

3.3
Solvatochromic Effects

The effect of solvents upon the emission of [Pt(C1^N^N)Cl] 7a has been ex-
amined and the solution emission data measured at room temperature and
77 K are listed in Table 1. At room temperature, both the band shape and
emission energy of 7a show no significant change from CH2Cl2 to CH3CN,
but the emission lifetime and quantum yield decrease as the solvent polarity
increases. In the frozen state at 77 K, the emission of 7a shows more pro-
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nounced solvatochromic shift. The emission maximum changes from
512 nm in CH3CN to 567 nm in CH2Cl2 and CHCl3. The remarkable solva-
tochromism of the emission is consistent with the assignment of the excited
state as MLCT in nature.

The solvatochromic behavior of the 3[ds*, p*] (3MMLCT) emissions of
7b(ClO4)2 and 11b(ClO4)2 has also been studied (Table 2). The emission ener-

gy, lifetime and quantum yield are sensitive to the solvent polarity, but insen-
sitive to the complex concentration. For 11b(ClO4)2, the emission maximum
shifts by 689 cm�1 from dichloromethane to dimethylformamide (DMF)
while the luminescence lifetimes (to) and quantum yields (fo) change from
2.5 to 0.3 ms and 0.20 to less than 0.01 respectively. This is ascribed to greater
rates of non-radiative decay in highly polar solvents such as DMF.

3.4
Spectroscopic Comparison with Pd(II) Counterparts

3.4.1
Absorption Spectroscopy

The absorption spectrum of [Pd2(C1^N^N)2(m-dppm)]2+ 20 shows intense
intraligand transitions at lmax 309 and 331 nm (�~104 dm3 mol�1 cm�1) and

Table 1 Solvent dependence of the MLCT emission of 7a (1�10�5 mol dm�3)

77 K 298 K

Solvent lmax/nm lmax/nm; to/ms; fo

Dichloromethane 535, 567 (max), 610 565; 0.5; 0.025
Acetone 527 (max), 536 564; 0.2; 0.018
Chloroform 567 (max), 610 563; 0.3; 0.012
Acetonitrile 512 (max), 544 550; 0.2; 0.002
Dimethylformamidea 528, 560, 600 –

a 7a is non-emissive in dimethylformamide solution at room temperature

Table 2 Solvent dependence of the 3[ds*, p*] emission of 7b(ClO4)2 and 11b(ClO4)2

lmax/nm; to/ms; fo

Solvent [Pt2(C1^N^N)2(m-dppm)]2+, 7b [Pt2(C2^N^N)2(m-dppm)]2+, 11b

Dichloromethane 640; 2.6; 0.18 645; 2.5; 0.20
Chloroform 643; 2.5; 0.17 647; 2.1; 0.19
Acetone 657; 0.5; 0.026 657; 0.9; 0.051
Acetonitrile 652; 0.2; 0.015 655; 0.4; 0.025
Methanol 654; 0.2; <0.01 653; 0.3; <0.01
Dimethylformamide non-emissive 675; 0.3; <0.01
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moderately intense and broad absorptions at lmax 378–401 nm (�=4900–
3400 dm3 mol�1 cm�1) (Fig. 14) [28]. Upon comparing with the mononucle-
ar counterpart [Pd(C1^N^N)(PPh3)]+ 19, both spectra are similar except
that the � values are greater for 20. This may be explained by an increase in
the number of [Pd(C1^N^N)]+ chromophores per molecule. The virtual
match between the low energy absorptions at l>360 nm for 19 and 20,
together with the structural data (see above), imply very weak or minimal
Pd-Pd interaction in 20. Presumably, the absorptions at lmax 378–401 nm
for 19 and 20 have similar electronic origin, which could be MLCT and/or
intraligand in nature. The lowest energy 1[ds*!p*]: metal-metal-to-ligand
charge transfer (MMLCT) absorption band of [Pt2(C1^N^N)2(m-dppm)]2+

7b is located at lmax~420 nm in acetonitrile, which is red-shifted from the
MLCT transition of the mononuclear species and is absent from the absorp-
tion spectrum of 20 (Fig. 14). This is also consistent with the assignment of
very weak/negligible Pd-Pd interaction in 20.

3.4.2
Emission Spectroscopy

The 77 K emission of [M2(C1^N^N)2(m-dppm)]2+ in frozen CH3CN occurs
at lmax 598 and 638 nm for M=Pd 20 and Pt 7b respectively (Fig. 15). Since
a p-p excimeric 3IL excited state is invoked for the Pd2 species, the red shift
for the Pt2 analogue is indicative of an excited state arising from p-p (ex-
cimeric 3IL) and metal-metal (previously assigned as ds*!p*) interactions.
The 77 K solid-state emission spectra for [M2(C1^N^N)2(m-dppm)](ClO4)2

Fig. 14 UV-vis absorption spectra of [M2(C1^N^N)2(m-dppm)]2+ (M=Pt 7b, Pd 20) in
CH3CN at 298 K (Reproduced with permission from [28]. Copyright 2000 American
Chemical Society)
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reveal a similar trend (Fig. 15). A structureless band appears at lmax 640 nm
for Pt2 7b, while a structured emission is observed at 526 and 553 nm for
Pd2 20. The nature of the former is again ascribed to mixed ds*!p*/ex-
cimeric p!p*, while the excited state of the Pd2 20 species is assigned as 3IL
accompanied by weak p-p excimeric character.

At this juncture, in order to facilitate comparisons of the families of lu-
minophores described in this account, a table illustrating the correlation be-
tween the metal-metal distances and photophysical properties of relevant cy-
clometalated diimine Pt(II)/Pd(II) complexes is provided (Table 3).

4
Applications on the Design of New Materials

4.1
Luminescent Molecular Sensors

The low quantum yield of the 3MLCT emission for [Pt(C1^N^N)L]ClO4 36
(L=Ph2PCH2NHPh) is attributable to photoinduced electron transfer (PET)
quenching by the amine component [38]. However, the emission intensity
varies over a wide pH range in aqueous and micellar solutions presumably
due to the extent of PET suppression through protonation at the amine moi-
ety. As the amine receptor becomes protonated at low pH, quenching of the
excited state is precluded. Hence the emission intensity is noticeably en-

Fig. 15 Normalized 77 K emission spectra (lex 350 nm) of [M2(C1^N^N)2(m-dppm)]
(ClO4)2 (M=Pt 7b, Pd 20) in frozen CH3CN (F) and solid state (S) (Reproduced with per-
mission from [28]. Copyright 2000 American Chemical Society)
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hanced in acidic media due to proton-induced suppression of PET
(Fig. 16a). The luminescence of 36 can be employed to estimate the critical
micelle concentration (CMC). At high sodium dodecyl sulfate (SDS) concen-
trations (>10 mmol dm�3), micelle assemblies are formed around the hydro-
phobic C1^N^N head of the complex so that solvent-induced quenching is
suppressed and the photoluminescence is enhanced (Fig. 16b). This demon-

Fig. 16 a Emission spectral traces of 36 at different pH in 0.01 mol dm�3 SDS solution at
298 K (pH: 12, 11, 10, 9, 8, 7, 6, 5, 4, 3, 2, 1; lex=350 nm). b Variation of luminescence
intensity vs [SDS] for 36 (monitored at 534 nm, lex=350 nm, 298 K, [36]=1.3�10�5 mol
dm�3) (Reproduced with permission from [38]. Copyright 1999 Wiley-VCH)
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strates a bifunctional platinum(II) spectroscopic probe that exhibits lumi-
nescence enhancement at low pH and in the presence of SDS micelles.

The conformationally nonrigid dinuclear cyclometalated [Pt2(C5^
N^N)2(m-dppm)]2+ 37 (HC5^N^N=4-(p-diethylphosphonophenyl)-6-phe-
nyl-2,20-bipyridine) complex can function as a spectroscopic probe for SDS
micelles [16f]. The flexible conformation of the molecule affords intramo-
lecular metal-metal and/or ligand-ligand interactions, and hence MMLCT
emissions that are sensitive to the microheterogeneous environments of
SDS micelles. Addition of SDS micelles to an aqueous solution of 37 leads
to a MLCT emission at lmax 530 nm suggesting negligible intra-/inter-mo-
lecular metal-metal and ligand-ligand interactions. Increasing the ionic
strength causes micelles to undergo substantial transformations in size and
shape, so that cylinder micelles with larger aggregation numbers are

Fig. 17 Emission spectra of 37 at various [NaCl] in SDS micellar solution
([SDS]=1.52�10�2 mol dm�3, [37]=3.46�10�6 mol dm�3, [NaCl]/mol dm�3=0 a, 0.06 b,
0.2 c, 0.3 d, 0.4 e, 0.5 f) (Reproduced with permission from [16f]. Copyright 1998 Royal
Society of Chemistry)
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formed and the SDS head groups become closer in proximity. Thus, an ad-
ditional 3MMLCT emission at lmax 650 nm gradually develops as [NaCl] in-
creases (Fig. 17). The alignment of the SDS head groups with Na+ cations
enables two cyclometalated [Pt(C5^N^N)]+ units to approach sufficiently
close for intramolecular metal-metal and/or ligand-ligand interactions to
occur.

The [Pt(C2^N^N)NH2(CH2)3Si(OEt)3]+ 38 complex was incorporated
into a sol-gel glass by co-condensation with Si(OEt)4, which shows a rapid
and sensitive response to oxygen gas [39]. The luminescence intensity
decreases by 58% in ca. 10 s when switching from N2 to O2 (Fig. 18). This
Pt-based material displays several advantages over the sensing ability of
[Ru(bpy)3]2+ derivatives in polymer [40], and these include: (i) the plati-
num(II) complex exhibits longer lifetime, especially in sol-gel matrix, which
provides a larger quenching response, (ii) the pore-like microstructure of
sol-gel films allows effective permeation by oxygen molecules, resulting in a
faster response, (iii) immobilization of Pt(II) complex into sol-gel films via
coordinative bonding offers stability for the sensor and minimizes leaching
of luminophores from the sol-gel matrix.

The luminescent cyclometalated complex [Pt(C4^N^N)py]+ 39 immobi-
lized in Nafion film has been observed to exhibit a solvatochromic shift in
emission maximum from 530 to 650 nm upon immersion in ethanol but no
effect was detected with aprotic organic solvents (Fig. 19) [41]. On the con-
trary, the emission of the [Pt(C4^N^N)]+ luminophore anchored on silica
materials (MCM-41/-48 and silica gel) showed a blue shift from lmax~665 to
550 nm upon exposure to pentane vapor but no shift was observed for etha-
nol vapor (Fig. 20).

The distinctive shift in emission energy arising from reversible switching
between 3MMLCT and 3MLCT excited states, which can be induced by intru-
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Fig. 19 Emission spectra (lex 350 nm) of Nafion film incorporated with 39 (for 90 min)
before a, and after b immersion in ethanol for 20 min, and after drying in air c for 24 h
(* denotes instrumental artifact) (Reproduced with permission from [41]. Copyright
2003 Royal Society of Chemistry)

Fig. 18 Change of luminescence intensity towards alternate environments of pure oxygen
and nitrogen for a Pt sol-gel film ([Pt]=1.0 wt%) (Reproduced with permission from
[39]. Copyright 1998 Elsevier)
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sion of guest molecules or other changes in the microenvironment of these
luminophores, constitutes an optical signaling response. The incorporation
of the luminescent platinum(II) component into different solid matrices
therefore not only provides supporting anchorage but also offers a discrimi-
nating effect with respect to the nature of the molecules to be sorbed and
detected.

4.2
Organic Light-Emitting Materials and Electrophosphorescent Devices

The intense tunable phosphorescence of the [Pt(Cn^N^N)(C�CR)] (e.g.,
28–31) complexes, plus their neutrality and stability under vacuum deposi-
tion conditions, render them good candidates as emitters for high-efficiency
OLEDs [36]. The electroluminescence (EL) energies are tunable by the na-
ture of (i) the 4-arylacetylide substituent and (ii) the tridentate ligand
(Fig. 21). This is similarly observed in their photoluminescence properties
(Fig. 13). A maximum luminance of 3100 cd m�2 at 12 V and a maximum
efficiency of 1.0 cd A�1 at 30 mA cm�2 were observed for the device using
[Pt(C3^N^N)(C�CC6H4Me-4)] (HC3^N^N=6-(20-thienyl)-2,20-bipyridine)
40. These values are comparable with the best red-light OLEDs in the litera-
ture [42] and demonstrate the potential usefulness of these platinum(II)-
alkynyl complexes as electrophosphorescent emitters.

Fig. 20 Emission spectra (lex 380 nm) of [Pt(C4^N^N)-MCM-41] ([Pt]=2.8 wt%) before
a, and after b exposure to pentane vapor for 10 min at 298 K (Reproduced with permis-
sion from [41]. Copyright 2003 Royal Society of Chemistry)
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Forrest and Thompson have demonstrated high-efficiency, high-bright-
ness red phosphorescent OLEDs employing cyclometalated benzothienylpyri-
dine (btp) iridium and platinum complexes [43], such as in (2-(20-benzo[4,5-
a]thienyl)pyridinato-N,C30)platinum(acetylacetonate), [Pt(btp)(acac)] 41.

Fig. 21 Top: normalized electroluminescence spectra for (dotted line) 30, (dashed line)
[Pt(C1^N^N)(C�CC6H4Me-4)], and (continuous line) 40 at 4% doping level and multi-
layer configuration of device. Bottom: current density, voltage and luminance characteris-
tics (inset: luminescent efficiency vs current density) for OLED using 30 as emitter as 4%
doping level (Reproduced with permission from [36a]. Copyright 2002 Royal Society of
Chemistry)
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Thompson had reported the synthesis and photophysical properties
of a series of phosphorescent cyclometalated platinum complexes, [(C^N)
Pt(O^O)] (HC^N=2-phenylpyridyl, 2-(20-thienyl)pyridyl, 2-(40,60-difluo-
rophenyl)pyridyl; O^O=acetyl acetonate 42, 2,2,6,6-tetramethyl-3,5-heptane-
dionato-O,O 43 [44], 6-methyl-2,4-heptanedionato-O,O 44). Their emission
characteristics are governed by the nature of the cyclometalating ligand
through modifying the 2-phenylpyridyl group with electron-donating or
-withdrawing substituents. Incorporating electronegative atoms such as flu-
orine onto the phenyl ring blue-shifts the emission while substituting with
electron-donating methoxy group gives a pronounced red shift. This allows
the emission to be tuned in energy with lmax in the range 456–600 nm [44].
These complexes are stable in air and sublimable. Forrest reported the use
of the phosphorescent excimer arising from the phosphor 42, coupled with
blue monomer emission from either 44 or iridium-bis(4,6-difluorophenyl-
pyridinato-N,C2)-picolinate 45, to achieve efficient electrophosphorescent
white light OLEDs [45].

4.3
Metallointercalators for DNA and Polymeric Molecular Switch
for Protein Binding Reactions

Since square planar platinum(II) complexes have vacant coordination site at
the platinum atom, upon intercalation with DNA base pairs, the local envi-
ronment around the Pt core changes and the mobility of the complexes de-
creases. Subsequently, a profound impact upon the photoluminescent prop-
erties can be envisioned.

Intercalation of the luminescent cyclometalated [Pt(C6^N^N)(MeCN)]+

46 (HC6^N^N=2,9-diphenyl-1,10-phenanthroline) and [Pt2(C1^N^N)2(m-
dppm)]2+ 7b complexes into calf-thymus DNA leads to a dramatic enhance-
ment of their photoluminescence [16d]. The intercalation is likely to prohib-
it the solvent-induced quenching process, which typically occurs at the coor-
dinative unsaturated platinum site for the MLCT excited state. The DNA-in-
tercalating platinum(II) complex, [Pt(dppz)(tN^C)]CF3SO3 (dppz=dipyri-
do[3,2-a:20,30-c]phenazine, tN^CH=4-tert-butyl-2-phenylpyridine) 47 simi-
larly exhibits an increase in emission intensity at lmax 650 nm on addition
of calf thymus DNA (Fig. 22) [46].
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Attachment of the water-soluble polymer, poly(ethylene)glycol (PEG) to
[Pt(4-HOC6H4C^N^N)Cl] gave 48 which can be utilized as a luminescent
probe [47] for binding reactions with bovine serum albumin (BSA), human
blood g-globulin, and human and chicken egg albumin. The emission inten-
sity is significantly enhanced upon addition of these proteins (Fig. 23 for
BSA), presumably due to the interaction of 48 with hydrophobic region(s) of
proteins. The Scatchard plots of V/[L] vs V for these proteins afforded
straight lines (inset of Fig. 23) with binding constants (K) of (1.3–
4.2)�104 mol�1 dm3, according to the equation: V/[L]=KN�KV, where V is
the number of 48 molecules bound in one protein molecule, [L] is the con-
centration of free 48, K is the binding constant, and N is the total number of
48 molecules bound in one protein molecule. Therefore, incorporating lumi-

Fig. 22 Emission spectral traces of 47(CF3SO3) (20 mmol dm�3) in aqueous tris buffer
(5 mmol dm�3 tris, 50 mmol dm�3 NaCl, pH=7.2) with increasing calf-thymus DNA con-
centrations: 0, 21, 42, 63, 84, 105 mmol dm�3
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nescent platinum(II) complexes into a water-soluble polymer could pave the
way to luminescent biosensors for protein binding reactions under aqueous
conditions.

4.4
Other Examples

The employment of diphenylphosphinopropanoic acid as a building block
in the supramolecular assembly of a cyclometalated platinum(II) polymer 49
directed by p-stacking and hydrogen-bonding interactions has been de-
scribed [16g].

Fig. 23 Emission spectral traces of 48 (20 mmol dm�3) at different concentration of bovine
serum albumin (BSA) in aqueous solution (pH=7.40, 100 mmol dm�3 Na2HPO4-NaH2PO4

with 0.9% NaCl; [BSA]=0 to 3.15 mmol dm�3, increases by 0.45 mmol dm�3 per plot). In-
set: Scatchard plot for obtaining the binding constant (K) (Reproduced with permission
from [47]. Copyright 2002 Royal Society of Chemistry)
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The orthometalated Pt(II) complexes [Pt(phpy)2] and [Pt(thpy)2]
(Hphpy=2-phenylpyridine, Hthpy=2-(20-thienyl)pyridine) are photosensi-
tive in several organic solvents, giving rise to oxidative addition reactions
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that lead to the formation of new luminescent Pt(IV) products [14c], for ex-
ample [Pt(thpy)2(CH2Cl)Cl].

Cyclopalladation of 40-(functionalized)-60-phenyl-2,20-bipyridine ligands
(HL) afforded several new [PdLCl] complexes; liquid crystalline complex 50
exhibits thermotropic nematic mesomorphism, which represents the first
example of an organometallic mesogen with a terdentate o-C deprotonated
ligand. Complex 50 is photoluminescent at 77 K [48]. Other researchers have
reported the applications of ortho-platinated or -palladated complexes bear-
ing azobenzene or imine ligands as liquid crystalline materials [49].

5
High-Resolution Spectroscopic Studies at Ultra-low Temperatures

Yersin and coworkers [50] have pioneered spectroscopic investigation on
the excited states of metal-organic luminescent compounds, especially Pt
complexes, in inert n-octane (Shpol�skii) matrices at temperatures around
1–5 K. Spectroscopic studies on [Pt(thpy)2] under high pressure revealed
that the emitting state is 3pp* in nature with significant MLCT character
[50a]. The spectra are highly resolved and show electronic origin (0–0 tran-
sition) of the most intense emitting triplet sublevel. For [Pt(thpy)(CO)Cl],
the emitting triplet state was investigated by complementary use of high-res-
olution optical and optically detected magnetic resonance spectroscopy,
which allowed determination of several photophysical parameters including
the zero-field splittings (ZFS) of the triplet state. Upon comparing the spec-
tra of a series of organometallic Pt(II) complexes, Yersin concluded that
higher ZFS values correspond to significantly increased MLCT participation
in the lowest triplet pp* state of these compounds [15b, 50c, 51].

6
Concluding Remarks

In recent years, square planar platinum(II) systems bearing cyclometalating
tridentate ligands based on 6-phenyl-2,20-bipyridine have been demonstra-
ted to offer favorable photophysical characteristics compared to 2,20:60,200-
terpyridine analogues, and interest in these luminescent cyclometalated
complexes has proliferated [16, 17, 38]. Like tris(2,20-bipyridine)rutheni-
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um(II) and its derivatives, these platinum(II) compounds have found
applications in photochemical devices [14c] and as chemical sensors
[16, 38]. Their square planar geometry facilitates substrate-binding reac-
tions in both the ground and MLCT excited states. Their photolumines-
cent properties can be systematically tuned through modification of the
cyclometalated and/or ancillary ligands. The employment of less bulky
p-acceptor ligands such as isocyanide or CO favors intermolecular metal-
metal interactions and hence aggregation in mononuclear species, which
accounts for the observation of low-energy 1MMLCT transitions (Fig. 1).
The bi- and trinuclear counterparts have been designed to model intermo-
lecular metal-metal and/or excimeric interactions in the Pt(II) polypyridine
systems and to probe the spectroscopic properties of low-energy MMLCT:
[ds*(dz2(Pt))!p*(diimine)] and excimeric ligand-to-ligand excited states.
Their photoluminescent properties have been shown to be sensitive to their
microenvironment, which could be employed for molecular sensing and sig-
naling purposes. By taking advantage of their ability to undergo outer- and
inner-sphere interactions with substrates, it is envisaged that future applica-
tions in photochemical transformation and photocatalysis, plus chemosens-
ing and molecular probe technologies, could be developed with luminescent
platinum(II) complexes.

Acknowledgements We are grateful for financial support from the University Development
Fund of The University of Hong Kong, the Hong Kong University Foundation, and the
Research Grants Council of the Hong Kong SAR, China [HKU 7039/03P].

References

1. Keller HJ (1977) Chemistry and physics of one-dimensional metals. Plenum Press,
New York

2. Miller JS (1982) Extended linear chain compounds. Plenum Press, New York
3. (a) Yersin H, Gliemann G (1978) Ann NY Acad Sci 313:539; (b) Gliemann G, Yersin H

(1985) Struct Bond 62:87; (c) Yersin H, Riedl U (1995) Inorg Chem 34:1642
4. Schindler JW, Fukuda RC, Adamson AW (1982) J Am Chem Soc 104:3596
5. (a) Miskowski VM, Houlding VH (1989) Inorg Chem 28:1529; (b) Che CM, He LY,

Poon CK, Mak TCW (1989) Inorg Chem 28:3081; (c) Biedermann J, Gliemann G,
Klement U, Range KJ, Zabel M (1990) Inorg Chem 29:1884; (d) Kunkely H, Vogler A
(1990) J Am Chem Soc 112:5625; (e) Miskowski VM, Houlding VH (1991) Inorg
Chem 30:4446; (f) Houlding VH, Miskowski VM (1991) Coord Chem Rev 111:145; (g)
Wan KT, Che CM, Cho KC (1991) J Chem Soc Dalton Trans 1077; (h) Connick WB,
Henling LM, Marsh RE, Gray HB (1996) Inorg Chem 35:6261; (i) Humbs W, Yersin H
(1997) Inorg Chim Acta 265:139

6. (a) Biedermann J, Wallfahrer M, Gliemann G (1987) J Lumin 37:323; (b) Weiser-Wall-
fahrer M, Gliemann G (1990) Z Naturforsch 45b:652

7. Kato M, Kosuge C, Morii K, Ahn JS, Kitagawa H, Mitani T, Matsushita M, Kato T,
Yano S, Kimura M (1999) Inorg Chem 38:1638

Luminescent Cyclometalated Diimine Platinum(II) Complexes 61



8. Yip HK, Che CM, Zhou ZY, Mak TCW (1992) J Chem Soc Chem Commun 1369
9. (a) Barigelletti F, Sandrini D, Maestri M, Balzani V, von Zelewsky A, Chassot L, Jolliet

P, Maeder U (1988) Inorg Chem 27:3644; (b) Zuleta JA, Burberry MS, Eisenberg R
(1990) Coord Chem Rev 97:47; (c) Blanton CB, Rillema DP (1990) Inorg Chim Acta
168:145; (d) Scolaro LM, Alibrandi G, Romeo R, Ricevuto V, Campagna S (1992) In-
org Chem 31:2074; (e) Cummings SD, Eisenberg R (1996) J Am Chem Soc 118:1949;
(f) Paw W, Cummings SD, Mansour MA, Connick WB, Geiger DK, Eisenberg R
(1998) Coord Chem Rev 171:125

10. (a) Jennette KW, Gill JT, Sadownick JA, Lippard SJ (1976) J Am Chem Soc 98:6159;
(b) Yip HK, Cheng LK, Cheung KK, Che CM (1993) J Chem Soc Dalton Trans 2933;
(c) Bailey JA, Hill MG, Marsh RE, Miskowski VM, Schaefer WP, Gray HB (1995) Inorg
Chem 34:4591; (d) Arena G, Calogero G, Campagna S, Scolaro LM, Ricevuto V, Ro-
meo R (1998) Inorg Chem 37:2763

11. (a) Aldridge TK, Stacy EM, McMillin DR (1994) Inorg Chem 33:722; (b) B�chner R,
Field JS, Haines RJ, Cunningham CT, McMillin DR (1997) Inorg Chem 36:3952; (c)
B�chner R, Cunningham CT, Field JS, Haines RJ, McMillin DR, Summerton GC
(1999) J Chem Soc Dalton Trans 711; (d) Michalec JF, Bejune SA, Cuttell DG,
Summerton GC, Gertenbach JA, Field JS, Haines RJ, McMillin DR (2001) Inorg Chem
40:2193; (e) Hobert SE, Carney JT, Cummings SD (2001) Inorg Chim Acta 318:89; (f)
McMillin DR, Moore JJ (2002) Coord Chem Rev 229:113

12. (a) Bailey JA, Miskowski VM, Gray HB (1993) Inorg Chem 32:369; (b) Ratilla EMA,
Scott BK, Moxness MS, Kostić NM (1990) Inorg Chem 29:918
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Abstract Excitation energy transfer processes play an important role in many areas of
physics, chemistry and biology. The three-dimensional oxalate networks of composition
[MIII(bpy)3][MIM0III(ox)3]ClO4 (bpy=2,20-bipyridine, ox=oxalate, MI=alkali ion) allow
for a variety of combinations of different transition metal ions. The combination with
chromium(III) on both the tris-bipyridine as well as the tris-oxalate site constitutes a
model system in which it is possible to differentiate unambiguously between energy
transfer from [Cr(ox)3]3� to [Cr(bpy)3]3+ due to dipole-dipole interaction on the one
hand and exchange interaction on the other hand. Furthermore it is possible to just as
unambiguously differentiate between the common temperature dependent phonon-as-
sisted energy migration within the 2E state of [Cr(ox)3]3�, and a unique resonant process.

Keywords Oxalate networks · [Cr(ox)3]3� · [Cr(bpy)3]3+ · 2E state · Resonant energy
transfer · Phonon-assisted energy transfer · F�rster transfer · Exchange interaction

1
Introduction

Excitation energy transfer processes, whereby the excitation energy from an
initially excited chromophore, usually referred to as donor, is transferred in
a non-radiative process to a nearby chromophore, usually referred to as ac-



ceptor, play an important role in a number of technological applications as
well as in life science and in nature. Technological applications include solid
state lasers [1], fluorescent lamps and displays [2], solar energy conversion
cells [3] and information technology. In life science so-called fluorescence
resonance energy transfer (FRET) is used for the conformational analysis of
proteins and for investigations on the folding dynamics of DNA [4]. In na-
ture antenna pigments of the chloroplasts harvest the light energy from the
sun and transfer it to the photosynthetic reaction centre [5]. Research in this
area therefore was [6] and still is [7] of paramount interest.

As far back as 1948, F�rster [8] laid the theoretical foundations for our
understanding of energy transfer processes in a seminal paper, postulating a
dipole-dipole mechanism which involves the transition dipole moments of
the respective electronic transitions of the donor and the acceptor. Whereas
for organic energy donor-acceptor pairs with singlet-singlet energy transfer,
this so-called F�rster transfer is the dominant mechanism, this is not always
the case for donor-acceptor pairs involving transition metal complexes with
an open shell electronic structure. For such cases, Dexter [9] extended the
work of F�rster to include higher order multipole interactions, magnetic di-
pole interactions as well as exchange interactions. All mechanisms consider
the excitation energy transfer to be a resonant process, for which, according
to Fermi�s Golden Rule, the probability for an energy transfer process from
the initially excited donor D* to the acceptor A is given by [10]

wDA¼
2p
�h

DA� H0j jD�Ah ij j2WDA ð1Þ

where hDA*jH0jD*Ai is the electronic coupling matrix element between the
donor and the acceptor, with H0 being the perturbation operator for electro-
static, magnetic or exchange interaction. In Eq. (1) the spectral overlap inte-
gral of the absorption of the acceptor and the emission of the donor, WDA,
takes care of energy conservation.

Whereas higher order multipole and magnetic dipole interactions are im-
portant for energy transfer processes in crystalline systems of high symme-
try, in particular involving rare earth ions [11], dipole-dipole interactions
and to a lesser extent exchange interactions usually dominate energy trans-
fer processes between low-symmetry transition metal complexes. In the fol-
lowing, the discussion is therefore restricted to the latter two mechanisms.
The key difference between them is that the dipole-dipole interaction falls
off as the inverse power of three of the donor-acceptor distance RDA, where-
as the exchange interaction depends upon direct overlap of the electronic
wavefunctions of the donor and the acceptor, and thus falls off exponentially
with increasing values of RDA. As indicated schematically in Fig. 1, the ex-
change mechanism can therefore be dominant for small values of RDA, but
the dipole-dipole interaction is expected to take over at larger values of RDA.
A large number of papers addressing the nature of the interaction responsi-
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ble for the energy transfer between a given donor-acceptor pair involving
transition metal complexes have appeared over the years [12], and quite of-
ten the conclusions with regard to the basic question regarding the nature of
the interaction are nothing but unambiguous.

Likewise, a large number of studies treat so-called energy migration [13],
that is the energy transfer between chemically identical chromophores in
concentrated solids. Such energy migration, schematically shown in Fig. 2,
is most efficient if a substantial fraction of the intensity of the relevant elec-
tronic transition is in the zero-phonon line. Even then, due to the inhomoge-
neous broadening, nearest neighbour pairs as a rule are not truly resonant
with each other. Truly resonant chromophores are normally spatially sepa-
rated by a comparatively large distance. As a result, energy migration is usu-
ally a phonon-assisted process, that is, it occurs between nearest neighbours,
which are not necessarily resonant with each other and lattice phonons

Fig. 1 a In the presence of an acceptor A, the luminescence of the originally excited do-
nor D is quenched by a non-radiative energy transfer process. b In order for the energy
transfer to be efficient, the acceptor must be in the vicinity of the donor. The ensuing in-
teraction can be either multipole-multipole interaction or exchange interaction. Whereas
for dipole-dipole interaction HDA=hDA*jH0jD*Ai falls off with the third power of the dis-
tance RDA, the exchange interaction falls of exponentially with RDA

Fig. 2 a Energy migration, that is multi-step energy transfer between chemically identical
chromophores. b Within the inhomogeneous distribution it can proceed via an resonant
process (straight arrow) or via a phonon-assisted process whereby the energy mismatch
between the donor and the acceptor is made up by lattice phonons (curly arrows)
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serve as thermal bath making up for the energy mismatch [14]. Neverthe-
less, the elusive resonant process, for instance in ruby (Al2O3:Cr3+), has
aroused the continued interest of many researchers over the years [15].

In our contribution to this issue of Topics in Current Chemistry we pres-
ent a model system in the form of a three-dimensional network structure, in
which, by judicious combination of well known chromophores in transition
metal coordination chemistry, we can unambiguously distinguish between
exchange interaction and dipole-dipole interaction for the energy transfer
between a specific donor-acceptor pair, and in which, at higher donor con-
centrations, we can just as unambiguously distinguish between resonant and
phonon-assisted energy migration.

2
The Model System

2.1
The Three-Dimensional Oxalate Network Structure

The two transition metal complexes, [Cr(ox)3]3– and [Cr(bpy)3]3+ (ox=ox-
alate, bpy=2,20-bipyridine) depicted in Fig. 3a are well known chromophores
in transition metal photochemistry and photophysics. In the three-dimen-
sional oxalate network structure of composition [Cr(bpy)3][NaCr(ox)3]ClO4,
the two can be combined in an unique manner [16]. The sodium ions, in
fact, serve as glue in such a way that each oxalate ligand serves as bridging

Fig. 3 a The building blocks [Cr(ox)3]3– and [Cr(bpy)3]3+. b Space-filling model of the
three-dimensional oxalate network (dark) encapsulating the tris-bipyridine cation (light)
as in [NaCr(ox)3][Cr(bpy)3]ClO4
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ligand between a chromium ion and a sodium ion. The resulting three-di-
mensional metal-tris-oxalate network is stabilised by the metal-tris-bipyri-
dine cations which fit neatly into the cavities provided by the negatively
charged oxalate backbone. This is shown in the space-filling model of
Fig. 3b. The crystals belong to the chiral cubic space group P213, the site
symmetry of both chromophores is C3, that is, the molecular trigonal axis is
retained in the solid state. The chromium and the sodium ions on the ox-
alate backbone are perfectly ordered in an alternating fashion. Thus the
chromium ions are never directly bridged by an oxalate ligand. Exchange in-
teractions between chromium ions on the oxalate backbone are thus virtual-
ly non-existent. Weak exchange interactions between [Cr(ox)3]3– and
[Cr(bpy)3]3+ as a result of p-p stacking, however, cannot be excluded for
[Cr(bpy)3][NaCr(ox)3]ClO4.

2.2
The Absorption Spectrum of [Cr(bpy)3][NaCr(ox)3]ClO4

The low-temperature single crystal absorption spectrum of [Cr(bpy)3]
[NaCr(ox)3]ClO4 shown in Fig. 4 is basically a superposition of the spectra
of the individual chromophores, as reported in [17] for [Cr(ox)3]3– and in
[18] for [Cr(bpy)3]3+. According to the Tanabe-Sugano diagram for a system
with three d electrons in an octahedral environment [19] and by comparison
with the known absorption spectrum of [Cr(ox)3]3–, the broad band centred
at 18300 cm�1 can be assigned to the spin-allowed ligand-field transition
4A2(t2g

3)!4T2(t2g
2eg

1). The sharp doublet at 14400 cm–1 (694.3 nm) corre-
sponds to the spin-flip transition 4A2(t2g

3)!2E(t2g
3). It is exactly at the same

energy as the famous R lines of ruby, that is Al2O3 doped with Cr3+ [20].
With an oscillator strength of ~10�6 the intensity is basically of electric di-
pole origin, as expected for a non-centrosymmetric complex. As schemati-
cally shown in Fig. 5, the splitting is due to the combined effect of spin-orbit
coupling and the trigonal ligand field inherent to tris-chelate complexes. For
[Cr(ox)3]3� this so-called zero-field splitting of the 2E state is 16 cm–1, which
is somewhat smaller than the 29 cm–1 of ruby. Similarly, the sharp doublet
at 13720 cm–1 (723 nm) can be assigned to the 4A2!2E spin-flip transition
of the [Cr(bpy)3]3+ chromophore. This is slightly lower in energy than the
one for [Cr(ox)3]3– due to the fact that the nephelauxetic effect and thus the
reduction of the electron-electron repulsion as compared to the free ion is
stronger for bipyridine than for oxalate. With a value of 13 cm�1, the zero-
field splitting of the 2E state of [Cr(bpy)3]3+ is within the range observed for
this chromophore in different environments [18, 21]. The spin-allowed
4A2!4T2 transition of [Cr(bpy)3]3+ on the other hand is at higher energy
than the one for [Cr(ox)3]3– because, according to the spectrochemical se-
ries, the ligand-field strength of bipyridine is substantially larger than the
one of oxalate. As a result, the total oscillator strength of ~1.4�10�7 of the
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spin-flip transition for [Cr(bpy)3]3+ is smaller than the one for [Cr(ox)3]3–,
because the energy difference to the 4A2!4T2 transition from which the in-
tensity of the spin-forbidden transition is borrowed is substantially larger
for the latter. Nevertheless, it is still predominantly electric dipole intensity
[18]. For both 4A2!2E transitions, more than 90% of the total intensity is
concentrated in the electronic origins, as expected for a spectral transition
between states involving minimal differences in equilibrium nuclear geome-
try.

Fig. 4 Single crystal absorption spectra of [NaCr(ox)3][Cr(bpy)3]ClO4 at 15 K (adapted
from [16])
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2.3
Emission Spectra of [Cr(bpy)3]3+ and [Cr(ox)3]3– in [Rh(bpy)3][NaAl(ox)3]ClO4

As the starting point for the discussion of energy transfer processes, the lu-
minescence properties of the unperturbed chromophores have to be deter-
mined. This has to be done by doping them at low concentration into an
isostructual host-lattice using cations which are photophysically inert in the
spectral region of interest, as for instance [Rh(bpy)3][NaAl(ox)3]ClO4. Ac-
cordingly, Fig. 6 shows the low-temperature luminescence spectra of the two
chromophores doped into the above host lattice. The two emission spectra

Fig. 5 Configurational coordinate diagram for a d3 system in octahedral symmetry in-
cluding the ground state and the first two excited ligand-field states (left), and zero-field
splittings of the 2A2 ground state and the 2E state under the combined influence of spin-
orbit coupling and the C3 symmetry (right). ISC: intersystem crossing

Fig. 6a, b Luminescence spectra of diluted systems: a [NaAl(ox)3][Rh1�yCry(bpy)3]ClO4

(y=0.5%, excitation at 457.5 nm); b [NaAl1�xCrx(ox)3][Rh(bpy)3]ClO4 (x=1%, excitation
at 514.5 nm)
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are superimposable with the respective absorption spectra in the region of
the 4A2!2E transitions. The temperature dependence clearly shows the ex-
pected behaviour with almost all the intensity in the electronic origins fol-
lowing the prediction of a Boltzmann distribution between the two 2E com-
ponents. The luminescence decay times at 1.5 K of 1.3 ms for [Cr(ox)3]3–

and 5.2 ms for [Cr(bpy)3]3+ are in accordance with the observed oscillator
strengths and may thus be considered the natural lifetimes of the 2E states
of the two chromophores, the quantum efficiency of the luminescence of the
isolated chromophores below ~50 K being close to unity.

Below 10 K, the bandwidths of the R lines are approximately 4 cm�1, cor-
responding to the so-called inhomogeneous linewidth Ginh, which is orders
of magnitude larger than the homogeneous linewidth Ginh at cryogenic tem-
peratures. The inhomogeneous broadening is due to imperfections in the
crystal lattice, as a result of which the transition energies of the chro-
mophores are distributed around an average value. It is also responsible for
the fact that the zero-field splittings of the 4A2 ground states into the
MS=€1/2 and €3/2 components are not resolved spectroscopically in the
above absorption and emission spectra. In principle, ground-state zero-field
splittings are accessible by EPR spectroscopy. However, so-called Fluores-
cence Line Narrowing (FLN) [22] by laser selective excitation provides an all
optical technique to determine the ground-state zero-field splitting. The

Fig. 7 The principle of fluorescence line narrowing using laser selective excitation excit-
ing a subset of complexes within the inhomogeneously broadened electronic origin. In
order to prevent laser light from the excitation source from entering the detection sys-
tem, the excitation source is chopped at a comparatively high frequency and the lumines-
cence light is only collected during the dark time of the excitation source. For transient
spectral hole burning, a single frequency pump laser is kept at a fixed frequency keeping
up a steady state population in the excited state. This spectral hole is probed by a second
single frequency laser which is scanned across the corresponding spectral range. Detec-
tion can be either done by direct transmission or in an excitation type configuration us-
ing the vibrational side bands of the emission [10]
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technique is well known in laser physics and its application to the photo-
physics of transition metal complexes has been extensively pioneered by
Riesen et al. [23]. Figure 7 shows a schematic representation of how the
technique is best applied to the chromium(III) complexes in question. As
mentioned above, at cryogenic temperatures, the homogeneous linewidth
Ghom of an electronic origin is usually much narrower than the inhomoge-
neous linewidth Ginh. A narrow band laser tuned to the electronic origin of
interest thus selectively excites only a subset of chromophores within the in-
homogeneously broadened band. In the absence of energy transfer process-
es, only these selectively excited chromophores emit light. They do so at the
exact wavelength of the laser (resonant line) and shifted to lower energy by
the zero-field splitting of the ground state (non-resonant line). In addition,
there is a hot band symmetric to the central line, resulting in the typical
three-line spectra recorded for the two chromophores at 1.5 K and shown in
Fig. 8. The ground state zero-field splitting of [Cr(ox)3]3� is 1.3 cm�1, the
one of [Cr(bpy)3]3+ is 0.8 cm�1. These values are in agreement with previ-
ously reported values for the two complexes in a variety of different environ-
ments [17, 18, 21]. Previous experiments in magnetic fields have also shown
that for both [Cr(bpy)3]3+ [18] as well as for [Cr(ox)3]3– [24] the MS=€3/2 is
below the MS=€1/2 component.

In the above FLN spectra the observed linewidth is limited by the spectral
resolution of 0.3 cm�1 of the monochromator used for recording the spectra.
However, at 1.5 K, the homogeneous linewidth, Ghom, is generally much
smaller than this. It can in principle be resolved using a scanning Fabry-
Perrot interferometer. Provided the linewidth of the laser is sufficiently small

Fig. 8 a FLN spectrum of [Rh1�yCry(bpy)3][NaAl(ox)3]ClO4 , y=0.5%, at 4.2 K. b FLN
spectrum of [Rh(bpy)3][NaAl1�xCrx(ox)3]ClO4, x=0.5%, at 1.8 K. Insert: transient hole
burning spectrum at 1.5 K
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and the finesse of the interferometer sufficiently high, the actually observed
linewidth in the FLN experiment is given by [22]

Gobs¼ 2Ghom ð2Þ

Alternatively, the homogeneous linewidth can be determined by transient
hole burning techniques. For such an experiment, a single frequency laser is
tuned to the maximum of the broad band emission of [Cr(ox)3]3�. Already
at low power, this laser keeps up a substantial steady state population of the
low-energy component of the 2E state. A scanning single frequency diode la-
ser can then be used to probe this hole in an excitation spectrum detected in
the vibrational side bands of the emission spectrum. As the laser scans
across the hole, the emission intensity induced by the probing laser is re-
duced with respect to the intensity on either side of the hole. The inset of
Fig. 8b shows a representative hole burning spectrum of [Rh(bpy)3][NaAl:
Cr(0.5%)(ox)3]ClO4 recorded at 1.5 K. The line shape is well described by a
pure Lorentzian with an observed linewidth Gobs of 41 MHz. This suggests a
value for Ghom of ~20 MHz. This is a factor of 15 smaller than the previously
reported upper limit as extracted from an FLN experiment on the same sys-
tem at 1.8 K [25]. It is, however, of the same order as the value reported at
2.5 K for the same chromophore doped into a different crystalline host lat-
tice [26]. The homogenous linewidth is given by [22]

Ghom¼
1

2pT1
þ 1

pT�2
ð3Þ

where T1 corresponds to the lifetime of the states involved in the transition,
and T�2 is the pure dephasing time given by quasielastic scattering of pho-
nons and other types of interactions of the dopant with the environment.
According to Riesen et al. [26], at 1.5 K the contribution of the lifetime of
the excited state as well as thermalization between the zero-field split com-
ponents of the 4A2 ground state to the homogeneous linewidth of the R1 line
of [Cr(ox)3]3– are negligible. The residual linewidth at this temperature is
thought to be due to dephasing as a result of electron spin-spin interactions,
and hyperfine and superhyperfine interactions with the ligand atoms and
the host. Indeed at higher chromium concentrations the spin-spin interac-
tions are expected to become dominant (see below).

In addition to the increase in homogeneous linewidth, at higher concen-
trations of chromophores, excitation energy transfer processes, for instance
from [Cr(ox)3]3– as donor to [Cr(bpy)3]3+ as acceptor, as well as energy mi-
gration within the 2E state of [Cr(ox)3]3– become important. These two pro-
cesses are to be discussed in some detail in the following two sections of this
review.
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3
Energy Transfer: Dipole-Dipole vs Exchange Interaction

Figure 9a shows the emission spectra of co-doped [Rh1�yCry(bpy)3]
[NaAl1�xCrx(ox)3]ClO4 at 1.5 K for x=1% and y between 0 and 2.5%. Despite
the fact that at the excitation wavelength of 568 nm only the [Cr(ox)3]3–

chromophores are excited, quite strong luminescence from the 2E state of
[Cr(bpy)3]3+ is observed [27]. As schematically shown in Fig. 10, this lumi-
nescence is the result of excitation energy transfer from the 2E state of

Fig. 9 a Luminescence spectra of [Rh1�yCry(bpy)3][NaAl1�xCrx(ox)3]ClO4 at 1.5 K,
lex=568 nm, x=1%, y=0–2.5%. b Quantum efficiency of the energy transfer as a function
of acceptor concentration, (filled circles) total, (filled triangles) fast process, and (filled
diamonds) slow process (adapted from [27])
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[Cr(ox)3]3– as donor to the 2T1 state of [Cr(bpy)3]3+ as acceptor. For the case
of intrinsic luminescence quantum efficiencies of close to unity for both do-
nor and acceptor chromophores, the quantum efficiency of the energy trans-
fer process can be calculated from the experimental spectra according to

htot
et ¼

IA

IAþ ID
ð4Þ

where ID and IA are the integrated luminescence intensities of the donor and
the acceptor, respectively. Figure 9b shows the quantum efficiency of this en-
ergy transfer process as a function of acceptor concentration y. For y be-
tween 0 and 2.5%, it follows basically a straight line. This information alone
is not sufficient to answer the question with regard to the type of interaction
being responsible for the energy transfer process. The time evolution of the
[Cr(bpy)3]3+ luminescence following pulsed excitation of [Cr(ox)3]3– at
532 nm, given in Fig. 11a and b for the system with x=1% and y=0.5%,
shows that in fact the energy transfer occurs with two very different rate
constants. A fast process is responsible for the rise of the [Cr(bpy)3]3+ lumi-
nescence within less than 1 ms following the excitation pulse, a much slower
process results in a risetime corresponding approximately to the intrinsic
lifetime of the 2E state of [Cr(ox)3]3–. Thus, as shown in Fig. 9b, the overall
quantum efficiency of the energy transfer as function of acceptor concentra-
tion can be decomposed into a fast and a slow process:

htot
et ¼ hfast

et þhslow
et ð5Þ

As schematised in Fig. 12, in the dilute co-doped systems, the distribution
of donor and acceptor complexes is random. The actual rate constant of en-
ergy transfer for a given donor depends upon the distribution of accessible
acceptors according to

Fig. 10 Mechanism for the excitation energy transfer from [Cr(ox)3]3� as donor to
[Cr(bpy)3]3+ as acceptor in co-doped [Rh1�yCry(bpy)3][NaAl1�xCrx(ox)3]ClO4
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Fig. 11a, b Time-resolved luminescence intensity of [Cr(bpy)3]3+ following pulsed excita-
tion of [Cr(ox)3]3� in [Rh1�yCry(bpy)3][NaAl1�xCrx(ox)3]ClO4 at 1.5 K: a the decomposi-
tion of the total luminescence into the fast and the slow component of the energy transfer
process, (continuous line) experimental, (dashed line) calc using the shell model; b rise
of the fast component of the energy transfer (adapted from [27])

Fig. 12 Schematic representation of the fast and the slow component of energy transfer
in the co-doped system. The fat arrow indicates a transfer process between a donor (in
black) with an acceptor (in grey) in its nearest neighbour shell attributed to the fast com-
ponent, the thin arrows indicate that for donors which do not happen to have an acceptor
in the nearest neighbour shell, the energy transfer is less efficient

Photophysical Properties of Three-Dimensional Transition Metal 77



ket
D ¼

X

A

wDA ð6Þ

where wDA is the energy transfer probability for a given donor-acceptor pair
according to Eq. (1).

In a mixed-crystal system, ket differs from donor to donor according to
each donor�s specific acceptor environment. The total quantum efficiency
for energy transfer from the ensemble of donors is given by

htot
et ¼

1
ND

X

D

ket
D

ket
DþkD

ð7Þ

where the sum goes over all donors D. ND is the total number of donors, and
kD=1/tD, that is, the intrinsic decay rate constant of the donor in the absence
of acceptor complexes.

The fast rise in the [Cr(bpy)3]3+ luminescence can be attributed to energy
transfer from those [Cr(ox)3]3– chromophores which happen to have an ac-
ceptor complex within the shell of nearest neighbour sites, in which case the
probability of an energy transfer process is close to unity. The slow compo-
nent can be attributed to energy transfer from [Cr(ox)3]3– chromophores
which do not have an acceptor in the nearest neighbour shell, in which case
the probability for an energy transfer process to occur within the natural
lifetime of the 2E state of [Cr(ox)3]3– is less than unity. The fact that there is
a more than three orders of magnitude difference between the rate constants
of the two processes indicates that the nature of the interaction must be dif-
ferent, irrespective of the actual nature of the interaction!

For the dilute systems under consideration, that is for acceptor concen-
trations y�2.5%, the probability of finding one acceptor chromophore with-
in the nearest neighbour shell is given by

p1� n1 �y ð8Þ

where n1 is the number of potential acceptor sites in the shell. For y�2.5%,
the probability of simultaneously finding two or more acceptors in the near-
est neighbour shell is negligible. Theoretically the slope of the quantum effi-
ciency for the fast component as a function of acceptor concentration is thus
given by

hfast� n1 �y ð9Þ

The corresponding curve in Fig. 9b yields an experimental value for n1 of
7. This also makes sense from a structural point of view. The nearest neigh-
bour shell around a given donor chromophore in the three-dimensional ox-
alate network does indeed contain seven sites. However, as shown in Fig. 13,
they are not all crystallographically equivalent. One of the seven, with a met-
al-metal distance RDA of only 6.1 	, sits on the same trigonal axis as the do-
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nor complex. In this case there are three direct contacts via p-p interactions
between oxalate and bipyridine ligands due to pair wise parallel ligands with
a ligand-ligand plane separation of ~3.45 	. The next three neighbours with
a metal-metal distance RDA of 8.4 	 have one such direct contact with good
p-p interaction. For the last three, the ligand planes of closest approach are
orthogonal to each other and thus the interaction is expected to be smaller,
despite the only slightly larger metal-metal distance RDA of 9.1 	. This is in
line with the initial fast build-up of the [Cr(bpy)3]3+ luminescence, which
can be separated into a very fast component with a risetime of less than
30 ns (limited by the time resolution of the set-up) and into a slightly slower,
single exponential component with a risetime of 1 ms. The relative ampli-
tudes of the two processes of 4:3 can be understood on the basis of the above
discussion: the four nearest-neighbour sites with good p-p interaction are
responsible for the very fast rise, the three nearest-neighbour sites with not
so good p-p interaction are responsible for the second component.

As stated above, the nature of the interaction for the fast and the slow
process must be different. The p-p interactions, although weak, provides the
necessary overlap between donor and acceptor wavefunctions required for
superexchange between nearest neighbour pairs. The order of magnitude of
this interaction can be inferred from the FLN spectrum shown in Fig. 14 as
recorded at 1.5 K with [Rh1�yCry(bpy)3][NaCr(ox)3]ClO4 (y=0.5%) in the re-
gion of the [Cr(bpy)3]3+ luminescence. Although the [Cr(bpy)3]3+ chromo-
phore is present at low concentrations, the spectrum shows far more than
the typical three lines separated by the zero-field splitting of the 4A2 ground
state shown in Fig. 8a. This must be due to the interaction between the
[Cr(bpy)3]3+ chromophore and its shell of [Cr(ox)3]3– neighbours. It is be-

Fig. 13 Structural relationships between a given tris-oxalate complex and the tris-bipyri-
dine complexes in its nearest neighbour shell (adapted from [27])
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yond the scope of this review to present a full analysis of this spectrum, but
the splitting between adjacent peaks of ~0.5 cm–1 gives an indication of the
magnitude of the strongest interaction, that is the one between [Cr(bpy)3]3+

and [Cr(ox)3]3– sitting on the same trigonal axis. Weaker interactions with
the other [Cr(ox)3]3– complexes in the nearest neighbour shell and spin-spin
relaxation processes are responsible for the asymmetry and the substantial
broadening of the lines as compared to the fully dilute system. Exchange in-
teraction energies of around 0.5 cm–1 or less are sufficiently large to explain
the observed fast initial rise of less than 30 ns in the acceptor luminescence.
From the above data it is not possible to actually extract a value for the ex-
ponential factor b usually associated with the distance dependence of the ex-
change interaction as indicated in Fig. 1b. In fact, the simple exponential de-
pendence is only valid if otherwise the relative orientation between donor
and acceptor does not change as a function of RDA. In addition to the expo-
nential factor, an important geometric factor has to be taken into considera-
tion. In the present system, for instance, the interaction for the donor-accep-
tor pairs at RDA=8.4 	 is at least a factor of ten larger than the one for pairs
with only the slightly larger value of RDA=9.1 	. This is due to the much
more favourable geometric factor for the overlap of donor and acceptor
wavefunctions for the former.

Fig. 14 FLN spectra of [Rh1�yCry(bpy)3][NaCr(ox)3]ClO4 (y=0.5%) at 1.5 K in the region
of [Cr(bpy)3]3+ R1 line. The observed splitting does not correspond to the 0.8 cm�1 zero-
field splitting of the ground state of [Cr(bpy)3]3+ (arrows indicate irradiation wave-
lengths)
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As mentioned above, the slow component of the excitation energy trans-
fer to [Cr(bpy)3]3+ is due to [Cr(ox)3]3– complexes, which do not have an
acceptor in the nearest neighbour shell, but do have acceptors in further
shells. In this case superexchange can be ruled out as interaction mechanism
because there is no reasonable pathway for an overlap of the relevant elec-
tronic wave functions. The most probable interaction is electric dipole-di-
pole interaction, for which the energy transfer probability according to
Eq. (1) in SI units takes the form [10]

wDA¼
1

4pe0

� �2 3�he4

4pn4m2

� �
� fDfAWDA

R6
DAn2

DA

ð10Þ

where fD and fA are the dimensionless oscillator strengths of the respective
donor and acceptor transitions according to [28]

f ¼ 4:32�10�9
Z

eð~nÞd~n ð11Þ

As before, RDA is the metal-metal distance between the donor and accep-
tor pair in question, nDA is the frequency and ~nDA is the energy in wavenum-
bers at which the transfer takes place, and n is the refractive index of the
material. As mentioned in the introduction, the spectral overlap integral,
WDA, of the normalised line shape functions, gD and gA, of the donor and the
acceptor transitions, respectively takes care of energy conservation [10]

WDA¼
Z

gAð~nÞgDð~nÞd~n ð12Þ

The oscillator strength, fD, and the radiative lifetime, tr
D, of the donor

transition are related by [10]

fD¼
1:5ge

n2þ 2ð Þ=3½ �2ggn~n2
Dtr

D

ð13Þ

where gg and ge are the electronic degeneracies of the ground state and the
excited state of the donor, respectively.

With all this, Eq. (7) can be cast into the well-known form

wDA¼
1
tD

Rc

RDA

� �6

ð14Þ

with the definition of the critical radius [29]

Rc¼ const� fAWDAhr
D

~n4
DA

� �1=6

ð15Þ
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The intrinsic lifetime of the donor state, tD, and the luminescence quan-
tum efficiency, hr

D, of the donor in the absence of any acceptors are related
by

hr
D¼

tD

tr
D

ð16Þ

Expressing WDA in [cm], tD in [s], ~n in [cm–1], and using the appropriate
value of n�1.7, to be considered typical for the organometallic systems un-
der consideration [30], and setting the total ground state degeneracy ga=4,
and the excited state degeneracy for the R1 line gb=2, const takes on a value
of ~1031 for Rc expressed in [	]. The significance of the critical radius is that
for RDA equal to Rc, the probability for an energy transfer process to occur
is equal to the probability for intrinsic decay of the donor.

In principle, Rc can be estimated from spectroscopic data, provided the
relevant parameters can be determined with sufficient accuracy. For the pos-
tulated resonant energy transfer from the 2E state of [Cr(ox)3]3– to the 2T1

state of [Cr(bpy)3]3+, the luminescence quantum efficiency of the donor
transition at 1.5 K is close to unity and therefore tD is equal to the corre-
sponding radiative lifetime of 1.3 ms. From the absorption spectrum of
Fig. 4, it can be deduced that it is not actually the electronic origin of the
4A2!2T1 transition of [Cr(bpy)3]3+ which is resonant with the [Cr(ox)3]3–

emission but rather it is a vibrational side band, for which it is not quite as
straightforward to estimate the corresponding oscillator strength. However,
by comparison with the absorption spectrum of the compound
[Cr(bpy)3](PF6)2 [18], the vibrational side band with maximum overlap has
an extinction coefficient e<~0.5 l mol�1 cm�1 and a halfwidth D~n1=2 of the
order of 10 cm�1, and therefore f�2�10�8. With a homogeneous linewidth of
the purely electronic donor transition of 20 MHz (0.0001 cm�1) and consid-
ering the above mentioned halfwidth of 10 cm�1 to be typical for the homo-
geneous width of a vibronic transition, the spectral overlap integral WDA

takes on a value of the order of 10�1 cm [10]. With these values, Rc can be
estimated to be approximately 10 	.

Alternatively, Rc can be determined from experiment. By using Eqs. (7)
and (14) and by summing over all but the nearest neighbour shell i�2, the
quantum efficiency for the slow component can be expressed as

hslow
et ¼ y �

X

i>2

ni
Ri

DA=Rc
� �6

1þ Ri
DA=Rc

� �6 ð17Þ

where y is the acceptor concentration, ni the number of acceptor sites in
shell i around a given donor and Ri

DA is the donor-acceptor separation for
shell i. As before, for low acceptor concentrations multiple occupancies have
been neglected in Eq. (17). At low acceptor concentrations, Eq. (17) predicts
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a linear increase of hslow
et with increasing acceptor concentration, in agree-

ment with experiment. Small deviation of the experimental points from the
linear behaviour towards y=2.5% can be attributed to multiple occupancies.
From the known structural data shown in Table 1, the sum can be evaluated
explicitly for any given value of Rc. Or conversely, from the slope of hslow

et vs
y, Rc can be obtained by solving Eq. (17) implicitly. This gives a value of Rc

of 10.6 	, which is in perfect agreement with the above estimate. This value,
in turn, can be used to actually calculate the build-up and decay of the slow
component according to the simple shell model [31]. As shown in Fig. 11a,
the calculated curve for the slow process agrees well with the experimental
one.

In conclusion, on the basis of the good agreement between the experi-
mental and theoretical results, the slow rise of the [Cr(bpy)3]3+ lumines-
cence can thus be unambiguously attributed to a dipole-dipole mechanism
involving acceptors at distances between 12.5 and 21 	, having no reason-
able pathway for superexchange. The fast rise, which is three orders of mag-
nitude faster, is attributed to energy transfer from [Cr(ox)3]3� having a
[Cr(bpy)3]3+ acceptor in the nearest neighbour shell and the small but non-
negligible exchange coupling between the two.

4
Energy Migration: Resonant and Phonon-Assisted Processes

Energy migration is a common enough phenomenon for systems with high
concentrations of the photosensitizer. Usually this results in a quenching of
the sensitizer luminescence due to the presence of so-called killer traps in
the form of unavoidable impurity centres. That energy migration within the
2E state of [Cr(ox)3]3– actually occurs in the three-dimensional networks of
composition [Rh1�yCry(bpy)3][NaAl1�xCrx(ox)3]ClO4 is demonstrated by
the effective quantum efficiency of energy transfer to [Cr(bpy)3]3+ as func-
tion of the donor concentration x at constant acceptor concentration
y=0.5% shown in Fig. 15.

Table 1 Structural parameters and corresponding contributions to the dipole-dipole energy
transfer rate constants kD

et for the slow rise to the [Cr(bpy)3]3+ luminescence calculated by
using Eq. (6) with Rc=10.6 	 for the three next-nearest shells of acceptor sites

Shell Range of RDA in group (	) Number of sites Average RDA (	) kD
et (s�1)

1 6.1–9.1 7 8.4 not appl.
2 12.84–13.8 9 13.3 197
3 17.15–18.1 15 17.5 38
4 19.6–20.95 22 20.5 15
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Without energy migration between the donor chromophores, this quan-
tum efficiency would not depend on x and just stay at the value of 5% as
found for low donor concentrations. Instead, the quantum efficiency of the
energy transfer increases rapidly with increasing donor concentration. With
regard to Fig. 2b discussed in the introduction, the question as to the mech-
anism arises, that is, is this process resonant or phonon-assisted. More
specifically, does an excited complex transfer its energy to the nearest neigh-
bour, with which it is not necessarily resonant due to the inhomogeneous
distribution of excitation energies, or does it prefer to look around in the
lattice for a chromophore with which it happens to be resonant within its
homogeneous linewidth? This question had best be answered by the FLN
technique. If the process is resonant, an FLN spectrum should show nar-
rowed features, if it is phonon-assisted the narrowing is lost due to the spec-
tral diffusion into the inhomogeneously broadened line. Figure 16 shows the
corresponding FLN spectra of the R1 line of the 2E state of [Cr(ox)3]3– in
neat [Rh(bpy)3][NaCr(ox)3]ClO4, with the excitation wavelength tuned
slightly to the high-energy side of the inhomogeneous distribution [25].

At 4.2 K the spectrum does not show any narrowed features, that is at
4.2 K, energy migration is dominated by the phonon-assisted process in ac-
cordance with previous observations on chromium(III) containing systems
[14]. As the temperature is lowered to 1.8 K, sharp features appear in the
FLN spectrum. Such sharp features are indicative of energy selective and
thus of resonant processes. However, the spectrum observed at 1.8 K with its

Fig. 15 Quantum efficiency of energy transfer in the mixed crystal series [Rh1�yCry

(bpy)3][NaAl1�xCrx(ox)3]ClO4 (y=0.5%) at 1.5 K as a function of donor concentration x
(adapted from [27])
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eight sharp lines is very different from the characteristic three-line spectrum
of isolated [Cr(ox)3]3– chromophores. Figure 17 schematically shows how in
a series of resonant processes the multiline spectrum comes about. The ini-
tially excited complex can transfer its energy resonantly either at exactly the
excitation energy, that is by going back to the MS=€3/2 component of the
ground state, or at an energy which is smaller by the zero-field splitting of
the ground state, D=1.3 cm–1, by going to the MS=€1/2 component. In the
latter case, a complex within the inhomogeneous distribution for which the
transition from the MS=€3/2 component is resonant may act as acceptor.
This complex will then emit light either at the same energy or at an energy
which is now 2D from the excitation wavelength. Conversely, it may in turn
act as donor for a further resonant energy transfer step to an acceptor for
which the MS=€3/2 component of the R1 transition is resonant with its
MS=€1/2 component. As a result of these sequential steps, there is an energy
selective ladder of excited complexes within the inhomogeneous distribu-

Fig. 16 Steady state fluorescence line narrowing in neat [Rh(bpy)3][NaCr(ox)3]ClO4 as a
function of temperature between 1.8 and 4.2 K (adapted from [25])
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tion, spaced by the zero-field splitting of the ground state. In addition, the
fact that at 1.8 K there is a non-negligible thermal population of the MS=€1/
2 component of the ground state multiplet, results in hot bands at higher en-
ergy with respect to the excitation wavelength.

That the resonant energy transfer is indeed sequential is borne out by the
time-resolved FLN spectra at 1.8 K shown in Fig. 18. Following a laser pulse
of 4 ms, the spectrum initially consists of just the three lines expected for
isolated [Cr(ox)3]3– chromophores. As the delay between the pulse and the
recording of the spectrum increases, more and more satellite peaks appear.
The actual time-evolution of the individual peaks is shown in Fig. 19. The
peak at the excitation wavelength decays within 0.5 ms, that is, substantially
faster than the radiative lifetime of 1.3 ms observed for the isolated chro-
mophores. The build-up of the satellite peaks is delayed, the maximum mov-
ing to longer and longer times for an increasing number of steps.

An important question to be addressed regards the nature of the interac-
tion responsible for this resonant process. In [Rh(bpy)3][NaCr(ox)3]ClO4

the chromium chromophores are separated by a sodium ion coordinated to
the respective oxalate ligands. Thus there is no reasonable pathway for su-
perexchange between them. The critical radius for dipole-dipole interaction
on the other hand is quite large. It can be calculated using Eq. (15), with the
[Cr(ox)3]3– chromophore both as donor and as acceptor. The oscillator
strength of the R1 line of the [Cr(ox)3]3– chromophore is straightforward to
estimate from the absorption spectrum given in Fig. 4. It takes on a value of
~6�10–7. The spectral overlap integral for fully resonant species is given by

WDA¼
Z

g ~nð Þ½ �2d~n¼ 1
pGhom

ð18Þ

Fig. 17 Scheme for the resonant energy migration within the R1 line of [Cr(ox)3]3� in
[Rh(bpy)3][NaCr(ox)3]ClO4
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Fig. 18 Time-resolved FLN in [Rh(bpy)3][NaCr(ox)3]ClO4 at T=1.8 K following pulsed
excitation with a pulse width of 10 ms (adapted from [25])

Fig. 19 a Temporal evolution of the FLN peaks in [Rh(bpy)3][NaCr(ox)3]ClO4 shown in
Fig. 18 at T=1.5 K. b Calculated curves using Eqs. (21) (adapted from [32]). The Pi num-
ber the peaks according to Fig. 16
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where g ~nð Þ is the Lorentzian line shape function with the corresponding
homogeneous linewidth Ghom. As described above, the homogeneous line-
width for the dilute system with 0.5% [Cr(ox)3]3– was found to be ~20 MHz
(7�10–4 cm–1). This value of Ghom would result in values for WDA and Rc of
~500 cm and ~60 	, respectively, as upper limits. However, as mentioned
above, in the concentrated system the homogeneous linewidth is expected to
be substantially larger than in the diluted system due to spin-spin relaxation.
That this is indeed the case is borne out by the transient hole burning spectra
shown in Fig. 20a, recorded at 1.5 K for different values of x between 0.5 and
100% in the mixed crystal series [Rh(bpy)3][NaAl1�xCrx(ox)3]ClO4. In
Fig. 20b, the corresponding observed linewidths, Gobs, are plotted as a func-
tion of x. From the initial 40 Mz at x=0.5%, Gobs increases in a sigmoidal
fashion to the limiting value of 1.25 GHz (0.04 cm–1) at x=100%. As these
spectra were recorded in a steady state type configuration, the 1.25 GHz do
not necessarily correspond to twice the actual homogeneous linewidth, as
resonant energy migration within one subset may result in additional broad-
ening of the resonant line. It is however a good measure for the upper limit
of 2Ghom, and thus for high concentrations of [Cr(ox)3]3–, Ghom�0.02 cm–1.
The corresponding values for WDA and Rc of ~16 cm and ~34 	, respectively,
may thus be considered lower limits.

The theoretical value of Rc has to be compared to the mean minimal dis-
tance between resonant chromophores in the compound. In fact, it is not
very probable that the condition of resonance within the homogeneous
width of a given [Cr(ox)3]3– chromophore is fulfilled by any of the nearest

Fig. 20 a Transient hole burning spectra of [Rh(bpy)3][NaAl1�xCrx(ox)3]ClO4 at 1.5 K for
different values of x. b The observed linewidth as a function of x
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neighbour chromophores. Rather, the concentration of resonant species,
Nres, is quite small. At the maximum of the inhomogeneous distribution it is
approximately given by

Nres¼ 2
Ghom

Ginh
Ntot ð19Þ

where Ntot is the total concentration of [Cr(ox)3]3– sites. From crystallo-
graphic data Ntot takes on a value of 1021 cm–3, and the experimental inho-
mogeneous linewidth for the system in question is ~4 cm–1. The mean num-
ber of resonant chromophores within a volume of a sphere with radius Rc is
given by

nm¼Nres �
4p
3

R3
c ð20Þ

As Nres as well as Rc are functions of the homogeneous linewidth, nm, too,
can be expressed as a function of Ghom. This is shown in Fig. 21. Using
the above value for Ghom of 0.02 cm–1 for the fully concentrated compound,
the concentration of resonant species at the centre of the distribution
Nres�1019 cm–3. Together with the corresponding value of Rc of 34 	, nm

takes on a value of ~1.7. This is sufficient to result in the observed quantum
efficiency of the first transfer step for irradiation near the centre of the dis-
tribution of close to 90% as derived from the ratio of the resonant peak to
the total luminescence intensity.

Fig. 21 The average number of resonant chromophores within a volume corresponding
to a sphere with the F�rster radius Rc as a function of the homogeneous linewidth
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The resonant process is most efficient at the centre of the inhomogeneous
distribution because naturally the concentration of resonant species is high-
er than in the wings. Figure 22 shows the FLN spectra of [Rh(bpy)3]
[NaCr(ox)3]ClO4 at 1.5 K for different irradiation wavelengths across the in-
homogeneous distribution. Obviously, for irradiation on the low-energy
side, the FLN spectrum resembles the three-line spectrum of the dilute sys-
tem, basically because the concentration of resonant species in the low-ener-
gy wing is too low. In principle the situation for irradiation on the high-en-
ergy wing is similar. There is however a difference. For the transfer down
the energy ladder more and more acceptors become available. Thus for irra-
diation into the high-energy wing there is an initial bottle neck, but as soon
as this bottle neck has been bridged, the resonant migration becomes effi-
cient again. This is very well exemplified by the FLN spectrum for irradia-
tion at the highest energy shown in Fig. 22.

Fig. 22 FLN spectra of [Rh(bpy)3][NaCr(ox)3]ClO4 at 1.8 K recorded for different excita-
tion wavelengths across the inhomogeneous distribution: (continuous lines) experimen-
tal, (dashed lines) calculated. ~na¼ 14400 cm�1 indicates the central frequency of the ab-
sorption of the high-energy component of the R1 line (adapted from [25])
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The FLN profiles of Fig. 22 can be modelled using a simple set of coupled
rate equations of the form

dNei

dt
¼�Nei krþket Nai�1þNbi�1ð Þ½ �þket Neiþ1NaiþNei�1Nbið Þ

þd0ik
ex
a Naiþd1ik

ex
b Nbi ð21Þ

In Eq. (21), kr=ka+kb=1/tr=770 s�1 is the sum of the individual radiative
rate constants for the two components of the R1 line, kex

a and kex
b are the re-

spective excitation rate constants, and Ne, Na and Nb are the populations of
the excited state and the two components of the ground state, respectively.
ket is the average bimolecular rate constant for energy transfer. "i" numbers
the sets in the resonant ladder, i=0 being the one at which the excitation oc-
curs from the lower component of the ground state. The d function takes
care of the fact that excitation occurs from the lower component of the
ground state for i=0 and from i=1 for the hot bands originating from the
thermal population of the higher energy component of the ground state. The
set of coupled differential equations can be solved numerically, using the
conditions that the laser power is low and assuming fast thermalization be-
tween the split components of the ground state. The concentration of reso-
nant species at the centre of the inhomogeneous distribution is given by
Eq. (19), and is scaled according to the measured absorption spectrum for
the sets across the band. Figure 22 includes the corresponding simulated
FLN spectra. Although the above procedure does not take care of the distri-
bution of rate constants for the energy transfer steps, it reproduces the lu-
minescence profiles to perfection using a value for the pseudo first order
rate constant ket

0=ketNres=104 s�1. Likewise, the temporal evolution of the
steps in the ladder is well described by the set of coupled rate equations (see
Fig. 19). Only at short times after the pulse is there a systematic deviation of
the calculated curves from the experimental ones. This is due to the fact that
in the actual system the rate constants are distributed around some mean
value, and thus there are always sites for which the energy transfer is much
more rapid than the average value. This can, in principle, be taken care of by
Monte Carlo methods, which allow for such a distribution in a perfectly
straightforward way [31].

Figure 23 shows the FLN spectra of [Rh(bpy)3][NaAl1�xCrx(ox)3]ClO4 for
different values of x and for irradiation just above the maximum of the inho-
mogeneous distribution. With decreasing values of x the concentration of
resonant species decreases not only because of the obvious decrease in the
total concentration of active chromophores but also due to the decrease in
homogeneous linewidth. Nevertheless, the resonant energy transfer process
is still observable at the comparatively low concentration of x=5%. That is,
the decrease in concentration of resonant chromophores is at least partially
compensated by a corresponding increase in Rc.
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What then are the requirements for the observation of the hitherto elu-
sive resonant energy migration? Well, early work in the field was mostly per-
formed on doped oxides, such as ruby. In these systems, energy migration
was invariably found to be dominated by phonon-assisted processes with at
most a very small resonant contribution [15]. The key difference between
these doped systems and our stoichiometric compound is the fact that in
our systems the concentration of chromophores can reach much higher lev-
els without the interference of exchange coupling. The template synthesis re-
sults in the specific structure with a rigorous alternation of Na and Cr ions
on the oxalate back-bone. In the doped oxide systems, the statistical distri-
bution of Cr in the lattice results in exchange coupled pairs and clusters
which serve as shallow traps for the excitation energy as soon as the doping
level reaches sufficient levels for energy migration. Furthermore, in the
three-dimensional oxalate network the relation between the inhomogeneous
linewidth, the zero-field splitting of the ground state and the homogeneous

Fig. 23 FLN spectra of [Rh(bpy)3][NaAl1�xCrx(ox)3]ClO4 at 1.5 K for concentrations of x
between 5 and 90%, (continuous lines) experimental, (dotted lines) calculated (adapted
from [32])
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linewidth are optimal for the observation of the phenomenon, that is
Ginh>D>Ghom.

Naturally there are a number of open questions with regard to the reso-
nant energy migration within the R1 line of the 2E state of [Cr(ox)3]3–. a)
What is the temperature dependence of the resonant process? As the homo-
geneous linewidth is temperature dependent, Rc as well as the concentration
of resonant species are temperature dependent. This should accelerate the
resonant process with increasing temperature. b) The FLN spectra only
show the resonant process from one subset to another having a difference in
their absorption energies corresponding to the zero-field splitting of the
ground state. They do not give any information on the energy migration
within the same subset of chromophores. This question could be addressed
by following the time-evolution of the transient hole using pulsed excitation.
c) What is the actual linewidth of the side bands? In principle it should be-
come larger and larger with each transfer step. However, it can also become
larger due to an inhomogeneous distribution of the zero-field splitting of
the ground state.

5
Conclusions and Outlook

This chapter is not so much meant to be a general review of the important
topic of excitation energy transfer in coordination compounds, it is much
more meant to show how unambiguous answers to basic questions can be
obtained from experimental results by choosing a well-defined model sys-
tem and state-of-the-art spectroscopy. The three-dimensional oxalate net-
works thus well and truly constitute a model system with sufficient chemical
flexibility to investigate a given process with the required variation of the
relevant parameters.

In the mixed crystal system, [Rh1�yCry(bpy)3][NaAl1�xCrx(ox)3]ClO4,
with [Cr(ox)3]3– as donor and [Cr(bpy)3]3+ as acceptor for excitation energy
transfer, it has been possible to quantitatively differentiate between an ex-
change mechanism for acceptors sitting in the nearest neighbour shell, and
a dipole-dipole mechanism for acceptors at longer distances. In the stoichio-
metric compound [Rh(bpy)3][NaCr(ox)3]ClO4, on the other hand, it has just
as unambiguously been possible to distinguish between resonant and pho-
non-assisted energy migration within the R1 line of the [Cr(ox)3]3– lumines-
cence. The key to understanding the mechanisms of these processes lies in
the very special crystal structure of the three-dimensional oxalate networks.

The unique resonant energy migration in [Cr(ox)3]3– is the result of the
strictly alternating order of the sodium and the chromium ions on the ox-
alate backbone. This cuts off all exchange interactions between the chromi-
um ions on the backbone even in the neat compound. Thus at temperatures
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below 2 K, the long-range dipole-dipole interaction becomes important en-
ough to result in the observed resonant process with a critical radius of the
order of 34 	, whereas at higher temperatures, the more common phonon-
assisted process between nearest neighbours dominates.

The tris-bipyridine complexes on the other hand are encapsulated by the
oxalate network. Thus in the co-doped systems a [Cr(bpy)3]3+ complex hap-
pening to sit in the first acceptor shell of a given donor is much closer to
this donor than a [Cr(bpy)3]3+ complex sitting in the second shell. p-p over-
lap between ligand orbitals of the donor and an acceptor in the first shell
ensure efficient energy transfer on the sub-microsecond timescale mediated
by exchange interaction. Additionally, the relative orientation of donor and
acceptor plays an important role for the p-p overlap. For acceptors further
away, for which there is no exchange pathway, dipole-dipole interaction
takes over. With a critical radius of the order of 11 	, this is much less effi-
cient and the overall quantum efficiency is thus less than unity.

Of course, the three-dimensional network structures can and have been
used to look at other chromophores, and other donor-acceptor pairs. For in-
stance, the well known chromophore [Ru(bpy)3]2+ has been used as photo-
sensitizer to study energy transfer to [Os(bpy)3]2+ and [Cr(ox)3]3– acting as
acceptors [33], as well as light-induced electron transfer quenching by
[Fe(ox)3]3– and [Co(ox)3]3– [34]. The compounds also have a certain interest
for the field of molecular magnetism, where for various combinations of
transition metal ions antiferromagnetic and ferrimagnetic phases have been
reported [35]. And last but not least, the tight fit of the tris-bipyridine cation
turned [Co(bpy)3]2+, which under normal circumstances is a so called high-
spin complex, into a spin-crossover complex [36]. A hitherto unsolved chal-
lenge lies in the incorporation of photophysically active lanthanide ions into
the oxalate networks.
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Abstract Nitronyl nitroxides are stable free radicals that have been used to prepare new
molecular solids with intriguing magnetic properties. These properties have been probed
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compounds and their metal complexes have received little attention until recently. In this
overview, we present their absorption and luminescence spectra. Luminescence is ob-
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tween 500 nm and 700 nm. Several excited electronic states are in the red to near-infrared
wavelength range, leading to a wide variety of interesting spectroscopic features.
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1
Introduction

An important current research direction in the area of molecular magnets is
the development of multifunctional materials with a combination of magnet-
ic and other physical properties [1–4]. Stable nitronyl nitroxide free radicals
receive considerable attention as spin carriers in the field of molecular based
magnets, either as tectons of pure organic materials[5–9] or in combination
with metal ions in the engineering of organic-inorganic materials [10–15].
Molecular solids based on radicals are also highly promising systems from
the perspective of novel magneto-optical properties [16]. In addition, nitro-
nyl nitroxides show interesting nonlinear optical properties due to their
large negative second hyperpolarizability [17].

Quantitative information on the optical spectroscopy and the properties
of excited electronic states is essential in the search for such new materials.
A recent review [3] on molecular solids incorporating free radicals indicates
that their electronic spectroscopy has not been investigated in detail, in
marked contrast to transition metal compounds with diamagnetic ligands,
for which the effects of magnetic exchange interactions on absorption and
luminescence spectra have been studied extensively over the past decades
[18–20]. Even more recently, the room-temperature solution UV-VIS ab-
sorption and NMR spectroscopy of several d-block ions with nitroxide radi-
cal ligands has been summarized in a review [4]. Absorption spectra of ni-
troxides and their complexes in solution have been reported as short de-
scriptions given when the compounds were first synthesized [21–23]. Over
the past five years, several nitronyl nitroxide and related radicals and their
transition metal and lanthanide complexes have been characterized with op-
tical spectroscopic techniques [4, 9, 24–31]. We illustrate in the following
the low-temperature optical spectra of uncoordinated nitroxide radicals and
of their complexes with lanthanide ions and conclude with a short outlook
on the optical spectra of complexes with metals of the d series. This compar-
ison reveals the spectroscopic features common to all compounds and pro-
vides a general description of their low-energy electronic transitions.

2
Summary of Experimental Information

The synthesis and characterization of the nitronyl and imino nitroxide lig-
ands discussed in the following, namely 2-(2-pyridyl)-4,4,5,5-tetramethylim-
idazoline-1-oxyl-3-oxide (abbreviated as NITPy), 2-(2-pyridyl)-4,4,5,5-
tetramethylimidazoline-1-oxide (abbreviated as IMPy), 2-(2-benzimida-
zolyl)-4,4,5,5-tetramethylimidazoline-1-oxyl-3-oxide (abbreviated as NITBz-
ImH), 2-(2-benzimidazolyl)-4,4,5,5-tetramethylimidazoline-1-oxide (abbre-
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viated as IMBzImH), and 2-cyano-4,4,5,5-tetramethylimidazoline-1-oxyl-3-
oxide (abbreviated as NITCN) have been described earlier [9, 14, 21]. The
syntheses and crystal structures of the lanthanide complexes have also been
described in detail [32, 33]. The molecular structures of all fiveradicals and
of the two predominant categories of lanthanide complexes studied in the
following are shown schematically in Fig. 1. The ligator atoms of the radicals
are marked by asterisks, based on the crystallographic structures of the
complexes [26, 27, 33].

Absorption spectra were measured on a Varian Cary 5E spectrometer us-
ing the photomultiplier tube detector for the visible range. The sample crys-
tals were cooled in a He gas flow cryostat (Oxford Instruments CF-1204) and
the temperature was monitored with a RhFe resistor connected to an elec-
tronic controller (Oxford Instruments ITC4) to stabilize the temperature to
better than €1 K by adjusting both a heater for the He gas cooling the sam-
ple and the gas flow valve from the He storage dewar to the cryostat. All
spectra presented in the following are unpolarized, as no strong dichroic ef-
fects were observed in preliminary spectra polarized along the optical ex-
tinction directions of sample crystals.

Luminescence was excited with the 488.0 nm and 514.5 nm lines of an
Ar+ ion laser. The sample crystals were again placed in the He gas flow cryo-
stat. The emitted light was dispersed with a Spex 500 M monochromator
and detected with a Ge diode (Applied Detector Corporation ADC403L).
This detector is sensitive in the 600 nm to 1800 nm wavelength range and its

Fig. 1 Schematic representations of the nitronyl nitroxide (NIT) and imino nitroxide
(IM) radicals studied by optical spectroscopy. Ligator atoms for lanthanide complexes
are denoted by asterisks. The stoichiometry of the metal complexes is given, with Rad
and hfac denoting radical and hexafluoroacetylacetonato ligands, respectively
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sensitivity varies very little over the range examined for the title com-
pounds. The signal was averaged and stored with a lock-in amplifier, as de-
scribed previously [34]. Raman spectra were measured using a commercial
micro-Raman spectrometer (Renishaw System 3000) again with the
488.0 nm and 514.5 nm Ar+ excitation lines. This sensitive instrument was
also used to measure luminescence spectra at wavelengths shorter than
1000 nm [35]. Samples were cooled in a liquid helium flow cryostat designed
for this microscope (Janis Research Supertran ST-500) [26].

3
Spectroscopic Characterization of the Lowest-Energy Excited States
of Nitronyl Nitroxide Radicals

Nitroxide radicals show intense colors, indicating the presence of excited
electronic states in the visible wavelength range. The lowest-energy electron-
ic transitions are characterized by the combination of luminescence and ab-
sorption spectra. Figure 2 compares spectra for two uncoordinated nitronyl
nitroxide radicals, NITPy in Fig. 2a and NITBzImH in Fig. 2b, to those of a
lanthanide complex with a single radical ligand, [Gd(hfac)3NITBzImH], in
Fig. 2c. The luminescence spectra of uncoordinated NITBzImH and NITPy
radicals have their onsets at very similar energies of approximately
14820 cm�1 and 15290 cm�1 and overall band widths at half height of ap-
proximately 1100 cm�1 and 2100 cm�1, respectively. The luminescence inten-
sities are low, indicating low quantum yields, and luminescence lifetimes are
shorter than the lower limit of approximately 500 ms imposed by the near-
infrared detector used. No luminescence was observed for the NITCN radi-
cal, likely due to efficient nonradiative relaxation processes involving the
high-frequency C�N vibrational mode [28]. The luminescence spectrum of
NITBzImH is well resolved and shows a short vibronic progression with an
average interval of 1450 cm�1, as illustrated in Fig. 2b. Each member of this
progression has a shoulder lower in energy by 590 cm�1, corresponding to a
different vibrational mode. The luminescence spectrum of NITPy also shows
resolved maxima, but the resolution is not sufficient to clearly identify vi-
bronic progressions. Nevertheless, two sets of maxima separated by
520 cm�1 are observed, an energy difference comparable to the interval of
590 cm�1 measured in the more highly resolved luminescence spectrum of
NITBzImH. The energy separation between the two sets is on the order of
2300 cm�1. Figure 2c shows the luminescence and absorption spectra of the
lanthanide complex [Gd(hfac)3NITBzImH]. Its spectra are very similar to
those of the uncoordinated radical, but a detailed comparison shows that
differences exist. All band maxima in Tables 1 and 2 are lower in energy by
200 cm�1 to 500 cm�1 for [Gd(hfac)3NITBzImH] than for the uncoordinated
NITBzImH radical. This small shift is a possible indication of metal-to-li-
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gand charge transfer character of the band system in metal complexes, an
assignment proposed in a recent review [4]. In view of the similarities of
both energies and band shapes, we nevertheless propose an assignment as a
ligand-centered transition. The excited states of the radical ligand are only

Fig. 2a–c Solid-state absorption and luminescence spectra of: a NITPy; b NITBzImH; c
[Gd(hfac)3]NITBzImH at 5 K. Alphabetical labels denote maxima summarized in Tables 1
and 2. Energy intervals in wavenumber units are indicated by horizontal double arrows
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very weakly affected by the gadolinium(III) center, as illustrated by the very
similar vibronic structure for the spectra in Fig. 2b,c. The main progression
interval in the luminescence spectrum of the lanthanide complex is
1570 cm�1, significantly larger than the value of 1450 cm�1 for the uncoordi-
nated radical, another spectroscopic manifestation of the coordination to a
metal center. All energies of luminescence transitions are summarized in Ta-
ble 1 using the uppercase alphabetical labels given in Fig. 2 to identify each
band.

It is obvious that the luminescence spectra in Fig. 2 are not mirror images
of the lowest-energy absorption bands. All absorption spectra in Fig. 2,
Fig. 3, Fig. 4, and Fig. 7 have widths at half height on the order of 4000 cm�1,
significantly larger than those of the luminescence bands in Fig. 2. Absorp-
tion band positions are summarized in Table 2 and identified by the lower-
case alphabetical labels in Figs. 2, 3, 4, and 7. Most nitronyl nitroxides and
their metal complexes show absorption spectra with resolved patterns as il-
lustrated in Figs. 2, 3, and 7, consisting of a sequence of four to six peaks
[26, 27, 30]. The energy differences between these maxima are constant
within experimental precision, with the exception of the interval between
the two lowest-energy peaks labeled a and b in the absorption spectra. This
is well illustrated for NITBzImH in Fig. 2b, where the first interval is approx-

Table 2 Band positions in wavenumber units (cm�1) from absorption spectra of uncoordi-
nated radicals and selected metal complexes with radical ligands. The alphabetical labels re-
fer to Figs. 2, 3, 4, 7, and 10

Uncoordinated radicals
Transition NITPy NITCN NITBzImH IMBzImH
a 15550 13500 15180 19120
b 17190 14900 16390 20580
c 18450 16410 17920 22030
d 19570 17890 19340 23470
Metal complexes
Transition [Gd(hfac)3NITBzImH] [Gd(hfac)3IMBzImH] [Gd(hfac)3IMPy] [PtCl2(NITPy)2]
a 14770 18110 19680 14470
b 16240 19580 21050 15870
c 17700 20880 22430 17250
d 19120 22270 23710

Table 1 Luminescence band positions in wavenumber units (cm�1) from the luminescence
spectra with alphabetical labels in Fig. 2

Transition NITPy NITBzImH [Gd(hfac)3NITBzImH]

A 14090 14630 14320
B 13570 14040 13750
C 11750 13230 12770
D 11010 11740 11180
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Fig. 4 Absorption spectra of NITBzImH (top trace, dotted line, 5 K) and IMBzImH (KBr
disk, solid lines, measured at 5 K, 20 K and 290 K, top to bottom). Alphabetical labels de-
note maxima summarized in Table 2. Traces are offset along the ordinate for clarity

Fig. 3a, b Temperature dependence of the solid-state absorption spectra of: a NITBzImH;
b NITCN. Alphabetical labels denote maxima summarized in Table 2. Energy intervals in
wavenumber units are indicated by horizontal double arrows. Traces are offset along the
ordinate for clarity
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imately 1200 cm�1, but a larger difference of approximately 1500 cm�1 is ob-
served between the maxima at higher energy. These energy intervals indicate
that the sequence of peaks in the absorption spectra does not correspond to
a single vibronic progression, for which a constant energy separation is ex-
pected, therefore indicating that transitions to at least two excited states
form the observed absorption band system. This conclusion is confirmed by
the intensity distribution within the band sequences in the luminescence
and absorption spectra. The absorption spectrum is expected to be a mirror
image of the luminescence band, if only a single excited state is involved.
The first member of the progression in the luminescence spectra has the
highest intensity. In contrast, the experimental absorption spectra have a
very different intensity distribution: the lowest energy peak is much less in-
tense than the following higher energy bands. This is most evident in the
spectra of NITPy in Fig. 2a, where the intensity of the first peak, labeled a, is
lower by at least an order of magnitude than the intensity of the following
bands, labeled b, c and d. To the best of our knowledge, the results in Fig. 2
are the only published comparisons of full luminescence and absorption
spectra for uncoordinated nitronyl nitroxides and their lanthanide complex-
es [27, 28]. Their vibronic structure has been analyzed quantitatively for un-
coordinated radicals and reveals offsets of the excited-state potential energy
surfaces along several Raman-active modes [28]. Different excited states
close in energy can be expected for nitroxide radicals, as they are observed
for the diatomic NO molecule, where the lowest energy 2Sg

+ and 2P excited
states occur within less than 2000 cm�1 in the ultraviolet wavelength range
[36].

Figure 3 shows the absorption spectra throughout the visible wavelength
range for the NITBzImH and NITCN radicals. These spectra again show
clearly that the weak, lowest-energy absorption bands (labeled a) are not
part of the intense progressions at higher energy, in support of the conclu-
sion based on the comparison of absorption and luminescence spectra in
Fig. 2. The higher-energy progressions are well resolved and have at least
three members, labeled b, c, and d in Figs. 2 and 3. Figure 3a shows the tem-
perature dependence of the absorption spectrum of NITBzImH. Low-fre-
quency features at approximately 15,000 cm�1 are well resolved at 5 K, but
this resolution disappears at 77 K and higher temperatures. The intensity
distribution of the low-frequency resolved bands between 14,000 cm�1 and
16,000 cm�1 is different from the following higher-energy peaks between
16,000 cm�1 and 20,000 cm�1. This difference again illustrates that two over-
lapping electronic transitions to different excited states are observed. The
band maxima of the main vibronic progression shift by less than 15 cm�1 in
this temperature range. The integrated intensities of the absorption band
system in Fig. 3a are independent of temperature, indicating the absence of
efficient vibronic intensity mechanisms, as expected for low-symmetry
chromophores. The absorption spectrum of the NITCN radical in Fig. 3b
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shows higher energy peaks of the absorption band system with well-resolved
vibronic structure involving at least three vibrational modes with frequen-
cies of 1500 cm�1, 470 cm�1, and 360 cm�1. The absorption spectrum in the
region of bands b, c, and d has been analyzed quantitatively using these
modes [28]. The 1500 cm�1 vibronic interval also appears prominently on
the highest energy absorption band shown in Fig. 3b, starting at approxi-
mately 20,000 cm�1. The intensity distribution within this progression indi-
cates that a much larger distortion along the normal coordinate of this vi-
brational mode occurs in the higher-energy excited state.

Figure 4 shows that similar absorption spectra are observed for nitronyl
nitroxide and imino nitroxide radicals, with the transitions for the imino ni-
troxides occurring higher in energy by approximately 4000 cm�1. The aver-
age energy interval determined from bands a to d in the absorption spectra
of the IMBzImH radical is 1450 cm�1, a value similar to the NITBzImH radi-
cal, shown as the dotted trace in Fig. 4. All band maxima for the imino ni-
troxide radical are included in Table 2.

The best spectral resolution is observed for the NITCN radical, whose
overall spectrum is shown in Fig. 3b. The region below 15,000 cm�1 is par-
ticularly well resolved and shown in detail in Fig. 5. A series of very sharp

Fig. 5 Low-temperature absorption spectra of NITCN in the region of the lowest-energy
electronic transition. Temperatures are 20 K, 15 K, 12 K, 9 K, 7 K, and 5 K (top to bot-
tom). Alphabetical labels denote peak maxima summarized in Table 3. Traces are offset
along the ordinate for clarity
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peaks at 5 K is observed for the lowest-energy part of the spectrum, as de-
noted in Fig. 5 by the labels a to k. Their energies are given in Table 3 with
the energy intervals measured from the lowest-energy absorption transition
a. These intervals are similar to vibrational frequencies observed for the
ground state by Raman spectroscopy [28], also included in Table 3, and can
therefore be assigned as vibronic transitions. The bands denoted by labels a
to k do not appear to be part of progressions with multiple members, such
as the main progressions in Fig. 1, and their assignment based on the molec-
ular orbital characteristics presented in the following section is not straight-
forward. Their temperature dependence in a narrow interval between 5 K
and 20 K is striking, as widths increase and integrated intensities appear to
decrease in this temperature range. No such effects are observed for other
radicals, such as NITBzImH in Fig. 3a or for the higher energy absorption
bands of NITCN in Fig. 3b. A phenomenological correlation can be made
with the antiferromagnetic order in NITCN, whose onset occurs over the
same temperature range [9]. The temperature-dependent lowest-energy ab-
sorption band of NITCN therefore appears to be an exceptional case show-
ing effects of intermolecular phenomena.

4
Molecular Orbital Model for the Lowest-Energy One-Electron Excitations
of Uncoordinated Nitronyl Nitroxide Radicals

The comparison of luminescence and absorption spectra in Fig. 2 shows that
transitions to at least two excited states form the observed absorption band

Table 3 Energies of the resolved low-energy transitions in the absorption spectrum of the
NITCN radical. Alphabetical labels are given in Fig. 5. Energy intervals DE are defined rela-
tive to the lowest-energy transition labeled a at 13236 cm�1. Raman shifts corresponding to
ground-state vibrational energies are included for comparison. All values are in wavenum-
ber units (cm�1)

Transition Energy DE Raman shift

a 13236 0
b 13435 199
c 13570 334 370
d 13641 405 500
e 13795 559 525
f 13868 632 610
g 14094 858 700
h 14154 918 1225
i 14300 1064 1260
j 14370 1134 1400
k 14596 1360 1435, 1450
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system. This experimental conclusion is based on the luminescence and ab-
sorption spectra discussed in the preceding sections [27, 28]. Electronic
structure calculations, as illustrated for NITBzImH in Fig. 6 and for other
radicals in [28], further confirm the presence of several excitations in the
range of the experimental absorption spectra. Density functional calcula-
tions [37] were carried out using the crystallographic structure of NITBz-
ImH [38] in order to obtain the molecular orbitals and their energies in
Fig. 6. The singly occupied molecular orbital (SOMO) is p antibonding and
located on the nitroxide group, as has been characterized in detail by both
theoretical calculations and experimental measurements of the unpaired
spin density [3, 39–41]. The calculated energy differences DE1 and DE2 sepa-
rating the SOMO from the SOMO�1 and SOMO+1 levels, respectively, are of
comparable magnitude. It can therefore be expected that excited electronic
states arising from the (SOMO�1)1(SOMO)2 and (SOMO)0(SOMO+1)1 excit-
ed electron configurations (using the labels in Fig. 6—strictly appropriate
only for the ground state electron configuration—to identify molecular or-
bitals) are observed at similar energies and lead to overlapping absorption
bands. Calculated transition energies and oscillator strengths confirm that
two overlapping electronic transitions occur in the energy range of Figs. 2
and 3 [28, 42]. The main change in electron density for these two excited
configurations occurs on the nitroxide group, as illustrated by the calculated
shapes of the orbitals for NITBzImH. As a consequence, the O-N-C-N-O

Fig. 6 Calculated molecular orbitals and energy levels of NITBzImH obtained with densi-
ty-functional theory. The energy of the SOMO orbital is set to 0 for this diagram
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bond lengths show the largest differences between the ground state and the
low-energy excited states discussed here. It is intuitively appealing to assume
that coordination of NITBzImH to a metal center decreases the p antibond-
ing character along the O-N-C-N-O fragment, leading to a strengthening of
these bonds. A spectroscopic manifestation of this effect is the increase of
the main vibronic interval from 1450 cm�1 to 1570 cm�1 in the luminescence
spectra of uncoordinated NITBzImH compared to [Gd(hfac)3NITBzImH] in
Fig. 2b,c.

It is important to emphasize that this comparison of molecular orbital
calculations and experimental spectra is qualitative, as the limitation to a
single molecule and the intrinsic precision of the computational approach
used do not allow a quantitative comparison. Nevertheless, the characteris-
tics of the orbitals, such as the electron density distribution, are very similar
for different density functional and semiempirical calculations, indicating
that the calculations are useful for a qualitative interpretation of the spectra.
Detailed electronic structure calculations have been recently applied to the
understanding of intermolecular magnetic interaction pathways in nitroxide
radicals [43], underlining the importance of comparisons between computa-
tional data and spectroscopic results which provide a quantitative test for
the theoretical models.

5
Absorption and Luminescence Spectra of Lanthanide Complexes
with Chelating Nitronyl Nitroxide Ligands

Figure 2c shows the near-infrared luminescence spectrum of [Gd(hfac)3NIT-
BzImH] compared to its lowest-energy absorption band system. At 5 K, both
spectra show well-resolved structure that is similar to the patterns observed
for the uncoordinated radical, as summarized in Tables 1 and 2. The corre-
sponding electronic transitions can be observed for many other complexes
of lanthanide or d-block metal ions with radical ligands [24–27, 30]. In gen-
eral, the spectra for lanthanide complexes are very similar to those of the
uncoordinated radicals.

Figure 7 shows that the energy of the absorption band system in the visi-
ble spectral region varies significantly for gadolinium(III) complexes with
different radical ligands, underlining again that these electronic transitions
are centered on the radical. As expected, the lowest energy transition is ob-
served for the complex of the blue nitronyl nitroxide radical NITBzImH, fol-
lowed by those of the complexes of the red imino nitroxide radicals IMBz-
ImH and IMPy, which show bands higher in energy than those of the NIT-
BzImH ligand by approximately 3000 cm�1 and 5000 cm�1, respectively. The
spectra are less resolved at room temperature (dotted lines) than at 5 K (sol-
id lines), but their overall band shape does not change, as shown in Fig. 7.
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The transitions labeled a to d for [Gd(hfac)3IMBzImH] in Table 2 and Fig. 7
occur lower in energy by approximately 1000 cm�1 than those of the uncoor-
dinated IMBzImH radical in Fig. 4. This red shift is larger by at least a factor
of two than for NITBzImH and its [Gd(hfac)3NITBzImH] complex, a differ-
ence possibly due to the different ligator atom on the radical ligand. The cor-
responding complexes of europium(III) also have very similar spectra, as il-
lustrated by the comparison of the two top traces in Fig. 7, which indicate
that band maxima vary by less than 50 cm�1 from those of the gadolini-
um(III) complex with an identical ligand sphere . Molar absorptivities (�)
on the order of 500 M�1 cm�1 have been reported for several lanthanide
complexes with IMPy ligands in solution at room temperature [29]. At ener-
gies higher than shown in Fig. 7, the next absorption band has its onset at
26,310 cm�1 with a long progression in a 1540 cm�1 mode. This band is
again shifted to higher energy than for nitronyl nitroxides, such as NITCN

Fig. 7 Solid-state absorption spectra of lanthanide-radical complexes at 5 K (solid lines)
and 290 K (dotted lines). From top to bottom: [Eu(hfac)3IMPy] (290 K), [Gd(hfac)3IMPy]
(290 K, 5 K), [Gd(hfac)3IMBzImH] (290 K, 5 K), [Gd(hfac)3NITBzImH] (290 K, 5 K) and
[Gd(NITBzImH)2(NO3)2] (5 K). Alphabetical labels denote maxima summarized in Ta-
ble 2. Traces are offset along the ordinate for clarity
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in Fig. 3b, where an onset lower by approximately 6000 cm�1 and a similar
progression interval are observed. The higher energy excited states of imino
nitroxide radicals and their metal complexes have yet to be investigated rig-
orously.

The luminescence transitions show an intriguing phenomenological de-
pendence on the number of radical ligands, the ancillary ligands and the co-
ordination number of the lanthanide ion. Figure 8a,b compare the highest

Fig. 8a–c Temperature dependence of the highest energy luminescence band of: a
[Gd(hfac)3NITBzImH] (solid lines) and [Eu(hfac)3NITBzImH] (dotted line, 5 K); b
[Gd(NITBzImH)2(NO3)3] (solid lines), [La(NITBzImH)2(NO3)3] (dotted line, 5 K); c
[Eu(NITBzImH)2(NO3)3], absorption spectrum at 5 K shown as dotted line. Traces are
offset along the ordinate for clarity
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energy band of the luminescence spectra for [Gd(hfac)3(NITBzImH)] and
[Gd(NITBzImH)2(NO3)3]. A clear-cut difference appears: the nitrato com-
plex in Fig. 8b has a larger band, consisting of a low-frequency progression
with an average spacing of 190 cm�1, which is absent in the complexes with
hexafluoroacetylacetonato ancillary ligands in Fig. 8a. Complexes with dif-
ferent lanthanide ions are included for comparison in Fig. 8a,b. The spectra
of [Eu(hfac)3(NITBzImH)] and [La(NITBzImH)2(NO3)3] are identical to
those of their Gd(III) analogs. The presence of the low-frequency progres-
sion in [La(NITBzImH)2(NO3)3] indicates that it is not caused by lan-
thanide-radical exchange coupling. The Gd(III) and Eu(III) hexafluoroacety-
lacetonato complexes in Fig. 8a show a distinct red-shift of the band maxi-
mum with increasing temperature, possibly an indication of small structural
changes occurring with temperature. In contrast, the nitrato complexes of
these two lanthanide ions in Fig. 8b,c show a broader band at low tempera-
ture that does not change its shape, but becomes less resolved with increas-
ing temperature. At temperatures above 100 K, the spectra from both types
of compounds become similar. No hot bands at energies higher than the on-
set of the luminescence spectrum at 5 K are observed at any temperatures.
Figure 8c compares absorption and luminescence spectra of [Eu(NITBz-
ImH)2(NO3)3], indicating similar resolved structure in both spectra and the
expected overlap in the region of the electronic origin. The spectra in Fig. 8
indicate that changes in the ligand sphere appear to have a larger influence
on the optical spectra than changes of the lanthanide ions. These spectro-
scopic results illustrate the wide range of luminescence properties accessible
to complexes of lanthanide ions with radical ligands. As the electronic tran-
sitions observed are ligand-centered, a model based on coupled chro-
mophores[44] appears as a promising route towards the understanding of
the spectroscopic effects observed for complexes with several nitroxide radi-
cal ligands, as illustrated in Fig. 8b,c.

Figure 9 shows a comparison of luminescence spectra of a series of euro-
pium(III) complexes. The Eu(III) ion shows a well studied f-f luminescence
corresponding to the 5D0!7FJ electronic transition at energies between
16,000 cm�1 and 16,500 cm�1. Figure 9 illustrates that the luminescence be-
havior of these compounds can be tuned through the appropriate choice of
radical ligand. The broad luminescence spectrum given as the top trace in
Fig. 9 is observed for [Eu(NITBzImH)2(NO3)3], a complex with nitronyl ni-
troxide radical ligands which absorb at energies lower than the f-f transi-
tions of Eu(III). For compounds with imino nitroxide radical ligands, the lu-
minescence from the Eu(III) centered f-f transition is lower in energy than
the first absorption band of the radical and it therefore dominates the spec-
trum, as shown in the bottom half of Fig. 9. The resolved structure of the f-f
region is very similar for all compounds, illustrated in the inset to Fig. 9.
Prominent energy intervals of 30 cm�1, 120 cm�1, and 360 cm�1 appear, in-
dependent of the types and numbers of radical ligands. Luminescence cen-
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tered on the Eu(III) ion for a compound with IMPy ligands confirming our
results was recently reported [29].

6
Phenomenological Correlations Between Optical Spectra
and Magnetic Properties

The signatures of magnetic effects for the lanthanide complexes from the
spectra in the preceding sections are not obvious, but the comparison of
spectra nevertheless reveals some phenomenological trends. In contrast to a
large number of d-block complexes with exchange coupling between para-
magnetic metal centers, where quantities such as ground-state exchange

Fig. 9 Comparison of luminescence spectra of Eu(III) complexes with radical ligands.
Top to bottom: [Eu(NITBzimH)2(NO3)3] (290 K), [Eu(hfac)3NITBzimH] (290 K),
[Eu(hfac)3ImBzimH] (5 K) and [Eu(hfac)3IMPy] (5 K). The lowest trace is Eu(hfac)3

.2H2O
(5 K) and gives the f-f luminescence spectrum for a complex without radical ligands. In-
set: enlarged view of the f-f transition for the bottom four spectra in the main figure. Hor-
izontal arrows denote wavenumber intervals of 30 cm�1, 120 cm�1 and 360 cm�1 (top to
bottom). Traces are offset along the ordinate for clarity in both the main Figure and the
inset
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splittings can be directly determined from luminescence and absorption
spectra [18], no such energy differences are resolved in our spectra. This is
not unexpected for lanthanide ions, as the exchange effects are much weaker
than those of the d-block elements, illustrated by a large number of magnet-
ic measurements for lanthanide complexes with nitroxide radical ligands
[13, 32, 33]. A summary of magnetic exchange couplings for lanthanide
complexes discussed in this overview is given in Table 4. A recent compre-
hensive review [4] of the magnetism of 3d metal ions with nitroxide radical
ligands summarizes couplings for 22 complexes, varying from J=�219 cm�1

to J=71 cm�1 (Hexc=�2JSiSj), values larger by two orders of magnitude than
those for the lanthanide complexes summarized in Table 4. These weak cou-
plings are unlikely to be the cause of the variations observed in the absorp-
tion and luminescence spectra of different lanthanide complexes, as they are
expected to lead to energy differences too small to be resolved. Nevertheless,
two qualitative correlations can be made from the spectra:

1. The luminescence spectra in Fig. 8 show distinct differences between com-
plexes with two (Fig. 8b,c) or only one radical ligand (Fig. 8a). The clearly
visible progression illustrated in Fig. 8b,c observed in the spectra of the ni-
trato complexes with two radical ligands parallels an antiferromagnetic ga-
dolinium-radical coupling and an antiferromagnetic radical-radical cou-
pling similar in magnitude to the lanthanide-radical coupling [27, 32]. This
progression indicates a significant distortion along a low-frequency normal
coordinate at all temperatures, likely involving radical-lanthanide-radical
modes, as it is not observed for complexes with only one radical ligand or
for uncoordinated radicals. The shape of the spectrum does not change
with temperature, indicating that the assumption of temperature-indepen-

Table 4 Summary of magnetic data for selected Gd(III) and La(III) complexes with nitrox-
ide radical ligands. Values are given for the exchange coupling constants using the Hamilto-
nian Hexc=�2SJijSiSJ For Gd(III) complexes, exchange coupling can occur between the lan-
thanide ion and the radical ligands (JGd-rad) and between radical ligands coordinated to the
same metal center (Jrad-rad). Only the latter interaction can lead to nonzero coupling con-
stants for the La(III) complex. Absorption energies are given for the lowest-energy band,
denoted as peak a in Figs. 2, 4, and 7. All values are given in wavenumber units (cm�1)

Complex JGd-rad Jrad-rad Absorption energy

Gd(hfac)3NITBzImH +1.7a 14470a

Gd(NITBzImH)2(NO3)3 �4.05,b �0.80b �1.1b 14600e

Gd(hfac)3NITPy +1.5c

Gd(hfac)3IMBzImH �2.6a 18110a

Gd(hfac)3IMPy �3.0d

�1.9a
19860a

La(NITBzImH)2(NO3)3 �1.1b 14600e

a [27] b [33] c [52] d [29] e [26]
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dent exchange coupling parameters is justified. In contrast, narrower low-
temperature spectra as shown in Fig. 8a are observed for complexes with
only one radical ligand, where ferromagnetic Gd(III)-radical interactions
occur in the ground state. At higher temperatures, the luminescence spectra
of these compounds become broader, possibly indicating a structure change
that could influence the exchange coupling. The assumption of tempera-
ture-independent exchange coupling constants is therefore not necessarily
justified for these complexes. The luminescence spectra provide comple-
mentary information to the ground-state magnetic measurements.

2. Within the [Gd(hfac)3radical] series in Fig. 7, where only the radical ligand
is varied, the lanthanide-radical coupling becomes antiferromagnetic as the
absorption bands shift to higher energy. It is not straightforward to quanti-
tatively rationalize this trend, but it might indicate an influence of interac-
tions between excited states and the ground state on the exchange interac-
tion. Such effects are expected to become weaker as the energy separation
between the ground and the excited states of the radical increases. The rela-
tively small change of the absorption energy by 3000 cm�1 to 5000 cm�1 ob-
served for the complexes in Fig. 7 is sufficient to go from ferromagnetic to
antiferromagnetic coupling for the three related complexes. This phe-
nomenological correlation is illustrated by the comparison of exchange cou-
plings and absorption band positions in Table 4. The results presented here
indicate that both the energy difference between ground and low-energy ex-
cited states and the detailed bandshape of the luminescence spectra can be
qualitatively correlated with the sign of the lanthanide-radical exchange in-
teraction.

In contrast to the lanthanide complexes, where the nature of the metal
ion appears to have little influence on both the optical spectra and the ex-
change coupling, a distinct change from antiferromagnetic to ferromagnetic
behavior has been reported for interactions between identical radical ligands
coordinated to palladium(II) and platinum(II) centers [45], illustrating the
fundamentally different magnetic properties that can be obtained with d-
block metals. Additional optical spectroscopic measurements, including ab-
sorption spectra of charge-transfer bands in the ultraviolet region, are nec-
essary for these compounds before a more quantitative correlation of optical
spectra and magnetic properties becomes possible.

7
Optical Spectra of d-block Metals with Nitronyl Nitroxide Radical Ligands

Complexes of nitronyl nitroxide radicals with transition metal ions of the 3d
series have been more thoroughly investigated by optical spectroscopic tech-
niques than the lanthanide complexes or the uncoordinated radicals dis-
cussed in the preceding sections. We limit this section to a short summary
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of the reported work, in order not to duplicate material presented in a recent
comprehensive review of nitroxide complexes with metal ions of the 3d se-
ries [4].

Chromium(III) complexes with radical ligands have received the most at-
tention in the past. The absorption spectrum of a complex with a semiqui-
none ligand shows a significant enhancement of the lowest-energy spin-for-
bidden d-d band at approximately 14,000 cm�1 [46]. Unusually intense and
surprisingly broad metal centered transitions in the same energy range have
been reported for chromium(III) complexes with nitronyl nitroxide and imi-
no nitroxide radicals [24, 25, 31]. At higher energy, ligand-centered bands
which sometimes have resolved vibronic structure are observed [25, 31, 47].
Other transition metal complexes investigated involve manganese(II), co-
balt(II), cobalt(III), nickel(II), and zinc(II) metal centers. Crystal structures,
magnetic properties, absorption, magnetic circular dichroism (MCD), and
resonance Raman spectra of these complexes have been reported [24–26, 30,
31, 33, 47]. Detailed investigations have been carried out on nickel(II) com-
plexes with nitronyl nitroxide ligands, where MCD spectra show experimen-
tal evidence for weak d-d transitions superimposed on the more intense rad-
ical-centered absorption bands, which in general are the most prominent
bands in the spectra [25]. As an example, the absorption spectrum of the
Pt(NITPy)2Cl2 complex is shown in Fig. 10. This representative of the 5d ele-
ments, whose complexes with nitroxide radicals have not yet received much
spectroscopic attention [45], shows again the typical ligand-centered band
between 13,000 cm�1 and 17,000 cm�1. The absorption maxima labeled a to
c are summarized in Table 2. A red shift of approximately 1000 cm�1 is ob-

Fig. 10 Overview absorption spectra measured at 5 K of PtCl2(NITPy)2 (top trace) and
[Gd(NITBzImH)2(NO3)3] (bottom trace). Alphabetical labels denote maxima summarized
in Table 2. Traces are offset along the ordinate for clarity
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served for this platinum(II) complex compared to the uncoordinated NITPy
radical. This shift is on the same order of magnitude as those described in
the preceding sections for lanthanide complexes with nitroxide radical lig-
ands. The more intense band at approximately 27,000 cm�1 has been ob-
served for many other transition metal complexes with nitroxide radical lig-
ands and corresponds most likely to a higher-energy electronic transition
centered on the radical ligands [25].

A promising direction for future spectroscopic work is the application of
external perturbations, such as pressure, which could affect the magnetic or-
der of the title materials and simultaneously greatly enhance the lumines-
cence intensity, as has been shown recently for diamagnetic complexes of
palladium(II) and platinum(II) [48, 49]. Attractive compounds for future
studies include recently described bimetallic complexes with radical ligands
[50] and nickel(II) complexes where the imino nitroxide radical ligand
shows linkage isomerism [51]. In the former compounds, intriguing spectro-
scopic properties influenced by both metal-metal and metal-ligand exchange
interactions can be expected and in the latter complexes, the spectroscopic
effects of the different ligand coordination can be studied quantitatively. Ni-
troxide radicals and their transition metal and lanthanide complexes pro-
vide a wide variety of new optical spectroscopic features, as illustrated by
the absorption and luminescence spectra presented in this overview. They
offer a vast field to explore in the search of novel molecular materials with
interesting physical properties.
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Abstract The most significant developments in quantum chemistry and wave packet dy-
namics providing the theoretical tools to study the electronic spectroscopy and photore-
activity of transition metal complexes are presented. The difficulties inherent to this class
of molecules as well as the degree of maturity of the computational methods are dis-
cussed. Recent applications in transition metal coordination chemistry are selected to
outline and to illustrate the necessity for a strong interplay between theory and experi-
ments.

Keywords Quantum chemistry · Potential energy surfaces · Wave packet propagations ·
Photodissociation dynamics
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1
Introduction

The visible-UV absorption spectrum of transition metal complexes is
characterized by a high density of various electronic excited states (Metal-
Centred, Metal-to-Ligand-Charge-Transfer, Ligand-to-Ligand-Charge-Trans-
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fer, Sigma-Bond-to-Ligand-Charge-Transfer, Intra-Ligand, Ligand-to-Metal-
Charge-Transfer). The presence of electronic states of different nature, local-
isation, dynamics and reactivity in a limited domain of energy gives to this
class of molecules unconventional photophysical and photochemical proper-
ties and explains the versatility and the richness of their photochemistry [1,
2]. Moreover these specific properties responsible for the occurrence under
irradiation of fundamental physico-chemical processes such as electron/en-
ergy transfer, bonds breaking or formation, isomerisation, radicals forma-
tion, luminescence can be tailored chemically and more recently controlled
by shaped laser pulses [3]. Two contrasted behaviours can be considered: af-
ter irradiation the molecular system can either be trapped in long-lived ex-
cited states of well defined structure leading to beautiful resolved absorp-
tion/emission spectroscopy or land on repulsive potential energy surfaces
inducing extremely fast ligand dissociation in femtosecond time-scale. The
bipyridine substituted complexes intensively studied over the last 30 years
are representative of the first category [4] whereas transition metal car-
bonyls illustrate the second behaviour [5, 6]. Most of the time bound and re-
pulsive electronic excited states coexist in a limited domain of energy and
may interfere in the Franck-Condon region generating structureless absorp-
tion spectra. The interaction between various electronic states in different
regions of the potential energy surfaces leads to critical geometrical struc-
tures such as saddle points, conical intersections or local minima. Conse-
quently the observed response to the light of the molecular system is entirely
governed by the sequence of many concurrent elementary processes. The
development of short time resolved spectroscopy [7] (picoseconds–fem-
toseconds time-scale) in different domains (resonance Raman, FT-Infra-
Red, FT-Electron Paramagnetic Resonance, emission, absorption UV/visi-
ble) has contributed to a better understanding of excited states structures
and processes that are very fast even at low temperature. However several
fundamental questions still remain to be solved. One important aspect is the
differentiation between i) chemically active electronic states leading to
bonds breaking or formation, isomerisation, radicals production and ii)
long-lived excited states involved in the photophysics or subsequent second-
ary processes such as electron/energy transfer. The photo-induced reactivity
in transition metal complexes is characterized by the occurrence of several
schemes of fragmentation originated in complicated mechanisms. These
mechanisms involve different electronic states and various reaction paths
and elementary processes such as direct/indirect dissociation, internal con-
version or intersystem crossing. The simulation of the dynamics following
the photon absorption is not an easy task and two different situations have
to be considered: i) ultra-fast direct dissociation from the absorbing state it-
self (adiabatic process); ii) indirect dissociation via internal conversion or
intersystem crossing (non-adiabatic process). A third case, not contemplated
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here, would be the trapping in long-life time excited states followed by emis-
sion to the electronic ground state, inhibiting reactivity.

The determination of the various channels and time scales of deactivation
of the excited molecule is especially important. For this purpose a strong in-
terplay between experiments and theory is mandatory. The first role of the
theoretical study is to clarify the electronic structure of the complexes, to
determine the low-lying electronic transitions and to assign the observed
bands. This is probably the easiest task and several computational methods
started to emerge in the 1990s able to describe with reasonable accuracy
electronic spectroscopy in transition metal complexes (see next section).
The second aspect related to the calculation of accurate multidimensional
potential energy surfaces describing the reactivity of electronic excited states
is the bottleneck of the theoretical study. In contrast to the impressive devel-
opment in the past 15 years of methods based on the energy gradient for-
malism and adapted to the description of ground state reactivity [8], only a
limited number of approaches can be contemplated to obtain a more or less
complete characterization of the shape of several excited states potential en-
ergy surfaces. The main difficulty is related to the dimensionality of the
problem which cannot be solved exactly due to the large number of nuclear
coordinates. This implies a selective choice of a few degrees of freedom in
the treatment of the dynamics which has to include several coupled elec-
tronic excited states, either non-adiabatically or by spin-orbit.

The next section devoted to the quantum chemical methods and concepts
gives a survey of the computational schemes and theoretical tools adapted
to the investigation of electronic spectroscopy and photoreactivity in transi-
tion metal complexes. The solvent and other environmental effects are not
discussed here and are not taken into account in the selected applications
described in the later sections dedicated to the electronic spectroscopy and
photoreactivity, respectively.

2
Quantum Chemical Methods

The investigation of the electronic structure, the determination of the low-
lying electronic transitions and the assignment of the observed bands is the
first goal of the theoretical study. The second aspect of the theoretical study
relates to the calculation of accurate multidimensional potential energy sur-
faces (PES) describing the reactivity of electronic excited states. The PES
play a central role in the understanding of chemical/photochemical reac-
tions mechanism, the quantum description of the nuclear motion being de-
termined by the shape of the PES. When handling transition metal complex-
es the quantum chemical calculations giving access to the potential energy
and to the properties involved in electronic spectroscopy and photochemical
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reactivity (transition dipole moments, spin-orbit coupling, non-adiabatic
coupling) cannot be routinely performed. However the development of effi-
cient theories and algorithms combined with the availability of very fast
computers has enabled such challenging computations which have to be car-
ried out with care. The next sections aim at describing the theoretical proce-
dures and the most significant developments in the field.

2.1
Basis Sets Effects and Effective Core Potentials

Despite the fact that exact atomic orbitals are inaccessible, atomic orbitals
represent the most suitable set of functions for expanding molecular orbitals
in the LCAO (Linear Combination of Atomic Orbitals) formalism. In nearly
all ab initio calculations reported today basis sets of contracted Gaussians
are used. In order to be adapted to excited states calculations in molecular
systems containing transition metal atoms the basis sets have to be con-
structed taking into account several aspects: i) the various electronic config-
urations of the metal centre; ii) the level of calculation; iii) the description of
the outer region of the charge density cloud. Basis sets required for an accu-
rate description of ground state properties may be inadequate for the inves-
tigation of the electronic spectroscopy. Highly correlated methods such as
MC-SCF, MR-CI or CCSD (T) will need more complete basis sets than single
determinantal methods of Hartree-Fock (HF) type. In order to describe cor-
rectly the outer region of the charge density cloud diffuse functions will be
necessary in the case of Rydberg states [9]. Polarization functions (basis
functions with L-quantum numbers higher than the valence L-quantum
number) may be important to describe significant displacement of electron
density as in Metal-to-Ligand-Charge-Transfer states for instance. The diffi-
culty is to find the best compromise between the computational cost and the
accuracy. In this respect the scheme of contraction will be very important.
For second- and third-row transition metal complexes the use of Effective
Core Potentials (ECP) including relativistic effects and associated valence
basis sets is a good compromise. For first-row transition metal complexes
Atomic Natural Orbitals (ANO) [10, 11] constructed by averaging the corre-
sponding density matrix over several electronic configurations (ground
state, valence excited states, positive and negative ions) are required to ob-
tain good structural properties, ionisation potentials, electron affinity and
transition energies. Finally as in ground state molecular calculations the
choice of the basis sets associated to the surrounding ligands has to be co-
herent with the basis sets chosen for the metal centre, especially for a good
description of Metal-to-Ligand-, Sigma-Bond-to-Ligand- or Ligand-to-Metal
Charge-Transfer states. The lower limit as far as the basis sets quality is con-
cerned for standard correlated calculations (CASSCF, MR-CI, MS-CASPT2
or TD-DFT) in middle size transition metal complexes is at least Double-
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Zeta with polarization functions for the second-row atoms and Triple-Zeta
for the metal atoms. Highly correlated methods such as the CCSD theory are
even more demanding in term of basis sets quality and this is one of the lim-
iting steps for further applications in the field of transition metal complexes
electronic spectroscopy [12].

In the calculations based on effective potentials the core electrons are re-
placed by an effective potential that is fitted to the solution of atomic rela-
tivistic calculations and only valence electrons are explicitly handled in the
quantum chemical calculation. This approach is in line with the chemist�s
view that mainly valence electrons of an element determine its chemical be-
haviour. Several libraries of relativistic Effective Core Potentials (ECP) using
the frozen-core approximation with associated optimised valence basis sets
are available nowadays to perform efficient electronic structure calculations
on large molecular systems. Among them the pseudo-potential methods
[13–20] handling valence node less pseudo-orbitals and the model potentials
such as AIMP (ab initio Model Potential) [21–24] dealing with node-show-
ing valence orbitals are very popular for transition metal calculations. This
economical method is very efficient for the study of electronic spectroscopy
in transition metal complexes [25, 26], especially in third-row transition
metal complexes.

2.2
Electron Correlation

Whatever physical reasons may exist for the correlated behaviour of the
electrons—electron repulsion or Pauli anti symmetry principle—the effect
is always to modify the electron-repulsion energy calculated from the elec-
tron distribution of the system. In the Hartree-Fock (HF) approximation
one solves equations describing the behaviour of each electron in the aver-
aged filed of the remaining (n�1) electrons. However the motions of the
[n(n�1)]/2 pairs of electrons are correlated and the electron correlation en-
ergy is defined as

Ecorr¼ Eexact�EHF ð1Þ

The most obvious way to include the correlation effects is to go beyond
the single configuration representation of the electronic wave function. For a
stable molecule at the equilibrium geometry the need to go beyond the sin-
gle-determinant approach is governed by the aim at describing correctly the
detailed correlated motion of the electrons as induced by their instanta-
neous mutual repulsion. This effect is equally important in electronic
ground and excited states. This is the dynamical correlation arising from the
Coulomb repulsion.

Another reason for going beyond the single configuration scheme is relat-
ed to near degeneracy effects which mean that several configurations will in-
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teract strongly and cannot be treated separately from each other. This effects
so-called static or non-dynamical correlation which is especially important
in transition metals already at the atomic level where several electronic con-
figurations are nearly degenerate. Moreover in transition metal complexes
characterized by a high density of electronic states in a limited domain of
energy the computation of reliable absorption spectra has to include this ef-
fect at the zero-order level, namely when computing the reference wave
function. The static correlation energy is also very important at the molecu-
lar dissociation limit where several states may be necessary to describe the
electronic structure of the products of dissociation. This is illustrated in
Scheme 1 by the formation of di-radical fragments arising from metal-hy-

drogen, metal-alkyl or metal-metal bonds homolysis (in LnMR complexes)
described by two degenerate states at dissociation, namely the triplet T1 cor-
responding to the (s

g
)1(su)1 electronic configuration and the singlet S0 cor-

responding to the two-determinantal (sg)2(su)0�(sg)0(su)2 configuration
(the sg and su orbitals being the metal-hydrogen, metal-metal or metal-alkyl
bonding and anti-bonding orbitals, respectively).

Finally, when handling photochemical reactions near degeneracy effects
may also occur along the reactive pathways at critical geometries (avoided
crossings, conical intersections) where the nature of the electronic wave
function changes abruptly as a function of the nuclear displacement by mix-
ing with upper electronic states. The multiconfiguration approach is neces-
sary to describe correctly these areas of the potential energy surfaces (PES).

Scheme 1
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The difficulty for the quantum chemist interested by the description and the
understanding of electronic spectroscopy and photoreactivity in transition
metal complexes will be to take into account in a coherent and consistent
way these different effects which are not always easily distinguishable from
each other. It is noteworthy that a full CI approach which would include in
the expansion the full set of determinants of the appropriate spin and space
symmetry generated by distributing all electrons among all molecular or-
bitals would be impractical.

2.3
Relativistic and Spin-Orbit Effects

Molecules that contain heavy elements (in particular 5d transition metals)
play an important role in the photochemistry and photophysics of coordina-
tion compounds for their luminescent properties as well as for their implica-
tion in catalysis and energy/electron transfer processes. Whereas molecular
properties and electronic spectroscopy of light molecules can be studied in a
non-relativistic quantum chemical model, one has to consider the theory of
relativity when dealing with elements that belong to the lower region of the
periodic table. As far as transition metal complexes are concerned one has
to distinguish between different manifestations of relativity. Important but
not directly observable manifestations of relativity are the mass velocity cor-
rection and the Darwin correction. These terms lead to the so-called rela-
tivistic contraction of the s- and p- shells and to the relativistic expansion of
the d- and f- shells. A chemical consequence of this is for instance a desta-
bilisation of the 5d shells with respect to the 3d shells in transition metals.

Another important evidence of relativity in electronic spectroscopy and
photo- reactivity is the spin-orbit coupling. Indeed the coupling between the
spin and orbital momentum breaks the strict spin selection rules deduced
from non-relativistic quantum theory. The influence of this coupling be-
tween singlet and triplet electronic states on the spectra of transition metal
complexes may be profound. The potential energy surfaces associated to the
triplet states degenerate in the non-relativistic approximation are split ac-
cording to the symmetry rules of the molecular point double group repre-
sentation (Scheme 2). Consequently new critical geometries such as avoided
crossing or conical intersection where non-radiative transitions may take
place efficiently will appear leading to complicated shapes modifying drasti-
cally the photo- reactivity.

One fundamental aspect in the understanding of the photochemical be-
haviour of transition metal complexes is the role of the triplet states on the
photoreactivity. The calculation of Spin-Orbit Coupling (SOC) effects is
mandatory and should be performed in connection with highly correlated
methods. The zero-field splitting of triplet molecular states can be calculated
by the means of perturbation theory until the spin-orbit effects are not of
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equal size of the other electronic interactions [27]. When the treatment of
SOC is required on the same footing with other interactions (heavy ele-
ments) it is necessary to go beyond the perturbation theory using a varia-
tional approach based on a spin-orbit Hamiltonian [28]. A very promising
approach has been recently proposed accounting for spin-orbit polarization
effects on multiconfigurational wave functions [29]. A sophisticated correla-
tion treatment in a scalar relativistic approximation is carried out in a first
step. A model space which includes a set of reference configurations able to
represent all the wanted states along with singly excited configurations se-
lected with the Spin-Orbit operator is defined in a second step. An extension
of the combined DFT/MRCI method to spin-orbit effects has been proposed
recently which is able to evaluate spin-dependent properties for excited elec-
tronic states in large molecular organic systems [30]. To the state of our
knowledge this promising method has never been applied to the electronic
spectroscopy of transition metal complexes.

2.4
Computational Methods

The goal is to obtain accurate transition energies (within 0.10 eV–0.15 eV)
and reliable dipole transition moments in order to assign bands located in
the UV-visible spectral domain of energy in various transition metal com-
plexes. The size of the molecular system, its symmetry and the density of
states as well as the saturation of the metal centre d shells or the metal-li-
gand interactions will generate particular difficulties. The choice of the
method will be a compromise taking into account the following factors: i)
the feasibility and computational cost; ii) the validity of some approxima-
tions; iii) the wanted level of accuracy; iv) the control that can be performed
on the analysis of the results. Four types of methods based on different

Scheme 2
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mathematical formalisms are available for treating electronic spectroscopy
in transition metal complexes (Scheme 3): i) the Density Functional Theory
(DFT) like the Delta-Self-Consistent Field (D-SCF) [31–36] and Time-Depen-
dent DFT (TD-DFT) [37–40]; ii) the variational approaches such as the Self-
Consistent-Field (SCF) [41, 42], Configuration Interaction (CI) [43–46], Mul-
ti Configuration SCF (MC-SCF) [47–49], Multireference CI (MR-CI) [48, 50];
iii) the cluster expansion methods such as the Equation of Motion Coupled
Cluster Single Double (EOM-CCSD) [51–55], the Symmetry Adapted Cluster
CI (SAC-CI) [56–58]; iv) the Single State (SS) or Multistate (MS) 2nd Order
perturbational approaches applied to zeroth-order variational wavefunctions
and so-called SS-CASPT2 [59–61] and MS- CASPT2 [62]. Most of the meth-
ods discussed in the present chapter are present in the quantum chemical
software: MOLCAS [63], GAUSSIAN [64], MOLPRO [65], TURBOMOLE
[66], ACESII [67], ADF [68], HONDO [69].

2.4.1
Variational Methods

The few attempts at describing excited states in transition metal complexes
within the Restricted Hartree Fock (RHF) formalism were rapidly aban-
doned due to the computational difficulties (convergence of the low-lying
states in the open-shell formalism) and theoretical deficiencies (inherent
lack of electronic correlation, inconsistent treatment of states of different
multiplicities and d shell occupations). The simplest and most straightfor-
ward method to deal with correlation energy errors is the Configuration In-
teraction (CI) approach where the single determinant HF wave function is
extended to a wave function composed of a linear combination of many de-

Scheme 3
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terminants in which the coefficients are variationally optimised. Within the
CI formalism the configuration mixing is introduced (multi-determinantal
approach) but the predetermined reference set of molecular orbitals is not
reoptimised for the different electronic states. However most of the time and
especially in transition metal complexes strong correlation effects affect the
electron density. Therefore it is necessary to optimise the molecular orbitals
according to a multi-configurational scheme including static electronic cor-
relation effects which describe the interaction between two electrons in a
pair at large separation space. The so-called MC-SCF method and its exten-
sion CASSCF (Complete Active Space SCF) [70, 71] or RASSCF (Restricted
Active Space SCF) [72] methods have their origin in this fundamental prob-
lem. These methods provide zero-order wave functions used as references in
subsequent CI, MR-CI or MS-CASPT2 calculations which take into account
the dynamical correlation effects describing the interaction between two
electrons at short inter-electronic distance (so-called cusp region). Obvious-
ly the MC-SCF approach is even more crucial in excited states calculations
where electronic states mixing and dramatic changes of electron density
during the excitation have to be taken into account. The large variation in
the number of d electrons pairs among the various electronic states is one
major difficulty when correlated methods are applied to transition metal
complexes. The most widely used MC-SCF method is the CASSCF based on
a partitioning of the occupied molecular orbitals into subsets corresponding
to how they are used to build the wave function. The problem is reduced to
the partition into sets of active and inactive orbitals and to a selection of
correlated electrons. This discriminating strategy based on the physics and
chemistry of the study includes all configuration state functions (CSFs)
which are generated by distributing the active electrons among the active or-
bitals in all possible ways consistent with the spin and the symmetry of the
wave function. In practical applications where the number of configurations
may exceed 106 and the size of the active space may vary between 2e2a
(where 2 electrons are correlated into 2 active orbitals) and 16e16a (where
16 electrons are correlated into 16 active orbitals) such a partitioning is not
straightforward. The validity of the subsequent MR-CI or MS-CASPT2 treat-
ments depends entirely on the quality of the CASSCF wave function and this
strategy not easily automated cannot be used as a black-box. Most of the
time the orbitals are optimised for the average energy of a number of excited
states large enough to include the electronic spectrum of interest. This pro-
cedure avoids roots inversions as well as convergence problems and leads to
a set of orthogonal wave functions of given spin and symmetry and to tran-
sition densities of reasonable accuracy used in properties calculation (dipole
transition moments). The transition energies accuracy is obtained by
the addition of the remaining correlation effects by means of MRCI or
MS-CASPT2 calculations. If the active space can be chosen large enough ac-
cording to the physico-chemical aspect of the problem results of high accu-
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racy will be produced by the CASSCF/CI procedure where the configuration
selection scheme on the top of the CASSCF wave function is performed by
single and double replacement out of either a single reference (CI) or multi-
reference space (MRCI). The slow convergence of the method, the size of
which increases dramatically with the number of references and the default
of size-extensivity leading to incorrect scaling of the energy with the number
of correlated electrons are very limiting for a general use of the MR-CI for-
malism in non-trivial applications.

2.4.2
Second Order Perturbational Approach

An alternative to the fully variational approach depicted above is a mixed
procedure where a multi-configurational variational method is used to build
a zero-order wavefunction supplemented by a second order perturbational
treatment of the dynamical correlation effects. The so-called CASPT2 and its
multistate extension MS-CASPT2 methods [59–62] are size-extensive and
give very accurate transition energies as soon as the variational wave func-
tion includes correctly at the zero-order the spectroscopy of the system un-
der study. Otherwise the perturbational treatment is no longer valid due to
the presence of intruder states interacting with the reference space and not
included at the zero-order level. This leads to an erratic behaviour of the
perturbation and to out of range transition energies by more than 2.0 eV. In
these non-trivial cases either a level-shift technique has to be applied with
care (weak intruder states) [73] or the CASSCF active space has to be in-
creased (strong intruder states) as illustrated by the theoretical study of the
spectroscopy of Mn2(CO)10 [74] or HRe(CO)5 [25].

It is a general practice to evaluate the oscillator strength by combining
the transition dipole moment calculated from the CASSCF wave functions
and the transition energies computed at a higher correlated level (CASPT2).
This approach relies on the hypothesis that dynamical correlation does not
induce strong inter-state coupling between the various states. This condition
does not hold when using a state-average zero-order CASSCF wavefunction
extended over a wide range of states of different characters which affects the
quality of the computed transition dipole moments. Therefore the transition
dipole moment elements calculated with the multi-state CASPT2 eigenvec-
tors turned out to be significantly better and more representative of the
physics of the molecule.
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2.4.3
Cluster Expansion Methods

The cluster expansion methods are based on an excitation operator which
transforms an approximate wave function into the exact one according to
the exponential ansatz

Y¼ exp Tð Þ 0j i ð2Þ

where T is a sum of single- to N-particles excitation operators (Coupled-
Cluster theory) [75–77] or of symmetry adapted single- to N-particles exci-
tation operators (Symmetry Adapted Cluster theory) [78]. The simplest
truncation of T is to the 2nd Order where the single and double excitations
are included in the cluster expansion (CCSD [79] or SAC) based on the HF
single determinant j0i. When electron correlation effects are dominated by
pair effects these methods recover 90–95% of the exact correlation energy if
the wave function is described by a dominant closed-shell determinant. The
remaining correlation effects due to higher excitations are estimated by ap-
proximate methods like in the CCSD(T) approach [80] where the triple exci-
tations are included perturbationally. These methods based on a separated
electronic pairs approach in which pair clusters are used to describe the cor-
relation between two electrons are size-extensive by definition and indepen-
dent on the choice of reference orbitals. However, these methods which con-
verge efficiently are hardly generalized to multi-reference starting wave
functions. As far as the excited states and associated properties are con-
cerned two cluster expansion based methods developed originally for open-
shell situations have been proposed. The first one so-called SAC-CI method
[56–58] supposes that the major part of electron correlation in the closed-
shell ground state is transferable to the excited states since the excitation of
interest involves only one and/or two electrons. These transferable dynami-
cal correlation effects are expressed through an exponential operator and a
linear operator is used to represent the non-transferable state-specific corre-
lation effects such as quasi-degeneracy�s. The absorption spectrum of TiCl4
has been reinvestigated on the basis of this method leading to a perfect
agreement with experimental data and a new assignment with an accuracy
of the order of 0.15 eV [81]. In the CC based methods, so-called equation-of-
motion CCSD (EOM-CCSD) [51–55] ionisation potentials, electron affinities
and excitation energies are obtained directly from the equation of motion
operating on the ground state wave function. This approach characterized
by an unambiguous treatment of excited states where the only choices are
the atomic basis sets and the excitation level of the operators is very de-
manding computationally and has been applied to only one transition metal
complex, namely FeCl4

� leading to promising results for charge transfer
transitions from the 6A1 ground state [82]. A recent workable extension so-
called extended similarity transformed EOM-CCSD (extended-STEOM-CC)
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[12] has been applied with more or less success to a few transition metal
compounds.

2.4.4
Density Functional Based Methods

The optical spectra of transition metal complexes have long been interpreted
by means of DFT methods. However the Kohn-Sham orbitals calculated
within the DFT formalism describe the electronic ground state in a single
determinant scheme. While this method was well established for the ground
state and the lowest states within a symmetry class from its early days its ex-
tension to excited states description is still in development. The first option
proposed in 1977 by Ziegler and Baerends [83] within the framework of the
time-independent formalism and generalized in 1994 by Daul [84] (so-called
D-SCF method) is based on symmetry-dictated combinations of determi-
nants able to evaluate in a non ambiguous way the space and spin multi-
plets. It has been applied with success to a variety of highly symmetric mo-
lecules [84]. However several limitations make this approach accessible to
experts in the subject [85].

An alternative to the time-independent DFT method is the so-called time-
dependent DFT (TD-DFT). This method based on the linear response theory
is the subject of recent and promising theoretical developments [85–87]. The
treatment of molecular properties by means of the linear response of the
charge density to an applied field is based on a well founded formalism that
allows direct computation of polarisabilities, excitation energies and oscilla-
tor strengths within the framework of the DFT. Only excitations correspond-
ing to linear combinations of singly excited determinants are included like
in single excitations Configuration Interactions (CIS) but taking into
account additional electronic correlation effects. The accuracy of the re-
sponse calculation is very sensitive to the approximation made for the ex-
change-correlation potential vxc as well as to its repercussion on its deriva-
tive @vxc/@r (derivative discontinuity in the bulk region). Due to an under-
estimation of the attractive character of the exchange-correlation potential
the charge density will be too diffuse. Consequently the ionisation threshold
will be systematically too low with a dramatic effect on high excitation ener-
gies and polarisabilities which will be overestimated. Moreover excitations
involving a substantial change in the charge density like charge transfer
states will be described with difficulty by conventional functionals. In spite
of these drawbacks the TD-DFT approach remains a computationally simple
and efficient method able to treat practical problems in a reasonable time
scale at a low cost as compared to highly correlated ab initio methods [88–
93]. For medium size molecules or transition metal complexes TD-DFT re-
sults have been shown to be competitive with the highest level ab initio ap-
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proaches but cases where current exchange-correlation functionals dramati-
cally fail are known to exist [94, 95].

The calculated dipole transition moments are very sensitive to the quality
of the calculation, namely the basis sets and the functional used [96]. Obvi-
ously they rely on the hypothesis that DFT excited states are well defined, an
assumption which is not always true as explained above. Some functionals
have been found to be more sensitive to the basis set quality than others.

2.5
Potential Energy Surfaces

In principle photochemical mechanisms are described by reaction paths on
ground and excited states PES which can be determined according to the
procedures developed for chemical reactivity. The new problem in photo-in-
duced mechanisms is the complicated landscape of the PES characterized by
the presence of a variety of critical geometries such as minima, transition
states, high-order saddle points, avoided crossings, conical intersections re-
sulting from non-adiabatic interactions between N-Dimensional PES. For a
given atomic basis set the computational method used to solve the electronic
problem has to be flexible enough to characterize correctly different regions
of the molecular PES at the same level of accuracy. An inadequate wave
function would result in a biased description of the different regions and
such computed PES would not reproduce the exact BO potentials.

One of the most significant advances made in applied quantum chemistry
in the past 20 years is the development of computationally workable
schemes based on the analytical energy derivatives able to determine sta-
tionary points, transition states, high-order saddle points and conical inter-
sections on multidimensional PES [8]. The determination of equilibrium ge-
ometries, transition states and reaction paths on ground state potentials has
become almost a routine at many levels of calculation (SCF, MP2, DFT, MC-
SCF, CCSD, CI) for molecular systems of chemical interest [97, 98]. The
availability of reliable and efficient analytic energy gradient procedures (first
and second derivative) for the search of various critical points on several in-
teracting complex surfaces at high correlated level (CASSCF, CCSD(T) and
its extension EOM-CCSD, MR-CI) will have a significant impact in the theo-
retical study of transition metal photo-reactivity. Indeed, although reaction
paths are uniquely defined in any coordinate system they cannot be deter-
mined unambiguously without the knowledge of reference points on the PES
from which the analytical energy derivation procedure may start. Unfortu-
nately the derivative formulation for highly correlated wave functions is very
complex and if analytical first derivatives are available for the standard
methods second derivatives calculations are even more complicated.

Density functional methods are competitive with the above traditional
wave functions methods for numerous applications among them the compu-
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tation of ground state PES. A few applications to transition metal photo-
chemistry have been proposed on the basis of the D-SCF approach implying
several approximations on the excited states reaction paths definition by
symmetry constraints not always appropriate in a “coordinate driving”
scheme [99]. Excited-state gradients have been recently implemented in
DFT for various functionals, the feasibility of the approach having been test-
ed for small molecules only [100]. The mathematical and computational ma-
chinery for structure optimisation is based on several various algorithms
the complexity of which depends on the wanted accuracy at the electronic
level. The application of these methods to photochemical problems raises se-
rious practical difficulties as illustrated above. The computation of accurate
multidimensional PES for several interacting electronic states in transition
metal complexes is beyond the actual capabilities. For simple mechanisms
involving the electronic ground state interacting with one excited state the
global structure of the low-energy part of the PES can be visualized within a
3-D cross section plotting the energy on a grid while the critical points
(minima, transition states, conical intersections) are fully optimised using
rigorous ab initio correlated methods (MC-SCF) [101, 102].

However, the high density of electronic states which characterizes the ab-
sorption spectrum of transition metal complexes generates very complicated
PES involving several singlet and triplet states (8 to 12 in standard mole-
cules) in the UV/Visible domain of energy. A systematic investigation of the
full PES being practically intractable the study of photochemical processes
in transition metal complexes is generally based on several approximations:
i) the nuclear dimensionality is reduced to N�2; ii) the reaction path is ap-
proximated by metal-ligand bond elongation coordinates; iii) the highest
symmetry is retained along the reaction path; iv) a limited evaluation of ge-
ometrical relaxation effects in excited states is performed. These approxima-
tions are based on the following criteria: i) the observed or calculated struc-
tural deformations on going from the electronic ground state to the excited
state; ii) the observed or calculated structural deformations on going from
the reactant to the products; iii) the hierarchy in time of the various elemen-
tary processes participating to the photochemical behaviour. The validity of
these approximations is checked on the basis of the observables directly
comparable with the experimental data such as the bond dissociation ener-
gies, the main spectral features or the time-scales of primary reactions as il-
lustrated in the applications section. In contrast, the electronic problem is
treated by means of the most accurate quantum chemical methods in order
to get a semi-quantitative characterization of electronic spectroscopy in the
Franck-Condon region and a correct description of the dissociative process-
es. The analysis of the main topological characteristics of the PES represent-
ed by contour maps (2-D) or profiles (1-D) of the potentials V(qi) is the first
step towards a qualitative understanding of the photochemical mechanisms.
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2.6
Non-Adiabatic Processes

In an electronically non-adiabatic process the description of the nuclear mo-
tion involves more than one PES. Electronic spectroscopy and photochemi-
cal reactions involve transitions between two or more PES in critical regions
(avoided crossings, conical intersections, crossings) where the nature of the
electronic wave function may change rapidly as a function of the nuclear
displacement. This is illustrated in Scheme 4 which represents two different

situations, namely an internal conversion (IC) between electronic states of
same multiplicity and an intersystem crossing (ISC) process between elec-
tronic states of different multiplicity.

The efficiency of the transition is governed by the non-zero interaction
matrix elements between electronic states, the BO approximation being no
longer valid. In order to determine the electronic structure aspects of an
electronically non-adiabatic process it is necessary to determine: i) the criti-
cal regions of the PES; ii) the coupling between the states in these regions.
The first point has been discussed in the previous section whereas the sec-
ond point will be developed in the next section.

Scheme 4
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2.6.1
Adiabatic Representation

Within the Born-Oppenheimer approximation the adiabatic PES are obtained
by calculating the electronic energy and wave function by the standard non-
relativistic methods of quantum chemistry (see above) for a series of fixed
nuclear geometries. This leads to avoided crossings (or conical intersections)
between electronic states of same spin multiplicity and true crossings be-
tween electronic states of different spin multiplicity (Scheme 4). The non-adi-
abatic coupling between states of same multiplicity is given by the matrix el-
ements of the kinetic energy operator. The calculation of the kinetic coupling
terms requires the first and second derivatives of the electronic wave func-
tions with respect to the nuclear coordinates. Although their determination
is still delicate for polyatomic molecules, recent developments based on ana-
lytical derivatives techniques have allowed a direct computation of non-adia-
batic couplings in the case of small triatomic molecules [103].

Apart from the calculation of the kinetic couplings, another difficulty
arising in the adiabatic representation is the treatment at the same level of
theory of the internal conversions (singlet to singlet or triplet to triplet tran-
sitions) and intersystem crossings (singlet to triplet transitions). Indeed, the
adiabatic potentials are calculated in the non-relativistic approximation, the
spin-orbit interaction being taken into account later on at a perturbational
level of theory (see above). The singlet-singlet or triplet-triplet interactions
characterized by avoided crossings are given by the matrix elements of the
kinetic energy whereas the singlet-triplet interactions occurring at true
crossings are determined by the spin-orbit potential coupling. Consequently
when the transitions between states of same multiplicity are treated adiabat-
ically the singlet-triplet transitions are described according to a �quasi-dia-
batic� picture.

2.6.2
Diabatic Representation

The sudden change of the adiabatic wave functions near an avoided crossing
and the resultant large non adiabatic coupling elements in a narrow region
of the PES make the adiabatic representation rather inconvenient for numer-
ical applications. Moreover the �non-adiabaticity� of the triplet potentials
with respect to the non-relativistic Hamiltonian adds some difficulty in a co-
herent treatment of various non-radiative transitions. An electronic diabatic
basis which changes smoothly across the region of avoided crossing can be
obtained by unitary transformation of the electronic adiabatic basis. In the
diabatic representation the kinetic couplings vanish exactly within the limit
of a complete basis set. Unlike the adiabatic potentials, the diabatic poten-
tials which are not eigenvalues of the electronic Schr�dinger equation are al-
lowed to cross (Fig. 1).
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While the coupling between the adiabatic states is given by the off-diago-
nal elements of the matrix representation of Tnu (kinetic coupling) the cou-
pling between the diabatic states arises from the off-diagonal elements of the
matrix representation of Hel (potential coupling). At this stage transitions
between states of same multiplicity and transitions between states of differ-
ent multiplicity can be treated simultaneously in the diabatic representation
considering that the triplet potentials are quasi-diabatic for the non-rela-
tivistic Hamiltonian. This approximation is valid only if the spin-orbit split-
ting of the triplet states is small as compared to the energy separation be-
tween the various electronic states

2.6.3
Diabatisation

The unitary transformation from a basis of adiabatic electronic states to a
basis of diabatic electronic states is given by

Vd ¼UþVaU ð3Þ

Va being the matrix of the adiabatic electronic potentials (diagonal elements)
and non-adiabatic couplings (off-diagonal elements) and Vd the matrix of
the diabatic electronic potentials. The unitary matrix U is solution of the fol-
lowing equation:

Fig. 1 Adiabatic potentials (solid lines) and diabatic potentials (dashed lines) correspond-
ing to the electronic states e and e0. Kee0(Q) schematically represents the coordinate de-
pendence of the non adiabatic coupling elements (adiabatic representation) whereas
Uee0(Q) schematically represents the coordinate dependence of the non diabatic coupling
elements (diabatic representation)
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@U=@QþKU ¼ 0 ð4Þ

where K is the matrix of the Kee0(Q) kinetic couplings between the adiabatic
states e and e0 defined by (Q and q representing the nuclear and electronic
coordinates, respectively)

Kee0 Qð Þ ¼
Z

dqY�e q;Qð Þ @
@Q

Ye0 q;Qð Þ ð5Þ

Since the numerical evaluation of these coupling terms on the basis of
multiconfigurational wave functions is very demanding and is difficult to
apply to polyatomic molecules the kinetic couplings have been approximate
to asymmetric Lorentzian functions [104]
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with Gl
ee0 and GL

ee0 being the parameters which define the shape of the
Lorentzian function at mid-width and mid-height (Fig. 1) for a given nuclear
coordinate z greater and smaller than the position of the avoided crossing
(zc). Gl

ee0 and GL
ee0 are determined iteratively until coincidence between the

diabatic and adiabatic potentials outside of the avoided crossing region. This
simple procedure based on a crude estimation of the kinetic couplings has
been applied with success to one-dimensional cuts of PES in transition metal
complexes [104]. However, such a qualitative approach cannot be compared
to exact calculations usually performed for describing highly resolved spec-
troscopy in small molecules.

2.7
Wave Packet Propagations

The motion of the molecular system under the influence of the potential is
determined by the equations of dynamics. Consequently the shape of the
computed PES governs entirely this motion. Since, as explained above, sev-
eral approximations have to be made at the level of the dimensionality of
the PES, it is very important to define clearly the initial conditions of the
simulation and to estimate the hierarchy in time of the various elementary
processes involved in the photochemical reactivity. In conventional photo-
chemical experiments with long pulse duration and narrow frequency reso-
lution only a few near-degenerate electronic states are directly populated.
The energy is not large in excess and in a first approximation the reaction
paths can be defined by the metal-ligand bond elongation coordinates corre-
sponding to the observed photochemical reactions. In the case of very fast
dissociative processes (10 fs to 1 ps) the system should not deviate signifi-
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cantly from this �pseudo minimum energy path� and the other many vibra-
tional degrees of freedom can be frozen. Moreover there is no justification
without any knowledge of the time scale of the dissociation for a full geome-
try optimisation along the excited states reaction paths as necessary in
ground state reactivity studies. Typically one or two coordinates corre-
sponding to the bond elongations describing the observed photochemical
reactions (CO loss or Metal-R, R=H, Alkyl, Metal, X) are selected for build-
ing 1D or 2D PES, the other degrees of freedom being frozen to the Franck-
Condon geometry [105, 106].

The quantum dynamics of photodissociation processes can be performed
within the time-independent or time-dependent framework [107]. In the
time-dependent picture used in the applications presented in the next sec-
tion the time-dependent Schr�dinger equation is solved:

i�h
@

@t
je tð Þ ¼ Ĥeje tð Þ ð7Þ

where je(t) is a wave packet (coherent superposition of all stationary eigen-
states in the electronic excited state) evolving on the excited electronic state
e potential. In order to describe the initial absorption followed by direct dis-
sociation it is assumed that the initial vibrational state fgi in the electronic
ground state multiplied by the transition dipole function meg is instanta-
neously promoted by the photon to the upper electronic state (Scheme 5).

This initial wave packet that is not eigenstate of Ĥe starts to move under
its action. The advantage of this approach is that the motion of the wave

Scheme 5
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packet, the centre of which remains close to a classical trajectory, can be fol-
lowed in real time. The motion of the wave packet from the Franck-Condon
region to the exit channel is described by the autocorrelation function

S tð Þ ¼ je 0ð Þjje tð Þh i ð8Þ

given by the overlap of the evolving wave packet with the initial wave packet
at t=0. The absorption spectrum is calculated as the Fourier Transform of
the autocorrelation function

stot wð Þaw
Zþ1

�1

dtS tð ÞeiEt=�h ð9Þ

where E=Ei+�hw [108]. Wave packet calculations lead to the time-scale and
probabilities of dissociation and to the branching ratio between concurrent
primary processes occurring from a single electronic excited state. In the
cases of indirect dissociative processes involving non-adiabatic transitions
(jumps between different PES) a set of coupled time-dependent Schr�dinger
equations has to be solved:

i�h
@

@t
jeðtÞ ¼ ĤejeðtÞþVee0je0 tð Þ

i�h
@

@t
je0 tð Þ ¼ Ĥe0je0 tð ÞþVe0ejeðtÞ

)
ð10Þ

with the same initial conditions than above but in a different basis so-called
diabatic (see above) where the original adiabatic PES have been transformed
in order to minimize the kinetic coupling between them and to introduce
potential coupling terms Vee0. This strategy is very efficient to describe si-
multaneously intersystem crossings and internal conversions, important
processes in photo-induced reactivity in transition metal complexes. The
wave packet approach yields to important quantities such as the time evolu-
tion of electronic states population, the dissociation probabilities or the
branching ratio between concurrent processes.

3
Electronic Spectroscopy

The purpose of the next sub-sections devoted to the electronic spectroscopy
of a variety of transition metal complexes is to illustrate the particularities
characterizing this class of molecules and to outline the degree of method-
ological maturity in this field.
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3.1
Electronic Spectroscopy of Transition Metal Carbonyls

3.1.1
Ni(CO)4, Cr(CO)6, HM(CO)5 (M=Mn, Re) and Mn2(CO)10

Transition metal carbonyls constitute a very important class of complexes in
laser chemistry as reactive precursors of catalytic processes, substitution re-
actions, chemical vapour deposition of thin films or layers on surfaces. They
are among the most reactive transition metal complexes and their electronic
structure has long been a matter of considerable interest stimulating theoret-
ical research. Even though their experimental spectra have been known since
the early 1970s, relatively little attention has been given to the electronic
spectroscopy of the molecules reported in Table 1. A fundamental aspect of
the theoretical study is related to the electronic correlation effects which are
very important already at the electronic ground state level for a good descrip-
tion of the metal-CO bonding in these molecules. The results reported in Ta-
ble 1 have been obtained by the means of correlated methods able to describe
correctly the dp-pp back-bonding interaction in this class of molecules. The
experimental spectrum in gas phase of Ni(CO)4 (a d10 system) exhibits three
bands attributed to MLCT 1A1!1T2 transitions [109]. The TD-DFT [90],
CASPT2 [110], SAC-CI [111] and EOM-CCSD [12] approaches give rise to
three allowed transitions in the energy range of 4.0–6.5 eV in agreement with
experiment leading to a reasonable assignment. The deviations on the transi-
tion energies never exceed 7%. The assignment of the upper bands in terms
of one electron excitations in the principal configurations is quite sensitive to
the level of calculation and is still a purpose of controversy.

The spectrum of Cr(CO)6 (a d6 system) is dominated by two very intense
absorption bands assigned to MLCT 1A1g!1T1u transitions and by low-lying
shoulders originally attributed to weak MC transitions [112]. This assign-
ment was confirmed by semi-empirical INDO/S CI [109] and SCF calcula-
tions [113, 114]. The more recent studies reported in Table 1 and based on
DSCF [115], TD-DFT [88] and CASSCF/CASPT2 [110] methods reinterpret-
ed the electronic spectrum of Cr(CO)6. According to this new analysis the
lowest part of the spectrum does not correspond to MC transitions but to
orbitally and spin-forbidden MLCT states of low intensity not reported in
Table 1 where only the intense bands observed at 4.43 eV and 5.41 eV are
presented. If the TD-DFT and CASPT2 results are in excellent agreement
with the experimental values the DSCF method overestimates by more than
20% the transition energies. These poor results are attributed to the inability
of this approach to account for the configuration mixing which character-
izes these two states.

The main features of the experimental spectra of HMn(CO)5 and HRe
(CO)5 are alike with three main bands of increasing intensity when going
from the low to the high energies: 4.31 eV [HMn(CO)5] vs 4.63 eV [HRe
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(CO)5] for the first weak band 5.84 eV [HMn(CO)5] vs 5.91 eV (HRe(CO)5)
for the second band and 6.41 eV (HMn(CO)5) vs 6.33 eV (HRe(CO)5) for the
highest strong band [116]. However, this similarity in the shape and energet-
ics of the absorption spectra obscures the homogeneity of the spectrum
of HRe(CO)5 composed essentially of Metal-to-Ligand-Charge-Transfer
(MLCT) states (5d!p*

CO) [25] in contrast to the variety of excited states
contributing to the spectrum of HMn(CO)5, namely Metal-Centred (MC)
(3d!3d), Metal-to-Sigma-Bond-Charge-Transfer (MSBCT) (3d!s*

Mn-H),
MLCT (3d!p*

CO) and Sigma-Bond-to-Sigma-Bond-Charge-Transfer (SBS-
BCT) (sMn-H!s*

Mn-H) states [9]. In particular the low-lying singlet states
responsible for the UV photochemistry of these molecules in low-tempera-
ture matrices of Ar, CH4 or CO, namely the departure of a carbonyl ligand as
the major primary reaction [117], correspond to MC and MSBCT states in
HMn(CO)5 whereas they are described by pure MLCT states in HRe(CO)5. It
is puzzling that different types of electronic excited states lead to rather sim-
ilar photochemistry in the low energy domain. It has been shown that pho-
todecarbonylation of transition metal hydrides occurs via the quasi-disso-
ciative MSBCT (3d!s*

M-H) states of HCo(CO)4 [118] and HMn(CO)5 [119].
Mn2(CO)10 prototype for bimetallic transition metal complexes has at-

tracted considerable interest for its photochemical reactivity leading to com-
petitive primary reactions, namely the CO loss and the homolytic cleavage
of the Mn-Mn bond [120]. The quantum yield of these two reactive channels
is controlled by the excitation wavelength. The lowest part of the absorption
spectrum is characterized by one poorly resolved shoulder at 3.31 eV at-
tributed to the 1A1!1E1 (dp!s*

Mn-Mn) transition and one intense band at
3.69 eV assigned to the 1A1!a1B2 transition corresponding to the sMn-

Mn!s*
Mn-Mn excitation (sMn-Mn and s*

Mn-Mn are the metal-metal bonding
and its antibonding counterpart orbitals). This early assignment by Gray et
al. [121] was confirmed recently by CASSCF/CASPT2 [74] and TD-DFT [90]
calculations, the results of which are in excellent agreement with the experi-
ment (see Table 1). In contrast the DSCF results which have been shown to
be extremely sensitive to the geometry agree with the characters of the two
bands but differ by their relative ordering [122].

3.1.2
Mixed-Ligand Carbonyls W(CO)5L (L=Pyridine, CyanoPyridine)

The low-lying states responsible for the visible-near UV absorption and pho-
to physical/chemical behaviour of mixed-ligand transition metal carbonyls
M(CO)5L (Cr, Mo or W in d6 configuration, L=pyridine derivative or piperi-
dine) were usually interpreted in terms of interplaying low-lying MLCT and
Metal Centred (MC) electronic transitions [6]. According to recent theoreti-
cal studies the interpretation based on the assignment of weak spectral fea-
tures to MC transitions is not necessarily correct: DFT [88] and CASSCF/
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CASPT2 [110] calculations on M(CO)6 (M=Cr, Mo, W) and Ni(CO)4 as-
signed the lowest states as MLCT (dM!p*

CO) transitions while the MC states
were calculated at much higher energies. Also TD-DFT calculations of
W(CO)4(phen) (phen=1,10-phenanthroline) and W(CO)4(tmp) (tmp=
3,4,7,8-tetramethyl-1,10-phenanthroline) [123] and CASSCF/CASPT2 calcu-
lations of Cr(CO)4(bpy) (bpy=2,20-bipyridine) [124] have shown that the
lowest MLCT (dM!p*

diimine) are immediately followed in energy by several
MLCT (dM!p*

CO) states, the MC states lying higher in energy.
According to the results presented in Table 2 and in contrast to textbook

interpretation, calculations on the model complexes W(CO)5(py) and
W(CO)5(CNpy) show that no MC transitions are found below 4.0 eV in both
molecules [125]. The most intense band which characterizes the spectrum
of W(CO)5(py) at 3.25 eV has been assigned to the a1A1!b1A1 MLCT
(5dW!p*

py) transition calculated at 3.13 eV at the TD-DFT (B3LYP) level
and 3.63 eV by means of the CASPT2 method.

The lowest band observed at 2.81 eV is assigned to the a1A1!a1B1 MLCT
transition corresponding to a 5dW!p*

CO excitation accompanied by a
charge reorganization among the remaining CO. This transition is calculated
at 3.02 eV and 3.4 eV by TD-DFT (B3LYP) and CASPT2 methods, respective-
ly. It is noteworthy that the use of different functionals may affect signifi-
cantly the TD-DFT calculated excitation energies.

Both TD-DFT and CASPT2 methods assign the low-lying intense band ob-
served at 2.72 eV in the absorption spectrum of W(CO)5(CNpy) as the
a1A1!b1A1 MLCT (5dW!p*

CNpy) transition calculated at 2.50 eV (TD-
DFT(B3LYP)) and 2.84 eV (CASPT2). As expected this transition is shifted
to the lower energy when going from the pyridine to the cyano-pyridine
substituted molecule and lies below the MLCT (5dW!p*

CO) states calculated
at 3.07 eV (3.16 eV) (a1B1) and 3.14 eV (3.21 eV) (a1B2) (Table 2). These re-
sults show that the lowest MLCT (5dW!p*

CNpy) excited states are immedi-

Table 2 Calculated electronic allowed transition energies (in eV) for [W(CO)5(py)] and
[W(CO)5(CNpy)] with oscillator strengths f larger than 0.001 (in parenthesis)

MLCT

Character

TD-DFT

(B3LYP)

TD-DFT
(BP86)

CASPT2 f Exp.

[W(CO)5(py)]
a1B1 5dW!p*

CO 3.02 (0.014) 2.95 (0.010) 3.40 0.034 2.81
b1A1 5dW!p*

py 3.13 (0.135) 2.69 (0.124) 3.63 0.232 3.25
a1B2 5dW!p*

CO 3.14 (0.013) 3.06 (0.011) 3.47 0.054 3.49
c1A1 5dW!p*

CO 3.64 (0.019) 3.47 (0.004) 3.86 0.014 3.71
[W(CO)5(CNpy)]
b1A1 5dW!p*

CNpy 2.50 (0.208) 2.14 (0.223) 2.84 0.179 2.72
a1B1 5dW!p*

CO 3.07 (0.012) 3.13 (0.015) 3.16 0.042 3.07
a1B2 5dW!p*

CO 3.14 (0.012) 3.18 (0.009) 3.21 0.033 3.34
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ately followed in energy by MLCT (5dW!p*
CO) states instead of MC states.

Similar trends have been observed for the bidentate substituted complexes
W(CO)4L (L=ethylenediamine, N,N0-di-alkyl-1,4-diazabutadiene) on the ba-
sis of TD-DFT and CASPT2 calculations [125].

3.2
Metal-to-Ligand-Charge-Transfer a-Diimine Complexes

In a series of structurally related transition metal a-diimine compounds, or
even within the same molecule several different types of Charge Transfer
(CT) transitions (from the metal M, from an halide ligand X or an axial sM-L

bond to the electron accepting a-diimine group) may be present in a limited
domain of the absorption spectrum (visible-near UV). This gives to this
class of molecules unconventional photo-chemical/physical properties which
may be tailored acting on the electronic degree of delocalization between the
metal centre, the a-diimine group and the heteroligands. In order to under-
stand the differences of spectroscopy and photo-reactivity observed in a va-
riety of molecules [126–135] a systematic quantum chemical study has been
performed for several MLCT a-diimine model complexes [94, 136, 137]. A
few examples are reported in the next following sub-sections.

3.2.1
Near UV-visible Absorption Spectra of [Ru(E)(E0)(CO)2(iPr-DAB)]
(E=E0=SnPh3 or Cl; E=SnPh3 or Cl, E0=CH3;
iPr-DAB=N,N0-diisopropyl-1,4-diaza-1,3-butadiene)

The near-UV/visible spectra of a series of [Ru(E)(E0)(CO)2(iPr-DAB)]
(E=E0=SnPh3 or Cl; E=SnPh3 or Cl, E0=CH3; iPr-DAB=N,N0-diisopropyl-1,4-
diaza-1,3-butadiene) have been investigated on the basis of theoretical and
experimental analysis of model and real molecules, respectively [94].

The lowest-energy part of the absorption spectra of both [Ru(SnH3)2

(CO)2(Me-DAB)] and [Ru(SnH3)(CH3)(CO)2(Me-DAB)] model complexes
originates in an electronic transition that corresponds to excitation from an
axial E-Ru-SnH3 (E=SnH3 or Me) s E-Ru-SnH3 orbital into the low-lying p*

DAB

orbital localized predominantly on Me-DAB (SBLCT transition) (Scheme 6).
The first intense band observed at 2.36 eV and 2.32 eV for [Ru(SnPh3)2

(CO)2(iPr-DAB)] and [Ru(SnPh3)(Me)(CO)2(iPr-DAB)], respectively have
been assigned to SBLCT transitions calculated at 2.66 eV (b1A1) and 2.55 eV
(b1A0) at the CASPT2 level (Table 3). The near-UV region dominated by
weak shoulders at 3.12 eV [Ru(SnPh3)2(CO)2(iPr-DAB)] and at ~2.75 eV and
3.17 eV [Ru(SnPh3)(Me)(CO)2(iPr-DAB)] consists mainly of MLCT
(4dRu!p*

DAB) transitions calculated at 3.08 eV (a1B2) and 2.60 eV (a1A00) /
3.21 eV (c1A0) for [Ru(SnH3)2(CO)2(Me-DAB)] and [Ru(SnH3)(CH3)(CO)2

(Me-DAB)], respectively. This assignment is confirmed by the TD-DFT
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(B3LYP) calculations. The agreement between the CASPT2 method and the
Density Functional approach is remarkably good for these non-halide sys-
tems which have very similar absorption spectra.

In contrast CASPT2 and TD-DFT calculations lead to different descrip-
tions of electronic transitions of the halide complexes [Ru(Cl)(Me)(CO)2

(Me-DAB)] and [Ru(Cl)2(CO)2(Me-DAB)]. The ab initio calculations assign
the lowest intense bands observed at 2.72 eV [Ru(Cl)(Me)(CO)2(iPr-DAB)]
and 2.66 eV [Ru(Cl)2(CO)2(iPr-DAB)] to MLCT (4dRu!p*

DAB) transitions

Scheme 6

Table 3 CASSCF/CASPT2 and TD-DFT excitation energies (in eV) and assignments of the
low-lying electronic transitions of [Ru(SnH3)2(CO)2(Me-DAB)], [Ru(SnH3)(CH3)(CO)2

(Me-DAB)], [Ru(Cl)(CH3)(CO)2(Me-DAB)] and [Ru(Cl)2(CO)2(Me-DAB)] [94]

TD-DFT CASSCF/CASPT2 Experimenta

Ru(SnH3)2(CO)2(Me-DAB)
b1A1 sE-Ru-E0!p*

DAB 2.75 2.66 2.36
a1B2 4dxy!p*

DAB 3.08 3.08 3.12
Ru(SnH3)(CH3)(CO)2(Me-DAB)
b1A0 sE-Ru-E0!p*

DAB 2.69 2.55 2.32
a1A00 4dxy!p*

DAB 2.71 2.60 2.75
c1A0 4dxz!p*

DAB 3.42 3.21 3.17
Ru(Cl)(CH3)(CO)2(Me-DAB)b

a1A00 4dxy!p*
DAB 1.81 2.24 2.17

b1A0 4dxz!p*
DAB 2.03 2.83 2.72

Ru(Cl)2(CO)2(Me-DAB)b

a1B2 4dxy!p*
DAB 1.86 2.45 2.23

b1A1 4dxz!p*
DAB 2.07 2.84 2.66

a [94]
b The one-electron excitation in the main configuration is given for the CASSCF/
CASPT2 calculation as explained in the text it may differ significantly from the TD-DFT
assignment
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calculated at 2.83 eV (b1A0) and 2.84 eV (b1A1), respectively in the model
systems. The shoulders present at ~2.19 eV in both molecules is attributed
to MLCT transitions as well. The CASPT2 transition energies get along the
experimental values with a blue shift on going from the non-halide to the
halide complexes. The presence of these low-lying MLCT states quenches the
photo-reactivity of the halide substituted complexes in accordance with the
experimental features. However, the beautiful agreement between the
CASPT2 and TD-DFT results observed in the non-halide systems is de-
stroyed here and the low-lying excited states in both molecules are attribut-
ed to XLCT (pCl!p*

DAB) transitions by the TD-DFT method which under es-
timates the transition energies in this case. Recent calculations [138] showed
that these states have a mixed MLCT/XLCT character which is more MLCT
pronounced in Cl substituted complexes in agreement with absorption and
Resonance Raman experiments [130]. The TD-DFT approach tends towards
an overestimation of the XLCT character. The present results illustrate the
difficulty for the DFT approach in describing excited states in systems con-
taining bonding between a halide and a low-valent metal atom.

3.2.2
Electronic Spectroscopy of [M(R)(CO)3(H-DAB)]
(M=Mn, Re; R=H, Ethyl, H-DAB=1,4-diaza-1,3-butadiene)

The visible part of the absorption spectrum of this class of molecules con-
sists of several MLCT states corresponding to dMetal!p*

DAB excitations be-
tween 17,500 cm�1 and 25,000 cm�1 [136, 137]. Regarding the values of the
oscillator strengths f reported in Table 4 the b1MLCT (c1A0) state corre-

Table 4 MR-CCI calculated electronically allowed transition energies (in cm�1) for [Mn(R)
(CO)3(H-DAB)] (R=H, ethyl) and [Re(R) (CO)3(H-DAB)] (R=H, ethyl) with oscillator
strengths (in parenthesis)

Character R=Ha R=ethyla Exp.b

[Mn(R) (CO)3(H-DAB)]
a1A00 3dMn!p*

H-DAB 18,000 (0.04) -
b1A0 3dMn!p*

H-DAB 21,060 (0.03) 18,700 17,600 (0.012) 20,000
c1A0 3dMn!p*

H-DAB 23,020 (0.39) 20,000 (0.13)
d1A0 3dMn!3dMn 33,400 (0.02) 34,200 (0.01) 30,000(sh)
e1A0 sMn-H!p*

H-DAB 35,600 (0.11) 27,400 (0.26)
[Re(R) (CO)3(H-DAB)]
a1A00 5dRe!p*

H-DAB 15,800 (<10�5) -
b1A0 5dRe!p*

H-DAB 17,440 (<10�5) 15,900 20,570 (0.0) 20,500 20,500
c1A0 5dRe!p*

H-DAB 22,470 (0.38) 19,400 30,370 (0.46) 24,420
d1A0 sRe-H!p*

H-DAB 33,490 (0.15) 31,600 25,520 (0.06) 26,700

a The MS-CASPT2 values are reported in bold
b From the UV-visible spectrum of Mn(Me)(CO)3(iPr-DAB) at 183�K in solution (dimeth-
yl-2,2-butane/n-pentane) and of Re(Me)(CO)3(iPr-DAB) at room temperature in THF
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sponding to an excitation to the p*
DAB orbital from the d orbital which inter-

acts with this p* of the H-DAB group (Scheme 7) is the only one contribut-
ing to the intense band at ~500 nm (20,000 cm�1) characterizing these tran-
sition metal complexes.

The upper part of the absorption spectrum (UV energy domain) is com-
posed essentially of the SBLCT state corresponding to the sMetal-R!p*

DAB

excitation. On going from the first-row transition metal complex
Mn(R)(CO)3(H-DAB) to the rhenium analogue the Metal-Centred states are
destabilized and do not contribute to the UV part of the absorption spec-
trum. When replacing the hydrogen by an ethyl ligand the metal-R bond
weakening is accompanied by a stabilization of the SBLCT observed in the
Mn and Re complexes. The transition energies reported in Table 4 for the
four model complexes have been obtained at the MRCI level. CASPT2 values
are also reported when available for comparison. A general trend is an over-
estimation of the transitions energies by the pure variational approach. The
dynamical correlation effects included at the MS-CASPT2 level and underes-
timated by the MRCI method may be important especially for the states in-
teracting strongly with the electronic ground state or other excited states
(b1MLCT state in Re(R) (CO)3(H-DAB) for instance). This illustrates the de-
gree of difficulties of such ab initio calculations in this class of molecules.
Despite the similarity of the absorption spectra within this series of com-
plexes, the photo-reactivity is very different going from ultra-fast direct and
efficient CO loss observed in Mn(Me)(CO)3(iPr-DAB) to the homolytic
cleavage of the metal-ethyl or metal-benzyl bond in Re(R)(CO)3(iPr-DAB)
(R=ethyl, benzyl). The computation of accurate potential energy surfaces de-
scribing the various photo-reactive pathways will be the key for the under-
standing of the photochemical reactivity as illustrated in section 4.

Scheme 7
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3.3
Cyclometalated Complexes

3.3.1
Electronic Spectra of M(2-thienylpyridine)2 (M=Pd, Pt) Complexes:
a CASSCF/CASPT2 Study

Photo-chemical and photo-physical investigations based on highly resolved
emission and excitation spectra of cyclometalated complexes [139, 141] re-
vealed that the lowest excited states are Ligand Centred (LC) corresponding
to p!p* excitations with a large degree of MLCT admixture in contrast to
the compounds discussed in the previous sub-sections which are character-
ized by low-lying MLCT, SBLCT and MC states.

A careful theoretical analysis based on CASSCF/CASPT2 calculations of
transition energies and oscillator strengths of two cyclometalated complexes
Pd(thpy)2 and Pt(thpy)2 containing either Pd(II) or Pt(II) as the central met-
al coordinated to two cis-conjugated C-protonated 2-(2-thienyl) pyridine
(thpy�) ligands (Scheme 8) has been reported [142]. The purpose of this

study was an analysis of the excitation and emission spectra and the search
for some trends on modifying the metal centre. The calculated excitation en-
ergies to the low-lying triplet and singlet states are reported in Table 5. The
a3A1 and a3B2 states, almost purely LC with very limited MLCT contribution
in Pd(thpy)2 are about 1500 cm�1 lower for Pt(thpy)2 (18,170 cm�1,
18,830 cm�1) than for Pd(thpy)2 (19,690 cm�1, 19,960 cm�1), both being con-
siderably lower than the calculated vertical excitation energies for the free
thpy ligands (~23,000 cm�1). The calculated values are in perfect agreement
with the experimental data which establish these states at 17,160 cm�1

(Pt(thpy)2) and 18,420 cm�1 (Pd(thpy)2) [143, 144]. However, one interesting
question which illustrates the complementarity�s between experiments and

Scheme 8
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theory and which remains to be solved is the presence of two low-lying trip-
let states below the S1 state in the theoretical spectrum when only one triplet
state is put in evidence experimentally.

The calculations predict a significantly larger a3B2-a3A1 energy splitting
in Pt(thpy)2 than in Pd(thpy)2, 661 cm�1 vs 268 cm�1. The most intense
band in both spectra found below 340 nm (29,000 cm�1) has been assigned
to metal-perturbed B1A1 LC transition calculated at 32,022 cm�1 (Pd(thpy)2)
and 31,010 cm�1 (Pt(thpy)2) about 2000 cm�1 lower than the experimental
band maximum. The A1B2 CT state may also contribute to this band. The
neglect of chromophore-solvent interactions in this theoretical study might
be responsible for the discrepancy between the calculated and experimental
band maxima.

3.3.2
Excited Electronic States in Phenylpyridine Ir (III) Complexes:
A TD-DFT Study

Absorption spectra and emissive properties of Ir(ppy)3 and related Ir(III)
complexes (where ppy=2-phenyl-pyridine) have been extensively studied in
solution and in solid state [145–149]. The size of the ligands together with
the presence of a heavy metal atom has made the theoretical study of such
molecules challenging until recently. In a recent TD-DFT (B3LYP) study
[150] the low-lying triplet and singlet excited states of three related Ir(III)
complexes Ir(ppy)3, Ir(ppy)2(acac) and Ir(ppy)2(bza) (where acac=acetoy-

Table 5 Calculated electronic spectra of M(2-thpy)2 (M=Pd, Pt) at the CASPT2 level (in
cm�1) with oscillator strengths (in parenthesis)

Character CASPT2

Pd(2-thpy)2

a3A1 LC 19,689
a3B2 LC 19,957
A1A1 MLCT 24,432 (0.0306)
A1B2 MLCT 26,052 (0.1994)
A1B1 MLCT 27,960 (0.0298)
B1B2 LC 31,240 (0.0324)
B1A1 LC 32,022 (0.2985)
Pt(2-thpy)2

a3A1 LC 18,168
a3B2 LC 18,829
A1A1 MLCT 20,441 (0.0116)
A1B2 MLCT 23,454 (0.2342)
B1B2 MLCT 26,397 (0.0268)
A1B1 MLCT 26,550 (0.0340)
C1B2 LC 29,718 (0.0173)
B1A1 LC 31,010 (0.3038)
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lacetonate, bza=benzyolacetonate) used in organic light emitting diode de-
vices (OLEDS) [151] have been determined at the zero-order (neglect of
spin-orbit coupling effects). The calculated transition energies to the lowest
triplet states (2.4 eV–2.6 eV) and singlet states (2.6 eV–2.8 eV) in the three
complexes are in good agreement with experimental absorption spectra and
luminescence studies (Table 6). The low-lying transitions are assigned to
MLCT states, although the Kohn-Sham metal orbitals have significant mix-
ture of ligand character.

The lowest triplet states T1 in Ir(ppy)3 is calculated at 2.59 eV com-
pared to 2.70 eV observed absorption and 2.50 eV (observed emission). For
Ir(ppy)2(acac) and Ir(ppy)2(bza) the T1 states are found at 2.47 eV (absorp-
tion) and 2.41 eV (emission) and 2.42 eV (2.41 eV), respectively. Nearby
triplet lie within 0.1 eV and the lowest singlet states occur within 0.1–0.2 eV.
These molecules are characterized by a high density of states between
2.42 eV and 3.65 eV, corresponding mainly to dIr!p*

ppy, p*
acac, p*

bza excita-
tions. The most intense transitions are found in the upper part of the ab-
sorption spectrum of Ir(ppy)2(bza) beyond 3.50 eV.

Table 6 TD-DFT calculated excitation energies E (in eV) to the low-lying triplet and singlet
states of Ir(ppy)3, Ir(ppy)2(acac) and Ir(ppy)2(bza) and associated oscillator strengths f

E f Experimenta

Ir(ppy)3

T1 (3A) 2.59 2.7
T2 (3E) 2.60
S1 (1A) 2.80 0.0044 2.9
S2 (1E) 2.85 0.0019

2.85 0.0022
S3 (1E) 3.03 0.0207

3.04 0.0186
S4 (1A) 3.04 0.0058
Ir(ppy)2(acac)
T1 (3A) 2.47 2.49
T2 (3E) 2.48
S1 (1A) 2.70 0.0314
S2 (1E) 2.73 0.0003
Ir(ppy)2(bza)
T1 (3A) 2.42 2.41
T2 (3E) 2.48
T3 (3A) 2.49
S1 (1A) 2.59 0.0026
S2 (1E) 2.71 0.0312
S3 (1E) 2.75 0.0006

a [145–148]
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3.4
Spin-Orbit Effects on the Electronic Spectroscopy

3.4.1
The Octahedral RhCl6

3� Complex

The RhCl6
3� complex is typical of octahedral transition metal compounds

playing an important role as doping agents for manufacturing AgX photo-
graphic emulsions, affecting their sensitivities and gradation [152, 153]. The
spin-orbit states of RhCl6

3� in the three lattices NaCl, Cs2NaYCl6 and water
solution have been investigated by means of CASSCF/CASPT2 calculations
within the ab initio model potential (AIMP) approach (Table 7) [154].

The main effect of the surrounding lattice acts on the Rh-Cl equilibrium
distance which may vary from 2.34 � in the free RhCl6

3� complex to 2.42 �
in vacuum (2.35 � in NaCl, 2.37 � in Cs2NaYCl6 and water). The excitations
energies in different environment are affected accordingly.

The spin-orbit effects on the electronic ground state 1A1g and the lowest
excited states 3T1g, 3T2g, 1T1g and 1T2g corresponding to 4dRh!4dRh excita-
tions were calculated with an effective one-electron operator [155]. Transi-
tion energies shifts of more than 1000 cm�1 have been found for the low-ly-
ing triplets. The total splitting of the 3T1g state amounts to 2000 cm�1 and
the 3T2g state is split by 1500 cm�1. The 1T1g and 1T2g are not perturbed too
much with a shift of 800 cm�1 and 470 cm�1 to the blue, respectively. For
some of the triplet states the singlet-triplet mixing may reach 10%.

Most of the optical spectra of RhCl6
3� complexes are not well enough re-

solved to reveal details of the spin-orbit splitting pattern due to line broad-

Table 7 CASPT2 calculated excitation energies (in cm�1) to the low-lying triplet and singlet
states of the RhCl6

3� complex without spin-orbit interaction in vacuum and different host
lattices and with spin-orbit interaction for the free RhCl6

3� complexa

Electronic states

Without spin-orbit 3T1g
3T2g

1T1g
1T2g

In vacuum 10,600 13,000 15,400 20,300
Free RhCl6

3� 13,830 16,320 18,340 23,320
NaCl 13,900 16,800 18,500 24,000
Cs2NaYCl6 12,900 15,600 17,500 22,900
Water 13,200 15,900 18,000 23,400
With spin-orbit Eg T2g T1g A1g Eg T2g T1g A1g T1g T2g

Free RhCl6
3� 13,390 16,650 19,140 23,790

13,600 17,300
14,250 16,200
15,340 17,690

Experiment 14,000 20,000 24,800

a With a Rh-Cl distance of 2.34 � (experimental value in K3RhCl6) close to the equilibri-
um distance in NaCl (2.35 �)
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ening and vibrational progression. Furthermore the 1A1g!1T1g and
1A1g!1T2g transitions are more intense. In diffuse reflectance measurements
transitions with small extinction coefficients appear enhanced compared to
more intense transitions with a lot of fine structure in the region below
20,000 cm�1 [156]. Three bands are observed at 20,000 cm�1, 24,800 cm�1

and 14,000 cm�1 which can be assigned to T1g (1T1g), T2g (1T2g) and Eg

(3T1g) components calculated at the CASPT2/SO level at 19,140 cm�1,
23,790 cm�1 and 13,390 cm�1, respectively.

3.4.2
Trischelated Diketonato Complexes of Trivalent Chromium

The tris(acetylacetonato)chromium(III) complex Cr(acac)3 has been the sub-
ject of a number of spectroscopic and theoretical studies [157]. Of special in-
terest are the trigonal splittings of the 4T2g and 4T1g states. For the lowest
4T2g state the experimental splitting amounts to 800 cm�1 with the 4A1 com-
ponent below the 4E component. The ground and excited states of the neutral
tris (1,3-propanedionato) chromium (III) d3 complex (Cr(PDO)3) model for
Cr(acac)3 have been investigated with CASSCF/CASPT2 methods [158] the
spin-orbit being included in a perturbative approach [155].

The transition energies to the quartet and doublet metal centred states
calculated at the CASPT2 level are compared to the experimental values in
Table 8.

The absolute positions of the doublet states are overestimated by about
2500 cm�1. The spin-orbit coupled emitting doublet states is predicted to be
the 2A(3/2) component of the 2Eg state in agreement with spectral assignment
but in conflict with excited state EPR experiments. Despite the quality of the
calculations the large zero-field splitting (ZFS) of the 2Eg (220–290 cm�1) has
not been reproduced with theoretical values less than 100 cm�1.

Table 8 CASPT2 calculated excitation energies (in cm�1) to the low-lying doublet and quar-
tet states of Cr(PDO)3 including the spin-orbit interactions

Transition Electronic states Excitation energies Experimenta

4A2g!2Eg
2E 15540 12940 (2E)

13200 (2E)
4A2g!2T1g

2A2 16270
2E 16660

4A2g!2T2g
2A1 22170
2E 21470

4A2g!4T2g
4A1 16090 17700 (4A1)
4E 17410 18,500 (4E)

4A2g!4T1g
4A2 25760
4E 24760 22700 (4E)

a From [159–161]
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This work illustrates the complexity of the theoretical analysis when in-
troducing the spin-orbit coupling effects at the level of the five lowest excit-
ed states for a symmetric molecule. However the unusually large ZFS of the
ground state has been reproduced and attributed to an anisotropic spin-or-
bit mechanism. The cause of this anisotropy has been clearly identified as
orbital mixing between the t2g and eg shells. In addition a significant trigonal
splitting of the 4T2g parent state is reproduced with the correct sign for a
perfectly octahedral first coordination sphere. The shape of the molecular
orbitals indicates the presence of a phase-coupling effect from the unsatur-
ated chelating bridge.

4
Photoreactivity

In order to illustrate the complexity of excited states reactivity in transition
metal complexes two selected examples are reported in the next section ded-
icated to the ab initio (CASSCF/MR-CI or MS-CASPT2) study of the pho-
todissociation of M(R)(CO)3(H-DAB) (M=Mn, R=H; M=Re, R=H, Ethyl)
complexes. Despite the apparent complexity and richness of the electronic
spectroscopy, invaluable information regarding the photodissociation dy-
namics can be obtained on the basis of wave packet propagations on selected
1-Dim or 2-Dim cuts in the PES, restricting the dimensionality to the bonds
broken upon visible irradiation (Metal-CO or Metal-R). The importance of
the intersystem crossing processes in the photoreactivity of this class of mo-
lecules will be illustrated by the theoretical study of the rhenium compound.

4.1
Dissociative vs Non-dissociative Metal-to-Ligand-Charge-Transfer (MLCT) States
in M(H)(CO)3(a-diimine) Complexes (M=Mn, Re)

The photodissociation dynamics of M(H)(CO)3(H-DAB) (M=Mn, Re), mod-
el systems for M(R)(CO)3(a-diimine) complexes (with M=Mn, Re, R repre-
senting a metal fragment or alkyl or halide groups bound to the metal by
high-lying sM-R orbitals) have been investigated in two recent studies [136,
137]. The main purpose was to understand the change of photochemical be-
haviour upon visible irradiation, namely from the CO loss and/or Mn-R
bond homolysis to the Re-R bond homolysis and/or emission when going

Fig. 2 a CASSCF/MR-CI Potential energy surface of the 1MLCT absorbing state of
Mn(H)(CO)3(H-DAB) as a function of qa=[Mn-H] and qb=[Mn-COax]. b Time evolution
of the wavepacket (solid lines) on the 1MLCT potential (dashed lines)

t
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from the first-row to the third-row transition metal complexes [131–135].
Despite the presence of many low-lying singlet and triplet excited states po-
tentially photoactive (nine for the manganese complex and seven for the
rhenium one) it has been shown that only two states, the 1MLCT
(dM!p*

DAB) absorbing state and the 3SBLCT (sM-R!p*
DAB) state, will con-

trol the photochemistry of this class of molecules. As illustrated by the con-
tour plot of the 2D PES calculated as a function of qa=[Mn-H] and qb=[Mn-
COax] the 1MLCT absorbing state itself is dissociative for the CO loss in
Mn(H)(CO)3(H-DAB) (Fig. 2a).

The dissociative character of the MLCT state in the first-row transition
metal complexes is due to the weakening of the Mn-COaxial bond when excit-
ing an electron from the dMn orbital which is responsible for the dppp Mn-
COax back bonding interaction to the p*

DAB localized on the acceptor group.
This effect is less important in the third-row transition metal complexes
where the metal-COaxial interaction occurs mainly through the interaction
with the diffuse p of the metal. Moreover the 3SBLCT state presents a valley
of dissociation for the metal-hydrogen bond breaking in both molecules.
However after absorption to the 1MLCT in the visible energy domain
Mn(H)(CO)3(H-DAB) will completely dissociate within 450 fs according to
an ultra-fast direct dissociative process (Fig. 2b) leading exclusively to the
departure of the axial CO ligand. This theoretical study was the first evi-
dence of the MLCT reactivity of some transition metal a-diimine complexes
currently observed experimentally [162].

4.2
Role of the Triplet Sigma-Bond-to-Ligand-Charge-Transfer (SBLCT) State
in the Photoreactivity of Re(R)(CO)3(a-diimine) (R=H, Ethyl)

As illustrated by the contour plot of the 2D PES depicted in Fig. 3a and in
contrast to the manganese analogue, the 1MLCT absorbing state is bound
along both channels (axial CO loss and Re-H bond homolysis) in Re(H)
(CO)3(H-DAB).

Within the 2-Dim approximation (qa=Re-H, qb=Re-COax) one possibility
of deactivation of [Re(H)(CO)3(H-DAB)]* is via intersystem crossing to the
3SBLCT state, this potential being repulsive for the homolytic cleavage
which is observed in a series of analogues like Re(R)(CO)3(iPr-DAB)
(R=methyl, ethyl, metal fragment) with various quantum yields (f=10�2 for

Fig. 3 a CASSCF/MR-CI Potential energy surface of the 1MLCT absorbing state of Re(H)
(CO)3(H-DAB) as a function of qa=[Re-H] and qb=[Re-COax]. b Time evolution of the
wavepacket (solid lines) on the 1MLCT (left side) and 3SBLCT (right side) potentials
(dashed lines) coupled by spin-orbit

t
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R=methyl, f�1.0 for R=ethyl or benzyl) [136, 163, 164]. After initial excita-
tion under visible irradiation the system gets trapped in the potential well
of the MLCT state (Fig. 3b, left side). Within a very short time scale (50 fs)
the 3SBLCT state is populated via 1MLCT!3SBLCT intersystem crossing
(Fig. 3b, right side). As soon as the wavepacket reaches the 3SBLCT poten-
tial it evolves along the dissociation channel towards the formation of the
diradicals H·+·[Re(CO)3(H-DAB)]. The reaction is rather slow and ineffi-
cient in this model complex with a probability of dissociation less than 2%
within 2 ps.

In order to follow the trends when replacing the hydrogen atom by the
ethyl group 1-Dim potential energy curves have been computed for Re(Et)
(CO)3(H-DAB) as a function of the Re-ethyl bond elongation. A preliminary
1-Dim wavepacket simulation has been performed on the potentials corre-
sponding to the 1MLCT absorbing state and 3SBLCT states coupled by spin-
orbit (Fig. 4a). Due to the favourable position of the crossing (around 2.4 �)

Fig. 4 (a) Initial wave packet (continuous line) on the 1MLCT absorbing state coupled to
the 3SBLCT state (dashed line) by spin-orbit. (b) Dissociation probability of the ethyl
group along the 3SBLCT potential in Re(ethyl)(CO)3(H-DAB) as function of time resulting
from the wave packet propagation starting from this initial condition. (c) Initial wave
packet (continuous line) on the 1MLCT absorbing state coupled to the 3SBLCT state (bold
dashed line) and to the lowest 3MLCT (dashed line) by spin-orbit. (d) Dissociation proba-
bility of the ethyl group along the 3SBLCT potential in Re(ethyl)(CO)3(H-DAB) as function
of time resulting from the wave packet propagation starting from this initial condition
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the intersystem crossing is extremely efficient and the probability of dissoci-
ation reaches 90% in 1 ps (Fig. 4b) in agreement with recent fs experiments
reported for Re(Et)(CO)3(dmb) (dmb=4,40-dimethyl-2,20-bipyridyl) in solu-
tion [164, 165]. However, when introducing the low-lying 3MLCT states in
the 1-Dim simulation this probability decreases dramatically from 70%
when one triplet is included to a nearly total quenching (probability of 8.0
10�5) when the lowest 3MLCT state is taken into account in the simulation
(Fig. 4c,d).

This example illustrates the complexity of the excited states dynamics in
this class of molecules. The early stage dynamical behaviour (in the first ps)
may be tailored by the metal centre, the a-diimine group or the surrounding
ligands. These chemical factors govern the character and electronic localiza-
tion of the excited states, their relative position, the presence of critical ge-
ometries. Moreover the shape and relative positions of the PES may be also
modified by the other experimental conditions like solvent effects. Obvious-
ly the development of new theoretical tools able to compute accurate multi-
dimensional PES is needed to investigate the dynamics of photochemical re-
actions in transition metal coordination compounds.

5
Concluding Remarks

Until the beginning of the 1980s, the date of the expansion of the electronic
correlated methods (whereas the electronic spectroscopy and photochemis-
try of transition metal complexes were largely investigated experimentally),
the theoretical knowledge of the excited states properties was mainly based
on a qualitative scheme in term of molecular orbitals analysis. The develop-
ment of efficient theories and algorithms able to take into account the elec-
tronic correlation effects and the multi-states problem combined with a new
generation of computers (fast, vector oriented or parallel, with huge memo-
ry and storage capacities) has made challenging computations possible pro-
viding transition energies within 0.15 eV of accuracy even on large molecu-
lar systems at different levels of theory based either on wave function or on
density functional formalism. On one hand, in the latter case the expertise is
not yet sufficient with respect to the ability of the current functionals at de-
scribing a variety of excited states and additional validation calculations
have to be performed. On the other hand, highly correlated wave functions
are limited to middle size molecules due to the basis set and Multi- Configu-
rational-SCF expansions.

With the spectacular development of the very popular Kohn-Sham DFT
method in the last decade ground state chemical properties can be accurate-
ly predicted and reactivity interpreted on the basis of a simple and conve-
nient analysis. Recent research devoted to implementation that scales only
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linearly with the system size opens the route to the treatment of systems
with hundreds, may be even thousands of atoms. The solvent effects can be
already be taken into account in a number of algorithms and the hybrid
methods such as Quantum Mechanics/Molecular Mechanics (QM/MM)
bring within reach the treatment of other environment effects on systems of
chemical/biological interest. The ground state reactivity can be analysed in
terms of a single energy profile along a well defined reaction path charac-
terized by a few critical geometries such as minima or transition states ac-
cessible through the standard quantum chemical methods. In contrast the
photo-induced reactivity follows very complicated mechanisms involving
non-adiabatic processes with jumps between different PES. The bottleneck
of the theoretical study is the computation of refined multi-dimensional
PES of consistent accuracy in the various domains of potential energy
(Franck-Condon, Asymptotic region, critical geometries). Alternative meth-
ods based on molecular dynamics so-called �on the fly� which avoid the
computation of such complicated PES cannot be used actually for studying
photo-reactivity in transition metal complexes mainly due to the difficulty
at converging the energy and it�s gradient in the presence of several near-
degenerate electronic excited states. On the basis of ab initio two-dimen-
sional PES it is possible to deduce from wave packet simulations several im-
portant photo-physical/photo-chemical properties like the time-scale of
photo-dissociation, non-radiative processes such as intersystem crossings.
The main features of the absorption spectra or the branching ratio between
different primary reactions are also accessible. Within the limit of the theo-
retical model it is mandatory to perform such simulations in close collabo-
ration with experimentalists.
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124. Guillaumont D, Daniel C, Vlček A Jr (2001) J Phys Chem A 105:1107
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Abstract The Ln3+ ion is situated at a site of octahedral symmetry in crystals of the lan-
thanide elpasolites, M2ALnX6. The syntheses and crystal structures of M2ALnX6 are de-
scribed, with particular reference to phase transitions. The centrosymmetric environ-
ment of Ln3+ confers different spectral properties than are observed for most solid-state
lanthanide ion systems, and the selection rules are deduced. The vibrational, electronic
Raman and electronic spectra of the lanthanide elpasolite systems are presented and dis-
cussed. The electronic spectra are described in terms of the 4fN-4fN zero phonon line and
the vibronic sideband structure and the success of intensity calculations is evaluated. The
synergy of one- and two-photon studies is emphasized. The differences with the 4fN-
4fN�15d spectra of M2ALnX6 are illustrated. The parametrization of the energy level data-
sets is assessed and the success of recent refinements is analysed. Following a brief review
of the theory of energy transfer in crystals, experimental studies of quenching, cross-re-
laxation, upconversion and photon avalanche in neat and doped elpasolite systems are
reviewed. Physical mechanisms are given for spectral features and for energy transfer
pathways.

Keywords Cubic crystal · Vibrational Spectra · Luminescence · Absorption · Crystal Field ·
Vibronic

List of Abbreviations
CF Crystal field
ED Electric dipole
EDV Electric dipole vibronic
EQ Electric quadrupole
ESA Excited state absorption
ET Energy transfer
IR Infrared
irrep Irreducible representation
MCD Magnetic circular dichroism
MCPE Magnetic circularly polarized emission
TP Two-photon
ZPL Zero phonon line

1
Introduction

This review covers the series La3+ (4f0) to Lu3+ (4f14), including also Y3+,
which are collectively denoted by Ln3+. It focuses upon neat and doped hex-
ahalide compounds with Ln3+ situated at equilibrium sites of octahedral
symmetry with the elpasolite structure, M2ALnX6 (M+, A+ are univalent cat-

168 P.A. Tanner



ions and X� is a halide anion). Ln2+ and Ln4+ systems; other high symmetry
systems such as hexanitritolanthanates(III) [1]; lanthanide ions (Ln3+) at cu-
bic sites in MF2 (M=Ca, Sr) [2–6] or MCaF3 [7] crystals where charge com-
pensation is required; as well as lower symmetry elpasolite systems, are
mostly not included. This review covers the synthesis, structures, spectra
and ET phenomena of lanthanide elpasolites. It is written for chemists so
mathematical treatments and details of instrumentation have been omitted
but can be consulted from the references.

The aims of the study of the electronic spectra of M2ALnX6 systems are to
obtain information about the interaction of the vibrational part of the CF
with the paramagnetic ion, and to determine the energies and symmetry
properties of the vibrational modes. One of the outcomes of the spectral
analysis is a CF energy level diagram, which can test theoretical models of
lanthanide ion systems. The detailed knowledge of the energy level schemes
and of the vibrational properties is then essential for an understanding of
the ET phenomena between lanthanide ions. A distant hope remains for the
ability to tailor-make materials, aided by CF calculations, which are efficient
phosphors, upconverters and solid-state laser materials. The rationale for
studying lanthanide elpasolites is that they comprise the most symmetric
crystal system available for Ln3+, and serve as model systems for our under-
standing of static and dynamic processes in the solid-state. Although the
structural simplicity is manifested by highly degenerate electronic energy
levels of Ln3+, it is not evident in the electronic spectra and ET phenomena
of these systems, which as yet, require more detailed understanding.

2
Synthesis

Meyer [8] reviewed the synthesis and structure of elpasolites in 1982. The
preparation of the precursors, the anhydrous lanthanide halides has been re-
viewed by Taylor [9], Taylor and Carter [10] and Corbett [11, 12]. A versatile
solid-state method to the synthesis of LnX3 (X=Cl, Br, I) is the ammonium
chloride route [13, 14]. The phase diagram of the ternary system CsCl-NaCl-
LaCl3 has been investigated by differential thermal analysis and X-ray dif-
fraction and only one congruently melting compound Cs2NaLaCl6 was found
[15].The chloroelpasolites Cs2NaLnCl6 are conveniently prepared by the dis-
solution of the appropriate lanthanide oxide in hot, concentrated HCl, fol-
lowed by the addition of solid CsCl and NaCl, and then evaporation to dry-
ness [16]. The powdered product is hygroscopic and may be converted to
the anhydrous form by pumping under vacuum, or with the passage of dry
HCl gas, at about 450 �C. The powder is then sealed inside a quartz tube and
passed through a Bridgman furnace at the appropriate temperature. The
melting points of Cs2NaLnCl6 are generally >800 �C. As an alternative prepa-
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ration, the stoichiometric quantities of dry LnCl3, CsCl and NaCl are sealed
into a quartz tube, which is passed through the Bridgman furnace [8]. The
resulting crystals are deliquescent and should be handled in a dry box,
where they can be cut, polished and sealed in resin. Coating the crystal with
liquid paraffin oil or vacuum grease affords temporary prevention from
moisture attack. Baud et al. [17] have utilized the solid-state reaction of a
mixture of constituent chlorides to prepare the series Cs2KLnCl6. The series
Cs2LiLnCl6 have been prepared from the dissolution of CsCl, LiCl (or
Li2CO3) and the lanthanide oxide in concentrated HCl, and then by the pas-
sage of HCl gas for two days at 500 �C over the resulting powder after evapo-
ration [18]. The series Rb2NaLnCl6 [19] and Cs2AgLnCl6 [20] were prepared
similarly. Alternatively, the reaction of CsLu2Cl7 with Li in a Ta tube for 19
days at 500 �C gives Cs2LiLuCl6 [21]. The solid-state halide method is equally
applicable for the synthesis of complex bromides [22] and fluorides [23, 24],
provided that the appropriate container and temperature are selected [8].
Bromides are hygroscopic but the fluorides are harder crystals and more sta-
ble in air. A lower temperature route to hexafluoroelpasolites is available by
the hydrothermal method [25], in which aqueous solutions of the fluorides
MF and AF, together with the lanthanide oxide, are heated at about 480 �C
and pressures of 100–150 MPa. The fluorides Cs2ALnF6 have also been pre-
pared by direct fluorination [26, 27] or hydrofluorination [28] of the corre-
sponding chlorides or oxides. The flux [29, 30] and bifluoride [31] methods
which have been employed for d- and p-block hexafluoroelpasolites have
not been utilized for the corresponding lanthanide ion complexes. The se-
ries Cs2ALnI6 (A=Na, Li) was prepared by the solid-state reaction of CsI, AI,
Ln metal and I2 at 300 �C [32].

3
Structure

The structure of the mineral elpasolite, K2NaAlF6 (M2ALnX6 type, [33]) oc-
cupies an intermediate position between perovskite (MLnX3, where Ln=A)
and antifluorite (M2LnX6, where there are no A+ ions) types. The elpasolite
system M2ALnX6, where r(M+)>r(A+), crystallizes in the face-centred cubic
space group Fm3m (No. 225). The 4Ln3+ are located at (a) (0,0,0) at an octa-
hedral (Oh) site in 6-coordination with Cl�, with the 4A+ at (b) (�,�,�),
also at an Oh site. The 8M+ are situated at (c) (�,�,�) in a simple cubic lat-
tice; and 24X� are at (e) (x00), being shared by Ln3+ and A+ so that the LnX6

and AX6 octahedra are interconnected (Fig. 1a–c). The free parameter x de-
pends mostly upon the relation between the A+ and Ln3+ radii and is in the
range from 0.225 to 0.275 [28]. The lattice spacing is large (about 1 nm) so
that the closest Ln-Ln distance is about 0.7 nm, being much larger than in
dimeric systems (e.g. 0.38 nm in Cs3Yb2Br9 [34]) where Ln-Ln interactions
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have ramifications in the electronic spectra. The local environment of Ln3+

in Cs2NaLnCl6 has been compared with that in Cs3Ln2Cl9 [35], since both
systems have six Cl� nearest neighbours at about 0.25 nm distant. However,
a further Ln3+ ion is the second nearest neighbour in the latter system, but
only the fourth nearest in Cs2NaLnCl6. Figure 2a shows the variation of the
lattice parameter, |a|, of the unit cell of Cs2NaLnX6 with the 6-coordinate
ionic radius (r) of Ln3+. In each case the r=0 intercept differs by no more
than 5% from 2r(Na+)+4r(X�).

The major structural interest concerning elpasolites concerns the wide
variety of phase transitions which these systems undergo. Usually the struc-
tural distortions are associated either with rotations of the octahedra LnX6

3�

to give a tetragonal phase (space group I4/m-C4h
5), or with a combination of

octahedron rotations and M+ ion displacements from their equilibrium posi-
tions in the tetragonal phase to give a monoclinic phase (P121/n1) [36]. For
the series Cs2NaLnCl6, investigations of the cubic to tetragonal phase transi-
tion have been carried out by heat capacity measurements [37–39], inelastic
neutron scattering [40, 41], electron spin resonance [42, 43], nuclear mag-
netic resonance [44] and X-ray diffraction [45]. The results show that the
early members of the series Cs2NaLnCl6 undergo this phase transition at

Fig. 1a–d Crystal structure of M2ALnX6 and coordination environment of Ln3+: a packing
of ions in the crystal lattice, showing the octahedral coordination of Ln3+ and A+; b pack-
ing along the c axis in the ab plane; c packing in the ab plane along the [110] direction at
c=1/4; d rotation of the LnX6

3� octahedra in the distorted phase
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higher temperatures (for example, 207 K for La [43]), but later members are
more resistant to it. The Goldschmidt tolerance factor, t, derived from the
consideration of hard-packing of spherical ions [8], is successful in identify-
ing the stable range (when t is in the range 0.8 to 1.0) for the cubic structure
of MAX3 compounds from the ionic ratios of the constituent ions. The mod-
ified tolerance factor is deduced by the hard sphere packing in the unit cell
of M2ALnX6, from Fig. 1b,c [24]:

Fig. 2 a Plot of lattice parameter of Cs2NaLnX6 (X=Cl, Br, F) against 6-coordinate ionic
radius of Ln3+ (data from [8]). b Plot of cubic to tetragonal phase transition temperature,
TC, against lattice parameter extrapolated to TC (data from [8, 37, 41, 43, 50, 60]). The
linear regressions in b are shown as a guide to the eye
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t0 ¼ r Mþ12ð Þþ r X�ð Þ½ �ffiffiffi
2
p

0:5 r Aþ6ð Þþ r Ln3þ
6

� �� �
þ r X�ð Þ

� � ð1Þ

where the subscript denotes the coordination number. Although t0 is capable
of predicting the stability ranges of M2ALnF6, it fails for the series M2ALnCl6

[8]. This is because the polarizability of X� increases by a factor of 4 from F�

to Cl� [8], so that the hard sphere model is not applicable. Meyer has pro-
vided an alternative classification of the stability ranges of M2ALnCl6 in
terms of structure field maps, employing differences in molar volumes with
respect to a particular compound [8]. A large number of studies using solid-
state nuclear magnetic resonance [46] X-ray diffraction [47–50], heat capac-
ity [51] on lanthanide ion systems, as well as electron spin resonance [52,
53], Raman [54, 55], hydrostatic pressure [56] and calorimetric studies [57]
on other systems, have concerned the phase transitions of M2ALnF6. Cubic
to tetragonal phase transitions for the series Cs2NaLnBr6 occur in the range
316 K (Ln=La) to 173 K (Ln=Gd) [58].

The number of formula units per unit cell is unchanged in the initial dis-
placive phase transition, and the space group is reduced to the I4/m-C4h

5

tetragonal subgroup. The only phonons affected by a transition involving no
change in the number of molecules per unit cell are those of infinite wave-
length in the cubic structure. The transition is associated with the instability
of only one lattice vibration, with all other vibrations showing no changes,
and the determination of the particular vibration is discussed by Ihringer
[50]. In fact, the t1g lattice vibration (see Sect. 5) in the low temperature
structure effectively collapses at Tc, and is called a soft mode, i.e. the single
zone centre mode i for which the frequency vanishes at the phase transition
temperature, obeying an equation of the type

w2
i ¼ constant� T�Tcð Þ ð2Þ

with temperature T. This produces a rotation of the LnX6
3� octahedra, by

about 5� at 17 K in the case of Rb2NaHoF6 [50], and brings four of the 12 X�

ions surrounding each M+ into contact with it, thereby reducing the unit cell
volume by a few percent. The tetragonal domains are long range and ran-
domly oriented in the crystal along the four-fold cubic axes [59], Fig. 1d.
The t1g (Oh) soft mode is inactive in the Raman spectrum of the cubic phase,
but is potentially active [ag+�g(C4h)] in the Raman spectrum below Tc [55].

The Fm3m!I4/m transition is second order since it is characterized by
discontinuities in the second derivatives of the free energy, such as heat ca-
pacity [37]. Figure 2b shows that for some Ln3+, a linear relation exists be-
tween Tc and the lattice constant extrapolated to the phase transition tem-
perature. Actually, the Tc=0 intercept from linear regression in Fig. 2b for
the Cs2NaLnCl6 series is 1070.4 pm, which suggests that these compounds
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with smaller unit cells than this value (i.e. Ln3+=Er3+, Tm3+, Yb3+, Lu3+) do
not undergo the phase transition. However, apparent exceptions to this be-
haviour are Cs2NaGdCl6 [59] (not shown in Fig. 2b), and Cs2NaTmCl6 [44]
which are stable down to the mK range. Krupski has calculated the phase
transition temperatures, and the slopes in Fig. 2b from a rigid sphere model,
in which the M+ cation sits inside a rhombic dodecahedral cavity of 12
neighbouring X� anions. In the rigid sphere model, the TC=0 intercept in
Fig. 2b represents the case when M+ and X� are in mutual contact, i.e.

aj j TC ¼ 0ð Þ ¼ 2
p

2 R Mþð ÞþR X�ð Þð Þ½ � ð3Þ

where R is the Pauling 12-fold coordination radius. In agreement with this,
from Fig. 2b, the derived sum of the radii of the Cs+ and X� ions from the
intercepts of the plots of Cs2NaLnX6 (X=Cl, Br) are <0.62% greater than the
sum of the corresponding 12-coordinate ionic radii.

In some cases, the above cubic to tetragonal transition is followed by oth-
er types, such as the Oh

5!C4h
5!C2h

3!C2h
5 phase transitions of Cs2RbDyF6

[49, 54]. A first-order phase transition, involving a cooperative Jahn-Teller
distortion has been reported for Cs2NaHoCl6 at low temperature, 150 mK
[61].

4
Spectral Selection Rules

The various optical spectra caused by the interaction of electromagnetic ra-
diation with wavevector jkij=2p/l with a crystal are governed by corre-
sponding spectral selection rules. The scalar quantity ki ranges from 10 to
50,000 cm�1 for infrared to ultraviolet radiation. On the other hand the
range of values of |k| of the crystal lattice (vibration) wave in the first Bril-
louin zone, i.e. the unit cell of the reciprocal lattice is [1/|a|~1/(10�7 cm)].
The changes in wavevector (or momentum) of the lattice wave which ac-
company Raman scattering or infrared absorption are thus very small com-
pared to the size of the Brillouin zone. To a first approximation we then
have the selection rules k=0, i.e. only the phonons at the zone centre, or the
in-phase motions in all primitive unit cells of the crystal can be involved.
The situation corresponds to a lattice wave phonon having infinite wave-
length.

The intensity of a spectral transition is calculated from matrix elements
involving the initial and final state wavefunctions and the transition opera-
tor. This leads to selection rules, as for multielectron atoms, in terms of re-
strictions upon the values of S, L and J in the transition (Table 1). Consider-
ing the selection rules for vibrational spectra, the k=0 phonons of the initial
and terminal states transform as Gi and Gf, respectively, of the point group
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Oh for elpasolites.1 The transition operator also transforms according to a
particular irrep, Go, of Oh (Table 1), so that simple group theoretical selec-
tion rules may be formulated to identify whether a particular type of transi-
tion is potentially allowed or forbidden. Then the point group selection rule
for an allowed vibrational transition is

Gi�Gf contains Go ð4Þ

Examples are given in lines 1 and 2 of Table 1 for allowed IR and Raman
transitions, respectively.

5
Vibrational Spectra

In order to understand the electronic spectra of the lanthanide hexahaloel-
pasolites, which are mainly vibronic in character, it is essential to have a
firm understanding of the vibrational spectra. The vibrations of elpasolites
may be classified in terms of the moiety modes [ni (i=1 to 6)] of the LnX6

3�

ion [74], or the vibrations [Si (i=1 to 10)] of the (Bravais) unit cell [75, 76],
which are all of the k=0 optical vibrations. The Cartesian displacements of
these normal vibrations of M2ALnX6 are shown in Fig. 3. From Table 1, it is
observed that only t1u modes are IR active, whilst a1g, �g and t2g modes are
Raman active. Several studies have concerned the room temperature IR
spectra of Cs2NaLnCl6 [77–81], M2ALnBr6 [82] and M2ALnF6 [83–85]. Ra-
man spectra at temperatures from 300 to 10 K have been reported for
Cs2NaLnCl6 [86–94], M2ALnBr6 [95–96] and M2ALnF6 [25, 83, 97, 98]. The
room temperature Raman and IR spectra of Cs2NaYbCl6 are shown in
Fig. 4a,b. The four Raman bands are assigned to the S5, S4, S2 and S1 modes,
in order of increasing energy, whereas the four IR bands correspond to the
S9, S7, S8 and S6 t1u modes. The spectra of Cs2NaLnCl6 (Ln=Nd, La) in [79]
show an additional IR band at 215 cm�1, and since it is not present in the
spectrum of ref. [78] it is due to another species. The corresponding spectra
of Cs2KYbF6 are shown in Fig. 4e,f. The vibrational assignments are collect-
ed in Table 2. The energy of S10, and of the low temperature ungerade modes
are taken from the vibronic spectra, discussed in Sect. 7.4. Polar vibrations
can be longitudinal optic (LO) or transverse optic (TO) (with the energy
LO>TO), depending upon the direction of the displacement with respect to
the phonon wavevector. The TO-LO splittings are not resolved in the room
temperature IR spectra, and there has been some discussion in the literature

1 The Oh point group character table and the O (and O* double group) multiplication ta-
ble are given in the Appendix. The irreps are labelled G1, G2... herein [72], corresponding
to A1, A2.... The subscript g or u is usually not included in the labelling of 4fN crystal field
states since it is even (odd) for even (odd) N, respectively [73].
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Fig. 3 Cartesian symmetry coordinate displacements (not to scale) in the normal vibra-
tions of M2ALnX6. The labelling of nuclei is the same as Fig. 1. (After [75])
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as to which vibronic features correspond to these modes (see Sects. 6 and
7.4). The tabulated values for t1u vibrations are averaged over the longitudi-
nal and transverse components.

Normal coordinate analyses of the six LnX6
3� moiety vibrations employ-

ing several different force fields have been performed using the GF matrix
method approach [62], which involves the solution of the matrix equation,
for a particular symmetry species of vibration:

GFL¼LL ð5Þ

where the G and F matrices are the inverse kinetic energy matrix and the
potential energy matrix, respectively; the L matrix is composed of eigenvec-
tors of the matrix GF, which describe the normal vibrations; and the diago-
nal L matrix contains the eigenvalues, li, which are related to the vibrational
wavenumbers, n̄i, by

Fig. 4a–g Infrared, Raman and vibronic spectra of Cs2NaYbCl6 (a–d) and Cs2KYbF6

(e–g): a 300 K IR spectrum; b 338 K Raman spectrum; c, d 20 K absorption spectrum of
(2F7/2)G6!G7, G8(2F5/2), respectively; e 300 K IR spectrum, f 300 K Raman spectrum, g
20 K (2F7/2)G6!G7(2F5/2) absorption spectrum of Cs2KYbF6. (Adapted from [77, 83, 86,
97])
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li¼ 2pc�nið Þ2 ð6Þ

Tabulations have been given of the relevant G and F matrix elements [74,
76]. Some results from the General Valence Force Field (calc. 1) are com-
pared with experimental observations in Table 2. The principal bond
stretching (K1) and bending (H1) force constants both increase across the se-
ries of Cs2NaLnCl6 from Ce to Yb, and in Cs2ALnX6 from X=Br<Cl<F. Mem-
bers of the series Cs2LiLnCl6 have higher values of H1 (but lower values of
K1) for LnCl6

3� than the corresponding ones in Cs2NaLnCl6, due to the con-
straint of the Cl� nuclei by the polarizing Li+ cation. The self-consistent field
(SCF) model, with refinements such as the inclusion of electron correlation
effects at the second-order Møller-Plesset (MP2) level of theory, has also
been employed for the calculation of vibrational frequencies of hexafluoroel-
pasolites [101]. Calc. 4 in Table 2 lists these calculated frequencies for YF6

3�.
A more complete analysis of the vibrational spectra includes all of the

unit cell vibrations, and some typical results (calc. 2) are included in Table 2.
The fitted values of K1 are only about 60% of those when considering the
LnX6

3� moiety alone, and also the X-Ln-X bending force constants are also
slightly smaller (Table 3). The magnitudes of the Ln-X (cis-) bond-bond
stretching interaction force constant (k1) are generally similar in both analy-
ses, being about 9–16% of the values of K1 for Cs2NaLnX6 (X=Cl, Br), but
rather greater for Cs2LiLnX6. The unit cell group analysis serves to show the
importance of the mixing of the symmetry coordinates of internal and exter-
nal vibrations. This is most noticeable for the four t1u modes, especially for
S7 and S8 in hexafluoroelpasolites [76].

Table 3 Comparison of selected force constants (N m�1) from the vibrational datafits to
M2ALnX6

120–10 K
Cs2NaPrCl6

120–10 K
Cs2NaPrBr6

120–20 K
Cs2LiEuCl6

300 K
Cs2KPrF6

calc. 1 calc. 2 calc. 1 calc. 2 calc. 1 calc. 2 calc. 1 calc. 2

K1 109.1 68.0 96.9 60.3 101.9 59.6 142.3 92.9
K2 - 29.3 - 21.1 - 20.9 - 38.5
k1 10.7 10.9 8.9 8.7 13.4 13.1 17.0 15.4
H1 6.7 5.8 6.9 5.4 10.1 9.3 7.8 4.8

calc. 1 is a 5-parameter General Valence Force-Field [74]. Some of the fitted frequencies
are slightly different from those given here; calc. 2 is a 9-parameter unit cell group cal-
culation employing a modified General Valence Force-Field [76].
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6
Lattice Dynamics

The unit cell group description of the normal modes of vibration within a
unit cell, many of which are degenerate, given above is adequate for the in-
terpretation of IR or Raman spectra. The complete interpretation of vibronic
spectra or neutron inelastic scattering data requires a more generalized type
of analysis that can handle 30N (N=number of unit cells) normal modes of
the crystal. The vibrations, resulting from interactions between different
unit cells, correspond to running lattice waves, in which the motions of the
elementary unit cells may not be in phase, if k6¼0. Vibrational wavefunctions
of the crystal at vector position (r+tn) are described by Bloch wavefunctions
of the form [102]

Yi
k rþ tnð Þ ¼ exp ik � tnð ÞYi

k rð Þ ð7Þ

where tn is a general crystal lattice translation vector, and the wavevector k
also describes the phase relationship between the Bravais cells, in addition
to designating the lattice wave modes related to it. Due to the translational
symmetry of the crystal, it is sufficient to consider all of the k within the
first Brillouin zone of the reciprocal lattice. This is shown for the case of a
cubic crystal in Fig. 5, in which the high-symmetry points G, L, L... are la-

Fig. 5 Two unit cells of the reciprocal lattice for the face-centred cubic lattice of
Cs2NaYCl6, showing major symmetry points and directions (from [100] with permission)
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belled. The unit cell group model thus refers to optical phonons of infinite
wavelength, k=0, where the exponential factor becomes unity. When we car-
ry out the crystallographic point-group, G0, operations on a k vector we gen-
erate the star of k. For a general k vector, the star has h wings (where
h=point group G0 order). The star has fewer wings if the k vector lies along
a symmetry line or plane (since some of the symmetry operations then leave
it unchanged), or if the k vector touches the zone boundary (some of the G0

operators produce a k related to the original one by a reciprocal lattice vec-
tor, so that they are equivalent). The operations which leave k invariant or
equivalent comprise a subgroup Pk of the entire point group G0. All of the
elementary operators related to elements of the point group Pk, combined
with the translation subgroup Tl of the space group S describing all the sym-
metry of the crystal structure, give a subgroup Sk of the group S, called the
group of the wave vector k. Under this group Sk, some wave functions of Yi

k
(or other physical quantities) transform among themselves according to an
irrep G of the group of k. This irrep G of the group Sk is also called a small
representation of the space group S.

The appropriate symmetry group for the analysis of Fm3m crystal vibra-
tional normal coordinates is the k group [102]. At k=0, all point-group
(G0=Oh) operations leave this point invariant so that we can use the Oh point
group operations. For a nonzero k-vector along the kx-axis in reciprocal
space (i.e. at the point D, Fig. 5) the symmetry is reduced to C4v, and the
symmetries D1+D5 (i.e. A1+E) are compatible, for example, with the symme-
try G4u (T1u) of the group Oh at k=0. Other compatibility relations exist for
other special points in the reciprocal lattice, so that the symmetry is reduced
from Oh at k=0 (G point) to C2v at S, C3v at L, D4h at X, for example. The
consideration of the crystal, rather than the unit cell, vibrations thus pro-
duces splittings of degeneracies of phonon modes, and the vibration fre-
quency depends upon the irrep G corresponding to different points k of the
reciprocal lattice. These phenomena are represented in dispersion curves by
plotting the vibration frequency as a function of k in the first Brillouin zone
(i.e. �p/a�k�p/a).

The lattice dynamics of several halogenoelpasolites has been modelled to
include both short (nearest-neighbour) and long-range (electrostatic, due to
ionic charges) interactions between rigid (unpolarizable) ions [100]. The re-
sults for Cs2NaYCl6 are shown in Fig. 6. Since the diagram is rather compli-
cated, the irreps of modes at the point G are given, together with the ener-
gies, in Table 2, calc. 3. There are three gaps in the phonon density of states,
roughly between 236–239, 274–284 and 297–309 cm�1. The S3 t1g mode is
shown as an imaginary (negative) frequency. The t1u transverse (lower ener-
gy) and longitudinal (higher energy) acoustic phonons have energy 0 cm�1

at the G point (the three acoustic phonons with k=0 correspond to in-phase
translation of all unit cells, and therefore to translation of the crystal), but
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show considerable dispersion for nonzero k in Cs2NaYCl6. The phonon dis-
persion curve region below 100 cm�1 is very complex (Fig. 6). At highest en-
ergy, although the TO branch of S6 (t1u) is fairly flat, the S6 LO branch shows
considerably more dispersion. We infer that the density of states per unit
frequency interval for the TO mode is greater than for the LO mode, so that
the spectral peak should be sharper. The calculated dispersion curves from
[100] show some qualitative similarities to the dispersion curves for Cs2UBr6

[103], K2ReCl6 [104] and K2NaAlF6 [105]. The quantitative description of
normal modes at the G point can be assessed from Table 2, calc. 3, by com-
parison with experimental data. Notably, the calculated energies of several
modes (S6, S7) are rather high, and the S1(a1g) mode is calculated to be at
higher energy than S6(t1u). The energy of S10(t2u) is too low. The calculated
TO-LO splittings of t1u modes are rather large (e.g. 45 cm�1 and 30 cm�1 for
S6 and S9, respectively), which arises from setting the ionic charges to those
of the free ions.

The experimental investigation of the phonon dispersion curves of elpa-
solites has been rather limited, partly because features due to electronic in-
elastic scattering of neutrons occur with greater intensity than phonon
peaks. The energy of the S3 mode has been determined from neutron inelas-
tic scattering data [40, 48]. The G-point minimum becomes more distinct in
the dispersion relation of this mode as the temperature is lowered [40].
B�hrer and G�del [106] have measured and calculated the phonon disper-

Fig. 6 Calculated phonon dispersion curves for Cs2NaYCl6, with the irreps of vibrational
modes denoted by line styles: short dashed lines D1, Z1, S1, L1;dotted lines D2, Z2, S2, L2;
long dashed lines D3, Z3, S3; dotted dashed lines D4, Z4, S4; continuous lines D5, S3. (from
[100] with permission)
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sion curve for this G-point mode in Cs2NaTmBr6 along the D-direction,
where it splits into an almost dispersionless (and unique) D2 mode, and a
doubly-degenerate (originally transverse rotatory mode) D3 mode with
strong dispersion. The energy spectra of neutrons scattered from Cs2NaLa-
Cl6 at 8 K showed only one identifiable phonon peak at ca. 230 cm�1, which
corresponds to the S2 mode [107]. Three peaks at ca. 48, 145 and 306 cm�1

were attributed to phonon scattering in the inelastic neutron scattering spec-
trum of Cs2NaLnBr6 [60]. The first two of these features presumably corre-
spond to S5 and S2, but assignment of the highest energy band is obscure.
The measured phonon dispersion curves of Cs2NaBiCl6 along the directions
D, S and L [108] are in qualitative agreement with Fig. 6.

7
One-photon 4fN-4fN Electronic Spectra

7.1
Electronic Hamiltonian and States of 4fN Systems

The electronic states of rare earth ions in crystals are N-body localized
states, since the N electrons of 4fN are coupled strongly, and move around
the corresponding ion core without extending far away. The semiempirical
calculations for the 4fN energy level systems employ a parametrized Hamil-
tonian H under the appropriate site symmetry for Ln3+:

H¼HATþHCFþHADD ð8Þ

where HAT comprises the atomic Hamiltonian, which includes all interac-
tions which are spherically symmetric; HCF is the operator comprising the
nonspherically symmetric CF; HADD contains other interactions. The atomic
Hamiltonian is expressed:

HAT¼ EAV þ
X

k

Fkfkþ
X

i

zf si � liþaL Lþ 1ð ÞþbG G2ð Þþ gG R7ð Þ

þ
X

s

Tstsþ
X

k

Pkpkþ
X

j

Mjmj ð9Þ

where k=2,4,6; s=2,3,4,6,7,8; j=0,2,4. The first term EAV (containing F0) ad-
justs the configuration barycentre energy with respect to other configura-
tions. The Slater parameters Fk represent the electron-electron repulsion in-
teractions and are two-electron radial integrals, where the fk represent the
angular operator part of the interaction. The spin orbit magnetic coupling
constant, zf, controls the interaction and the mixing of states from different
SL terms with the same J manifold. These two parameters are the most im-
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portant in determining the atomic energies. Note that the terms
PN

i
e4f ið Þ ¼

Ne4f involving the kinetic energy of the electrons and their nuclear attrac-
tion do not give rise to a splitting of the 4fN levels and are contained in EAV.
The two-body configuration interaction parameters a, b, g parametrize the
second-order Coulomb interactions with higher configurations of the same
parity. For fN and f14�N, N>2 the three body parameters Ts are employed to
represent Coulomb interactions with configurations that differ by only one
electron from fN. With the inclusion of these parameters, the free ion energy
levels can usually be fitted to within 100 cm�1. The magnetic parameters Mj

describe the spin-spin and spin-other orbit interactions between electrons,
and the electrostatically correlated spin-orbit interaction Pk allows for the ef-
fect of additional configurations upon the spin-orbit interaction. Usually the
ratios M0:M2:M4 and those of P2:P4:P6 are constrained to minimize the num-
ber of parameters, which otherwise already total 20.

The HCF operator represents the nonspherically symmetric components
of the one-electron CF interactions, i.e. the perturbation of the Ln3+ 4fN elec-
tron system by all the other ions. The states arising from the 4fN configura-
tion are well-shielded from the oscillating crystalline field (so that spectral
lines are sharp) but a static field penetrates the ion and produces a Stark
splitting of energy levels. The general form of the CF Hamiltonian HCF is giv-
en by

HCF ¼
X1

i;k¼0

"
Bk

0Ck
0 ið Þþ

Xk

q¼1

�
Bk

q Ck
�q ið Þþ �1ð ÞqCk

q ið Þ
	 


þB0kqi Ck
�q ið Þ� �1ð ÞqCk

q ið Þ
	 
�#

ð10Þ

where the Bk
q are parameters and the Ck

qðiÞ are tensor operators related to the
spherical harmonics, see Eq. (19c); and the sum on i is over all electrons of
the 4fN configuration. Since the Hamiltonian is a totally symmetric operator,
for the case of Oh site symmetry, only those values of k whose angular mo-
mentum irreps contain G1g give nonzero Bk

q, i.e. k=4 and 6. The nonzero CF

parameters for the Oh group reduce to B4
0;B

4
4;B

6
0;B

6
4. The unit tensor normal-

ized CF parameters BðkÞq (used by Richardson) are related to the spherical
tensor CF parameters Bk

q (used by Wybourne) by

B kð Þ
q ¼ Bk

qhf jjC kð Þjjf i¼ Bk
q �7ð Þ 3 k 3

0 0 0

� �
ð11Þ
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so that Bð4Þ0 ¼ 1:128B4
0, and Bð6Þ0 ¼�1:277B6

0. However, the Bk
4 parameters are

related to Bk
0, and in the Wybourne spherical tensorial notation [64] adopted

herein, and in the cubic environment, B4
4¼ B4

0 ð5=14Þ1=2 and

B6
4¼�B6

0 ð7=2Þ1=2. Thus only 2 additional parameters are required to model
the CF splittings of J terms by the octahedral CF, and this presents a more
severe test for theory than for low symmetry systems where up to 27 param-
eters may be employed.

The labelling of electronic states of the rare earth ions in a CF differs
from that of the transition elements with outer d-electrons where the CF is
much larger. For the lanthanide ions, the spin-orbit interaction is larger
than the CF acting upon Ln3+. The comparison is misleading from the in-
spection of the relevant parameters, since zf has the magnitude from 623 to
2903 cm�1 for Ce3+ to Yb3+ in M2ALnCl6, whereas the largest of the CF pa-
rameters, B4

0, ranges from 2119 to 1471 cm�1 in the same series [72]. Howev-
er, the comparison is actually made by looking at the splitting of states,
since the CF splitting is up to several hundred cm�1 for these ions, whereas
spin-orbit interaction produces a splitting of many thousands of cm�1.
Therefore we consider basis state wavefunctions of free ions first, which in
the [SL] coupling scheme of the fN electron system are written as combina-
tions of ja0S0L0JMi states:

fNyJM
�� 


¼
X

a0S0L0
Cy a0S0L0ð Þ fNa0S0L0JM

�� 

ð12Þ

where Cy(a0S0L0) are the intermediate coupling coefficients and a0 represents
extra quantum numbers that are necessary to describe the state completely.
The state is usually specified by the symbol y=[aSL] since the term aSL
makes the largest contribution to the eigenvector, and only J and M are good
quantum numbers. The basis for the CF wavefunction for the irrep Gg is ex-
pressed as linear combinations of jJMi kets:

fNyJGg
�� 


¼
X

M0
SJGg M0Þ fNyJM0

�� 
�
ð13Þ

where the coefficients SJGg(M0) are given for example, in Table A19 of [68].
Several J0 terms, with different y0J0 values but which correspond to the same
symmetry irrep of the CF point group, can mix under the influence of the
CF Hamiltonian as follows:

fN yJ½ �Gg
�� 


¼
X

y0J 0
Dy0J 0 fNy0J 0Gg

�� 

ð14Þ

Taking jfNaSLJMi as matrix bases, and diagonalizing the Hamiltonian H
in Eq. (8) to fit the experimental electronic energy levels, the values of the
parameters in Eqs. (9) and (10), and of the mixing coefficients in Eqs. (12)–
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(14) can be determined. Prof. M. Reid has written a suite of computer pro-
grams for this type of fitting.

7.2
Zero Phonon Lines and Vibronic Sideband

The energy levels of SLJ-multiplets of fN configurations are depicted in many
texts concerning lanthanide ions, in the form of Dieke diagrams. The intra-
configurational electronic spectra of Ln3+ comprise sharp lines, since the
ion is shielded from external fluctuating electric fields by the full outer-shell
electrons 5s25p6. The transition intensity between states i and f is measured
independently of concentration by the oscillator strength [109], which for a
cubic elpasolite crystal is given by [97]

Pif ¼ 6:50� 10�19 a3

b

Z
A �nð Þd�n ð15Þ

where a is the magnitude of the lattice parameter in pm, b is the crystal
thickness in cm, and the integral is over absorbance A(�n) with respect to the
energy in wavenumbers. For simplicity, in this equation and in the follow-
ing, we assume that unpolarized radiation is incident upon an isotropic
crystal. The measured oscillator strength of a ZPL (although more often, rel-
ative values are employed with respect to a certain transition) may be com-
pared with the calculated value in order to confirm the assignment of a par-
ticular electronic transition. The oscillator strength of the transition may be
defined with respect to the matrix element of the transition multipole mo-
ment, and is approximately given by [68]

Pif ¼
8p2m�nif c

3hgi
Mif

�� ��2 ð16Þ

where m is the electron mass, �nif is the transition energy in cm�1 and c is the
velocity of light in cm s�1. gi is the degeneracy of the initial state, and this is
frequently omitted from the definition, but (as well as h below), taken into
account when comparing calculation and experiment [65]. In general the
matrix element jMifj refers to vibronic states, which may be factored out by
the Herzberg-Teller expansion [110, 111]:

jMif j ¼ hyf jMe yij ihcfkjciniþ
X

m

ðhyf jMe ymj ihcfkjcmijcini

þhymjMe yij ihcfkjc�mf jciniÞ ð17Þ

where yf, yi and ym refer to final, initial and intermediate electronic state
wave functions, and Me contains the sum over f electrons only. The vibra-
tional wave functions c refer to n or k quanta and depend upon the nuclear
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coordinates. One of the coefficients, cmi, for a particular normal mode of vi-
bration, Qn, is given by

cmi¼
ymh j @H=@Qnð ÞQ0

Qn yij i
� Em�Eið Þ ¼�DE�1

mi ymh j @H=@Qnð ÞQ0
Qn yij i ð18Þ

where @H=@Qnð ÞQ0
is the change in potential energy with nuclear displace-

ment, evaluated at the equilibrium nuclear geometry. The introduction of
the phonon normal coordinate Qn leads to a change in phonon number be-
tween the initial and final electronic states.

When the first term is nonzero the electronic transition is allowed by a
particular mechanism, whereas it is forbidden when zero. It contributes
mainly zero phonon line intensity when the shift in equilibrium positions of
the nuclei between the two states can be ignored, so that hcfkjcini6¼0 only for
the k=n case in Eq. (17). The second and third terms contribute mainly one-
phonon sideband vibronic intensity to the transition. jhyfjMejyiij2 is given
by [68]

jhyf jMe yij ij2¼ h
X

q

jhyf jD 1ð Þ
q yij ij

2þh0a
X

q

jhyf jmq yij ij2
(

þh00b
X

q

jhyf jD 2ð Þ
q yij ij

2

)
ð19aÞ

where the spherical tensor

D kð Þ
q ¼

X

i

rk
i C kð Þ

q qi;fið Þ ð19bÞ

mq is the magnetic dipole operator and

C kð Þ
q qi;fið Þ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffi
4p

2kþ 1

r
Y kð Þ

q qi;fið Þ ð19cÞ

where Yq
(k) is a spherical harmonic function of rank k. In Eq. (19a), a and b

are constants expressed in terms of fundamental constants [68].
The three terms in brackets represent contributions from ED, MD and EQ

transitions, respectively, and the matrix elements in terms of reduced matrix
elements, 3-j and 6-j symbols are given elsewhere for MD [65, 112] and EQ
[113, 114] transitions. The dimensionless factors h, h0, h00 [115] in Eq. (19a)
correct the vacuum linestrengths to those appropriate for the crystal, by cor-
recting the polarizability of the medium and/or the density of radiative
modes. The ZPL (i.e. electronic origin) of a transition refers to the 0–00 tran-
sition, i.e. from the v=0 vibrational level of one state to the v0=0 level of the
other in the case of absorption.

The selection rules of angular momenta S, L, J for the above transitions
are listed in Table 1. The point group selection rule for an allowed transition
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(in addition to the S, L and J etc., selection rules) is the same as Eq. (4). Ex-
amples are given in Table 1 for allowed transitions: of an even-electron fN

system, to terminal states from a nondegenerate G1g initial state (column 6);
and of an odd-electron fN system (where the O* double group is used [73])
from a G8g initial state (column 7). The mechanism for the three types of
transition in M2ALnX6 is shown schematically by the operator Me in Fig. 7a,
but it is noted that the ED process is forbidden due to the selection rule
(Eq. 4), since Go corresponds to G4u (Table 1) and Gi, Gf have the same parity
for f-electron states.

More generally, it has been noted [116] that the oscillator strengths for
fully allowed ED:MD:EQ transitions are in the approximate ratio of
1:10�5:10�6, respectively. However, ED transitions are parity forbidden in the
case of f-f intraconfigurational transitions, so that the mechanism which en-
ables such transitions for rare earth ions is via crystal-field mixing of fN

wave functions with opposite parity wave functions such as fN�1d due to the
odd terms H

0

CF ¼
P
i;t;p

Bt
pCt

p(i) with t=1,3,5,7 (which are usually ignored when

calculating energies) of the CF when the ion is situated at a noncentrosym-
metric site. Following Judd [117], this type of transition is called induced
(forced) electric dipole in Table 1. The fN wave function then becomes

yi¼ jfNyiiþ
X

m

cmijfN�1dyi
mi ð20Þ

where

cmi¼ hyi
mjH

0

CFjyii=ðEi�EmÞ ð21Þ

The mechanism is shown schematically in Fig. 7b, corresponding to the
product of matrix elements of the type

DE�1
im hfNyf jD 1ð Þjyi

mihyi
mjH

0

CFjfNyii ð22Þ

where yi and yf denote the initial and final fN states of the intraconfigura-
tional transition, yi

m denotes an opposite-parity state, and H
0

CF is the CF op-
erator connecting this state to the fN state.

When the CF is centrosymmetric, as for Ln3+ in elpasolites, it is not H
0

CF

itself, but its increment
P
n

@H
0
CF

@Qn

	 

Q0

Qn caused by the odd-parity vibration Qn

which introduces non-zero cmi, and therefore induces an EDV transition.
Based upon an approximate assumption that all the energies Em lie within

a definite intermediate configuration, 4fN�15d for example, Judd [117] com-
pleted the summation over m, with closure over the operators D(1) and H

0

CF
to give the following formula:
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hfNyf Jf Mf jD 1ð Þ
q jf

NyiJiMii ¼
X

l
hfNyf Jf Mf jU lð Þ

pþqjfNyiJiMii

�
X

tp

�1ð Þpþq l½ � 1 l t
q � pþqð Þ p

� �
At

pX t;lð Þ
" #

ð23Þ

in which X(t,l), l=2,4,6) is a summation over intermediate configurations
involving 4fh jjrC 1ð Þj 5dj i 5dh j rtCtj j 5dj i etc., and average energies of these con-
figurations; and At

p¼ Bt
p= 4fh jrt 4fj i. Actually, Eq. (23) (which is the same as

Eq. (133) given with detailed explanation in [65]) usually serves as a
parametrization formula in which the Al

tp¼At
pX t;lð Þ are experimentally-fit-

ted intensity parameters, since matrix elements of the unit tensor operators

U lð Þ
pþq can be calculated from [121], whilst the coefficients Cy a0S0L0ð Þ and

Dy0J0 in Eqs. (12)–(14) for the initial and final CF states can be obtained from
the CF fitting calculation.

Most publications have simply considered multiplet yiJi to multiplet yfJf

transitions because the number of intensity parameters can be considerably
decreased: to three. Approximately assuming that the populations of all CF
states within the initial (ground) multiplet are equal, Judd gave a simple for-
mula, as follows:
X

Gg
jhfNyf Jf Gf gf jD 1ð Þ

q jfNyiJiGigii
��2¼

X

l
WljhfNyf Jf kU lð ÞkfNyiJiij2

ð24Þ

Fig. 7a–f Some mechanisms for f-f pure electronic (a–c) and vibronic (d–f) absorption
transitions for Ln3+ systems: a MD, EQ pure electronic transitions (the operator Me refers
to the MD or EQ transition moment operators, Sect. 7.2); b Induced ED transition (one
of the two mechanisms; HCF is the CF operator connecting opposite parity configurations,
D(1) is the electric dipole moment operator, Sect. 7.2); c Coulombic correlation of tran-
sient ED moments in the ligands by the EQ transition of the lanthanide ion [145] (one of
the two mechanisms, with H0 representing the metal quadrupole-ligand multipole mo-
ment operator, Sect. 7.2); d Judd vibronic mechanism, with Hv representing the vibronic
coupling operator; e Faulkner-Richardson [67] static (i), (ii) and dynamic (iii), (iv) cou-
pling mechanisms. H0 is a vibronic coupling operator, Eq. (37); f Stavola-Dexter two-cen-
tre vibronic transition, (i)–(iv) [175]. MLn and MX are electric dipole transition moment
operators and HLn�X represents the metal multipole-ligand multipole interactions,
(Eqs. 48b–48e). b and c are not applicable also to centrosymmetric sites in M2ALnX6.
Dotted lines represent vibrational energy levels, which are linked between Ln3+ and X� in
e to show that the vibration is that of the LnX6

3� moiety, but unlinked in f where X� is a
vibrating ligand; horizontal bars represent correlated interactions; i, f are fN states, m is
an opposite-parity Ln3+ state; o is the ligand ground electronic state, u is a ligand oppo-
site-parity state. The initial states are ground states in all cases, and final states are
marked by semicircles

t
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where

Wl¼ l½ �
X

tp

jAl
tpj

2
= t½ � ð25Þ

In this case, only W2, W4 and W6 (or only W4 and W6 for elpasolites) are fit-
ting parameters, and the reduced elements of UðlÞ in Eq. (24) can be calculat-
ed [121] and the coefficients Cy a0S0L0ð Þ obtained from energy level fitting.

The programs of Prof. Reid can also fit 4fN-4fN transition intensities to
obtain Al

tp or Wl, and the former intensity fitting is helpful to assign (and
fit) CF energy levels.

The oscillator strength for entire multiplet-multiplet transitions enabled
by the forced ED mechanism is in the region of 10�5 to 10�8 for Nd3+ at a Cs

site [118]; 10�5 to 10�6 for Pr3+ at a Cs site [119]; or ca. 10�6 for Er3+ at an S4

site [120].
We now arrive at the major factor which distinguishes the electronic

spectra of centrosymmetric M2ALnX6 systems from those of most other lan-
thanide ion systems. This results from the vanishing of the second bracket
of Eq. (22), since Gm�Gi is odd parity and G(H0CF) is only even parity. Forced
dipole pure electronic transitions are thus forbidden for these lanthanide
systems.

Generally, the MD oscillator strengths are in the region 10�7 to 10�11

[122] for individual ZPL transitions of Ln3+. Considering M2ALnX6, the MD
ZPL of transitions with |DJ|=€1, such as the 4I13/2!4I15/2 transition of Er3+

in Cs2NaErCl6 and the 5I8!5I7 transition of Ho3+ in Cs2NaHoCl6, often dom-
inate their respective spectral regions [112] since the vibronic transitions
are generally weak. For the purpose of spectral assignments, the calculated
MD relative intensities are generally in good agreement with experiment
(e.g. [123]) as long as CF induced J-mixing is taken into account [112],
except for cases where the composition of the wave function is especially
sensitive to parameter values and inaccurately determined. Orbital reduction
factors, which parametrize covalency contributions, have not been included
in the calculations. MCD and MCPE have sometimes been employed to pro-
vide assignments of the irreps of terminal CF levels of MD transitions (e.g.
[124]). Figure 8 shows the 5D4!7F5 MCPE and emission spectra of Tb3+ in
Cs2NaTbCl6, with the MD transitions between CF levels marked and shown
in the energy level diagram. The selection rules identify that the MD intensi-
ty results from the contributions of both 7F5 and 5F5 to the final 7F5 state,
and of both 7F4 and 5F4 to the initial 5D4 state. All bands shown in this figure
are due to MD transitions. The ordinate I is the total emission intensity,
whereas DI is the difference in emission intensity between left and right
circularly polarized radiation. With some assumptions, DIfi may be calculat-
ed from
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DIfi/ Bi Tð Þ�n4
if ½j yih jm�jyf ij2�j yih jmþjyf ij2� ð26Þ

where Bi(T) is a Boltzmann factor for the emitting state; �nif is the transition
energy (cm�1); and m€ are the MD operators for left and right circularly po-
larized radiation. In Fig. 8, the six prominent A terms [125] in the MCPE
spectra were unambiguously assigned to six zero phonon lines [124]. When
the CF interaction is larger than the magnetic interaction, then the first or-
der Zeeman effect produces a symmetric splitting of G4 and G5 states, which
is independent of the relative orientation of the crystal axis to the applied
magnetic field. When the CF splitting is of the same order of magnitude as
the Zeeman splitting, more complex second order effects occur such as the
splitting of G3 states and the appearance of forbidden transitions.

Care must be taken to avoid saturation effects when measuring the oscil-
lator strengths of intense MD transitions [126]. It has been assumed that
MD oscillator strengths are rather insensitive to the site symmetry of a par-
ticular rare earth ion [127], and this may be the case for some particular
transitions. However, the ED contribution to the zero phonon line intensity
of an ion at a noncentrosymmetric site may be comparable to, or greater
than the MD contribution, so that the measured intensity arises from both
contributions.

Some major differences between the electronic spectra of Ln3+ in a noncen-
trosymmetric system and in cubic elpasolites are evident from Fig. 9, where a

Fig. 8 MCPE (DI) and emission (I) spectra for the 7F5 5D4 transition of Tb3+ in Cs2NaT-
bCl6 at 20 K with a magnetic field strength of 0.86 T. The individual crystal field transi-
tions are labelled, and vertical lines in the energy level diagram show the MD transitions.
The notation is as [124].
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comparison is given of the 4S3/2!4I15/2 spectra of YAlO3:Er3+ and Cs2AErCl6
(A=Li, Na), with the pure electronic transitions being identified in each case.
The SLJ energy levels of Er3+ in Cs2NaErCl6 are also shown for clarity. The site
symmetry of Er3+ in YAlO3 is Cs so that pure electronic transitions are allowed
by the forced ED mechanism, Fig. 7b, in which the CF mixes 4f105d1 character
into 4f11 electronic states. All 15 features correspond to electronic transitions
between Kramers doublet electronic states and the bands are relatively sharp
even at 300 K. As mentioned above, the forced dipole pure electronic transi-
tions are forbidden in cubic M2ALnX6 systems. Thus, by contrast, in Fig. 9a,b,
there are fewer (5) zero phonon lines and their MD intensity contribution in
the centrosymmetric system Cs2AErCl6 is overlapped and dwarfed by the
broader, more intense vibronic structure. The spectra Fig. 9a,b become broad,
with unresolved features at 300 K. In general, whereas the intensities of indi-
vidual vibronic bands are quite small (oscillator strengths usually in the re-
gion of 10�10 to 10�8), the summation of vibronic intensities for a particular
transition between CF states can give a total sideband oscillator strength of
up to 10�7 to 10�6 for the case of M2ALnCl6 [97, 128].

The EQ oscillator strengths are calculated to be between 10�10 to 10�13

[113] for individual ZPL transitions of Ln3+ in Cs2NaMX6. Much attention
has previously been paid to the relationship of hypersensitive and EQ transi-
tions. It appears, however, that the spectra of many such transitions were
usually recorded (in solution) at room temperature so that the distinction
was not possible between vibronic and pure electronic structure (see for ex-
ample [129–132]), with the total oscillator strengths being of the order 10�5.
Indeed, the only conclusive resolution of the electric quadrupole mechanism
in contributing the entire ZPL intensity in a crystal concerns the uranyl ion.

Many theories concerning the origin of hypersensitivity explained the
large changes in intensity for certain transitions of rare earth ions in differ-
ent environments in terms of purely electronic effects (e.g. the inhomoge-
neous dielectric and dynamic coupling (ligand polarization) mechanisms
[133, 134] including the screening of outer electron shells [135]; the aniso-
tropic polarizability contributions [136]; and the role of linear CF terms
[137]). One of the mechanisms of the coulombic correlation of transient

Fig. 9a–d 488-nm excited emission spectra of Er3+ in different crystal environments. 20 K
spectra of: a Cs2NaErCl6 and b Cs2LiErCl6; c 300 K spectrum of YAlO3:Er3+. The (one)
emitting level in a and b is 4S3/2G8, whereas this splits into two Kramers doublets, labelled
A and B, in YAlO3:Er3+. This transition terminates upon the electronic ground state,
where there are 5 CF levels in the cubic elpasolite systems (a,b,cG8, G7, G6), but 8 (labelled
S through Z) for Er3+ at the Cs site in YAlO3. (Adapted from [72] and unpublished data);
d SLJ Energy levels of Er3+ in Cs2NaErCl6. The semicircles indicate terms from which lu-
minescence has been observed for Er3+ in neat or diluted elpasolite hosts

t
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electric dipole moments in the ligands by the EQ transition of the lanthanide
ion is shown in Fig. 7c. Peacock [138] considered that the vibronic intensity
mechanism is not important for molecular complexes. On the other hand,
Henrie et al. [139], and also Judd [140], recognized the importance of the vi-
bronic contribution to the intensity of hypersensitive transitions. Henrie et
al. envisaged the occurrence of odd-parity vibrations via a covalency (charge
transfer) model. Judd [140] noted that in the case of large Ln-X distances
compared to the ligand displacements, all of the vibronic intensity should
reside in the hypersensitive transitions, and subsequently gave an illustrative
treatment for t1u vibrational modes [141].

The measured oscillator strength of the (6H5/2)G7!G6(6F1/2) pure EQ al-
lowed transition of Sm3+ in Cs2NaSmCl6 [142], at 6355 cm�1, is 3�10�10

(Fig. 10) in agreement with calculation [113, 143]. Using an oriented crystal,
linear polarization measurements in different directions (in the absence of a
magnetic field) of an MD allowed ZPL do not show a variation in intensity
for the cubic M2ALnX6 systems. This is not the case for EQ ZPL, where the
explicit polarization dependence has been given by Hellwege [144] for tran-
sitions between various CF levels in cubic systems.

The dynamic coupling mechanism (Fig. 7c) only makes a contribution to
the intensity of an EQ transition for a system with point group symmetry

Fig. 10 295 K and 77 K absorption spectra of Cs2NaSmCl6 between 6000 and 7000 cm�1.
The (6H5/2)G7!G6(6F1/2) pure EQ transition is marked, together with associated Stokes
and anti-Stokes (starred) vibronic structure. (Adapted from [142])
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such that one of the components of the ED operator transforms as the same
irrep as one of the components of the EQ operator [145]. This is not the case
for the Oh molecular symmetry point group, so that that the feature assigned
to the EQ ZPL in the 300 K and 77 K spectra of Cs2NaSmCl6, Fig. 10, is much
weaker than the associated vibronic structure. The electronic origin is iden-
tified by Stokes and anti-Stokes structure in the notation of Table 2. In con-
clusion it appears that nearly all of the intensity of hypersensitive transitions
in M2ALnCl6 is vibronic in character. We have further observed that a non-
centrosymmetric perturbation (for example, at crystal defect sites) intro-
duces ED character into the pure electronic transition, which then becomes
considerably enhanced.

7.3
Vibronic Spectra: Vibrational Progressions Caused by Displacement
in Equilibrium Position

For an allowed transition, the intensity is distributed between the ZPL and
vibrational progressions, since the first term in Eq. (17) can be nonzero for
k6¼n when the displacement in equilibrium position cannot be ignored, es-
pecially for the strong electron-phonon coupling case. This is quantified for
Ln3+ electronic transitions by weak linear coupling (small Huang-Rhys pa-
rameter, S=0 inferring that all intensity is contributed by the electronic ori-
gin, the vibrational quantum v=0); or stronger linear coupling (e.g. S=w,
where w (>0) phonons correspond to the intensity maximum of the side-
band) [116]. The first situation corresponds to a very small displacement
along the vibrational normal coordinate during the electronic transition (as
in MD fN$fN transitions), whereas the second case is illustrated by a greater
change, as in ED fN$fN�1d electronic transitions. In the absence of Jahn-
Teller effects, considering the case at low temperature, when only the n=0
vibrational level initial state is populated (i.e. G(cin)�G1g), the symmetry
selection rule for the first term of Eq. (17) to be nonzero for the first mem-
ber k=1 of a given vibrational mode Qn is that G(cfk=1)�G(cin=0) contains G1g.
Thus the progression forming-mode is a totally-symmetric vibration.

The intensity ratio of the ZPL intensity (I0,0) to that of the p-th member
of the progression in the emission (Eq. 27) or the q-th in absorption
(Eq. 28) spectra is given by

I0;p

I0;0
¼ E ZPLð Þ�p�n1

E ZPLð Þ

� �4 R0;p

R0;0

� �2

ð27Þ

Iq;0

I0;0
¼ E ZPLð Þþq�n1

E ZPLð Þ

� �
Rq;0

R0;0

� �2

ð28Þ
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respectively, where the wave function overlap integrals R0,p and Rq,0 can be
related to the displacement DS of the minimum of the potential surface of
the excited electronic state along the a1g normal coordinate [146]. Further-
more, for the case of hexacoordinated species, the individual Ln-X bond
length change, Dr=DS/

p
6.

Totally symmetric vibrational progressions in the nðLn�ClÞ stretching
mode have been reported very weak at the long wavelength tails of certain
emission transitions, for example, for Pr3+ in the 3P0!3H4, 3H5, 3F2 transi-
tions [147]; for Dy3+ in the 4F9/2!6H13/2 transition [123]; for Ho3+ in the
5F5!5I8 transition [148]; and for Yb3+ in the 2F5/2!2F7/2 transition [149].
The maximum bond length change along the a1g coordinate is ca. 1.4 pm.
Jahn-Teller effects are common in the spectra of d-block elements but are
much less important for fN systems, where progressions in nontotally sym-
metric modes have rarely been observed in 4fN-4fN electronic spectra [149].

7.4
Vibronic Spectra: One-phonon Sideband

The doped (guest) Ln3+ ion destroys the translational symmetry of the crys-
tal and the 4fN electronic states of Ln3+ are very localized, so that vibronic
states are classified according to irreps of the site group. The vibrational ir-
reps have been described as those of the LnX6

3� complex ion point group, or
more accurately as those of the Ln3+ site group contained in the space group.
The second and third terms of (17) refer to the vibrational sideband struc-
ture of the transition caused by the electron-phonon coupling Hamiltonian
@H
@Qn

	 

Q0

Qn, and they are nonzero when [110, 150]

Gðy�f Þ�G Með Þ�G ymð Þ contains G1g ð29aÞ

Gðc�fkÞ�G Qvð Þ�G cinð Þ contains G1g ð29bÞ

and

G ymð Þ�G Qvð Þ�G yið Þ contains G1g ð29cÞ

The vibrational states cfk and cin differ by one quantum of Qn, i.e. the two
4fN vibronic states differ by one quantum of a vibration. Usually Me is the
ED operator, so that the Qn has odd-parity for centrosymmetric systems,
and ym corresponds to an opposite-parity (4fN�15d) intermediate state.2

Based on Eq. (29), from the k=0 unit cell vibrations identified in Table 2, the
symmetry species of vibrational modes enabled in specific EDV transitions
between the CF levels of 4fN rare earth ions in elpasolite lattices are therefore

2 Both theoretically [151] and experimentally (e.g. [152]) it is evident that MD vibronic
intensity contributions are small for M2ALnX6 systems.

200 P.A. Tanner



subject to the selection rules given in Table 4, in which only t1u type (S6=n3

and S7=n4) and t2u type (S10=n6) are active moiety modes. The oscillator
strengths of entire vibronic sidebands of Cs2NaYCl6:Ln3+ do not vary signifi-
cantly with the concentration of Ln3+ in the crystal, although some individu-
al vibronic origins do exhibit minor changes attributed to the change in
mixing of vibrational symmetry coordinates with change in Ln-Cl bond dis-
tance with concentration [153, 154]. The vibronic sideband intensity at tem-
perature T, I(T) shows a coth law dependence with temperature [155]:

I Tð Þ ¼
X

i

Ii 0ð Þcoth hc�ni=2kBTð Þ ð30Þ

where the sum is over all the component vibrations ni in the sideband, and
kB is the Boltzmann constant.

The model which has been most widely applied to the calculation of vi-
bronic intensities of the Cs2NaLnCl6 systems is the vibronic coupling model
of Faulkner and Richardson [67]. Prior to the introduction of this model, it
was customary to analyse one-phonon vibronic transitions using Judd clo-
sure theory, Fig. 7d, [117] (see, for example, [156]) with the replacement of
the Telectronic

l (which is proportional to the above Wl) parameters by Tvibronic
l ,

which include the vibrational integral and the derivative of the CF with re-
spect to the relevant normal coordinate. The selection rules for vibronic
transitions under this scheme therefore parallel those for forced electric di-
pole transitions (e.g. |DJ|�6; and in particular when the initial or final state
is J=0, then |DJ|=2, 4, 6).

Because the general features of the Faulkner-Richardson model are repre-
sentative and convey a simple physical picture, and it is the only model that
has been extensively and fairly successfully applied to the interpretation of
the vibronic spectra of Cs2NaLnCl6 systems, it will be described in slightly

Table 4 k=0 Selection rules for one-phonon sideband structure of the i!f transition in the
EDV spectra of octahedral symmetry compounds (from [110]). The M2ALnX6 unit cell
group modes contain t1u+t2u, but not �u or a1u

Gi\Gf G1 G2 G3 G4 G5

G1 t1u t2u t1u+t2u a1u+�u+t1u+t2u a1u+�u+t1u+t2u

G2 t1u t1u+t2u a1u+�u+t1u+t2u a1u+�u+t1u+t2u

G3 t1u+t2u All u All u
G4 All u All u
G5 All u

Gi\Gf G6 G7 G8

G6 a1u+�u+t1u+t2u a1u+�u+t1u+t2u All u
G7 a1u+�u+t1u+t2u All u
G8 All u
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modified form in more detail herein. It is assumed that the Ln3+ ion and six
ligands X� interact by Coulomb, and not exchange forces. Only the (odd-
parity) LnX6

3� vibrations, the so-called moiety modes, are considered to be
responsible for vibronic perturbations. The Hamiltonian for the complete
system is partitioned into three parts: free ion (H0

A), ligand (H0
B) and lan-

thanide ion-ligand interaction. Each charge distribution is expanded as a
multipolar series about the appropriate centre. The latter lanthanide ion-li-
gand part of the Hamiltonian is then further partitioned into operators rep-
resenting electrostatic interactions between the metal ion multipoles and the
monopoles (static coupling operator, V) and higher multipoles (dynamic
coupling operator, U) of the ligands. Both operators are expanded in the
normal coordinates Qn about the equilibrium geometry, and retaining the
linear terms in Qn, the vibronic Hamiltonian is

H¼H0
AþH0

BþV0þU0þ
X

n
V0nQnþ

X

n
U0nQn ð31Þ

where the 0 signifies differentiation with respect to Qn at the equilibrium po-
sition.

The operators U0 and V0 are expressed in terms of the interaction poten-
tial:

V0¼
X

X

X

lLn

VX lLn;0ð Þ ¼
X

X

X

lLn

X

mLn

T lLn;0ð Þ
mLn;0 Xð ÞD lLnð Þ

mLn
Lnð ÞD 0ð Þ

0 Xð Þ ð32Þ

U0¼
X

X

X

lLn

X

mLn

X

mX

T lLn;1ð Þ
mLn;mX

Xð ÞD lLnð Þ
mLn

Lnð ÞD 1ð Þ
mX

Xð Þ ð33Þ

with

T lLn;lXð Þ
mLn;mX

Xð Þ¼ �1ð ÞlXþmXþmLn

RlLnþlXþ1
X

�

� lLnþ lXþmLnþmXð Þ! lLnþ lX�mLn�mXð Þ!
lLnþmLnð Þ! lLn�mLnð Þ! lXþmXð Þ! lX�mXð Þ!

� �1=2

C lLnþlXð Þ
� mLnþmXð Þ QX;FXð Þ

ð34Þ

where l is the rank of the multipole and m specifies its component; (RX, QX,
FX) are the ligand X� coordinates with respect to the rare earth ion Ln3+.

The Dð0Þ0 ðXÞ ¼ qX in Eq. (32) is the net charge on X, and the U0 in Eq. (33) is

approximated by only taking lX=1 terms, the dipole D 1ð Þ
mX ones, from the sum

over lX�1. Differentiation gives

V0n¼
X

lLn;mLn

X

X

@T lLn;0ð Þ
mLn;0 Xð Þ=@Qn

	 


0
qX

" #
D lLnð Þ

mLn
Lnð Þ ð35Þ
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U0n¼
X

lLn;mLn

X

X;mX

@TlLn;1
mLn;mX

Xð Þ=@Qn

	 


0
D 1ð Þ

mX
Xð Þ

" #
D lLnð Þ

mLn
Lnð Þ ð36Þ

For the centrosymmetric elpasolite systems, the last three terms of
Eq. (31) (denoted in brief by U0, V1 and U1) are chosen as the perturbation
Hamiltonian (H0) upon the zeroth order Hamiltonian operator. Then V1 is a
vibronic coupling operator, arising from the interactions between the f-elec-
trons of Ln3+ and the vibrating point-charge distributions of the ligands.
Since U0+U1 involves higher multipoles (approximately only the dipole is
considered here) of the ligand charges, it involves dynamic coupling be-
tween Ln3+ and X�. The last two perturbation operators (V1 and U1) produce
the EDV intensity, with the participation of opposite-parity lanthanide ion
states, abbreviated as Lnm, and ligand excited states Xu.

The ground-state |Ln00X0) wavefunction is utilized as the zeroth order ba-
sis set (using rounded kets), and using the singly- and doubly-excited state
functions, the perturbed wavefunctions of the LnX6

3� system are written to
first order in H0. Then the EDV transition moment for the Ln00X0j i!
Lnf 1X0

�� 

transition is given by

M00;f 1 Qð Þ¼ðLn00X0jD 1ð ÞjLn00X0ÞðLnf 1X0 H0j jLn00X0Þ=ðEf 1Þ

�
X0

m 6¼f
ðLnm0jD 1ð ÞjLn00ÞðLnm0X0 H0j jLnf 1X0Þy=ðEm0�Ef 1Þ

�
X0

m
Lnf 1jD 1ð ÞjLnm1 Ln00X0 H0j jLnm1X0ð Þy=ðEm1Þ

þ
X0

u
Xu D 1ð Þ�� ��X0

	 

Ln00Xu H0j jLnf 1X0
� �y 2Eu

Ef 1
� �2� Euð Þ2

" #

ð37Þ

of which the first term is zero for a centrosymmetric system, and the dipole
strength is

D00;f 1¼ jM00;f 1j2 ð38Þ

The vibronic wave functions for the LnX6
3� system are written as Herz-

berg-Teller products of harmonic oscillator wave functions and electronic
wave functions. We consider an absorption transition from the zeroth vibra-
tional level of the electronic ground state to the f-th electronic excited state
accompanied by the excitation of one quantum of the n-th odd-parity nor-
mal mode Qn (i.e. the occupation number k(n)=1). The vibrational wavefunc-
tions are then c00 and cf1 for the ground and f-th excited electronic state, re-
spectively. The EDV transition element of the q-th component of the mo-
ment M00,f1 in Eq. (37) for the 00!f1 transition can be written in terms of
static and dynamic coupling parts:
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M00;f 1;q¼
X

n
½hc00jM

sð Þ
0f ;q Qnð Þjcf 1iþhc00jM

dð Þ
0f ;q Qnð Þjcf 1i� ð39Þ

This partitioning gives rise to the occurrence of interference terms be-
tween the static and dynamic coupling contributions in the expression for
the dipole strength Eq. (38), Eq. (46).

The vibrational integral is separated

M00;f 1;q¼ hc00 Qnj jcf 1i
X

lLn;mLn

½A0n lLn;mLnð ÞZ sð Þ
0f ;q lLn;mLnð Þ

þB
0

n lLn;mLn;qð ÞZ dð Þ
0f ;q lLn;mLnð Þ� ð40Þ

where

A
0

n lLn;mLnð Þ ¼
X

X

qX½@T lLn;0ð Þ
mLn;0 Xð Þ=@Qn�0 ð41Þ

B
0

n lLn;mLn;qð Þ ¼
X

X

�aXðnf Þ½@T lLn;1ð Þ
mLn;q Xð Þ=@Qn�0 ð42Þ

in which �aX nf
� �

is the average ligand polarizability,

Z sð Þ
0f ;q lLn;mLnð Þ ¼�

X0

m
fðLn0jD 1ð Þ

q jLnmÞyðLnm D lLnð Þ
mLn

�� ��Lnf Þy=Efm

�ðLnf jD 1ð Þ
q jLnmÞðLn0jD lLnð Þ

mLn
jLnmÞy=Em0g ð43Þ

Z dð Þ
0f lLn;mLnð Þ ¼ ðLn0 D lLnð Þ

mLn

�� ��Lnf Þy ð44Þ

The electronic multipolar factor Z sð Þ
0f ;q in Eq. (43) may be evaluated in

terms of reduced matrix elements and 3-j and 6-j symbols following the clo-
sure arguments of Judd [117] mentioned before. The vibrational integral is
given by

c00h jQnjcf 1i ¼

ffiffiffiffiffiffiffiffiffiffiffi
h�

4pc�nn

s

ð45Þ

where �nn is the harmonic wavenumber of the n-th normal mode. The evalua-
tion of the vibronic coupling factors A

0
n lLn;mLnð Þ and B

0
n lLn;mLn;qð Þ was car-

ried out by numerical differentiation. The first of these quantities depends
upon the X� charge, qX, and the ligand positional displacements of the n-th
normal mode. The second quantity depends upon the ligand polarizability,
�aX nf
� �

, and positional displacements.
The evaluation of the electronic factors, by way of the 3-j and 6-j symbols,

leads to selection rules for the vibronic spectra. In the formula for X(lLn,l)
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in the approximate Judd expression for Z sð Þ
0f ;q lLn;mLnð Þ the values of lLn and l

are limited (l=2, 4, 6; lLn=l€1); and there are triangle conditions limiting
the intermediate Ln3+ configuration to an opposite parity fN�1d or fN�1g con-

figuration (with only the latter if lLn=7). For the Z dð Þ
0f lLn;mLnð Þ in Eq. (44),

the value of lLn=2,4,6. Also, other selection rules on S, L and J from the
Faulkner-Richardson model are given in Table 1.

The Faulkner-Richardson vibronic intensity model has been used to ra-
tionalize the vibronic sidebands in many LnCl6

3� systems [157–164]. The ra-
dial integral and X(lLn,l) parameter values were not fitted, but taken from
the literature. Generally, the agreement with experimental vibronic intensi-
ties has been of a semiquantitative nature, but the relative magnitudes of the
ED vs MD contributions to the total dipole strengths of multiplet-multiplet
transitions are fairly well-reproduced. In some cases, for example Eu3+ in
Cs2NaEuCl6 [67], the agreement of both absolute and relative intensities is
remarkable (Table 5). Furthermore, the vibronic intensities of several hyper-
sensitive transitions (e.g. 4I15/2!2H11/2, 4G11/2 of Er3+ in Cs2NaErCl6, [163]
and 4G7/2!4I11/2 of Nd3+ in Cs2NaYCl6:Nd3+ [158]) are calculated to be very
large, due to transition quadrupole (Ln3+)-transition dipole (Cl�) interac-
tions incorporated in the dynamic coupling part of the intensity model.
More generally, one of the main features of the model has been that the stat-
ic coupling (SC) and dynamic coupling (DC) terms usually make compara-
ble contributions, and that signed interference terms may play an important
role in determining vibronic intensities:

D00;f 1¼jM00;f 1 SCð Þj2þM�00;f 1 SCð Þ�M00;f 1 DCð ÞþM�00;f 1 DCð Þ

�M00;f 1 SCð Þþ jM00;f 1 DCð Þj2 ð46Þ

Table 5 EDV dipole strengths and relative intensities for the 7F0!5D2 transition of Eu3+ in
Cs2NaEuCl6 (from [67])

Transition Dipole strengtha Relative intensity

Calculated Observedb

G1g!G3g+n3 2.4 0.88 0.82
G1g!G3g+n4 2.7 1.0 1.0
G1g!G3g+n6 0.6 0.22 0.19
G1g!G5g+n3 3.0 1.0 1.0
G1g!G5g+n4 2.1 0.7 0.56
G1g!G5g+n6 1.2 0.4 c

a In units of 10�43 e.s.u.2 cm2. The total electric dipole strength is calculated (observed)
to be 12 (48); bMeasurement error €20%; cOverlapped by other bands
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The sign of the interference terms in Eq. (46) has been the subject of dis-
cussion which has been clarified by Xia and Reid [165].

Some further modifications have been suggested since the first use of the
model, although no detailed calculations have been forthcoming. In the
Faulkner-Richardson model, the vibronic factor A

0
n lLn;mLnð Þ was calculated

by numerical partial differentiation. In a manuscript focusing upon the vi-
bronic structure of EQ transitions, Judd [141] subsequently pointed out that
this can be avoided by using the appropriate bipolar expansions. In addi-
tion, Judd included a further mechanism in the static coupling term, not
only to account for the interaction between metal ion multipoles and ligand
charges, but also the induced charges on the ligands (which are polarized by
Ln3+). The dynamic coupling mechanism, represented by the last term of
Eq. (37) where the 4fN electrons polarize the ligands, which then interact
with the radiation field, was represented by Judd in an alternative manner
where the radiation field induces dipoles in the ligands which then re-radiate
and interact with the 4fN electrons. A factor was also introduced in the dy-
namic coupling term to account for the screening of the quadrupole fields
by the fifth shell electrons of Ln3+. Stewart [166] further modified the dy-
namic coupling term by including polarizability derivatives as well as aniso-
tropic polarizabilities and found that these terms were important for the vi-
bronic structure of the hypersensitive 5D0!7F2 transition of Eu3+. On the
same subject, Malta [167] utilized a ligand field model and included the de-
pendence of the effective charges and polarizabilities upon the Ln3+-Cl� dis-
tance.

More general calculations have not been forthcoming from the above re-
finements due to lack of knowledge about some of the parameters involved.
An alternative more general parametrization approach was presented by
Reid and Richardson for vibronic intensities [168], based upon linear vi-
bronic coupling, but independent of the detailed nature of the Ln3+-ligand-
radiation field interactions under the electric dipole approximation. The
general parametrization scheme for vibronic intensities, which also includes
the contributions from vibrational progressions to the vibronic intensity,
utilizes the point group notation of Butler. An electronic operator called the
effective vibronic transition operator is introduced for one-phonon electric
dipole vibronic processes. It contains rank 2, 4 and 6 unit tensor operators
which act within the 4fN configuration, and parameters Alþ

t�c�n� dn�ð Þ which
represent the vibronic mixing of CF states with opposite-parity configura-
tions. For the LnCl6

3� moiety, the parameters are derivatives with respect to
the 3 odd-parity normal modes, with up to 11 parameters each for the t1u

modes and 10 for t2u. The parameters may be reduced in number when ex-
pressed in terms of the intrinsic parameters of the superposition model, �Al

t ,
where each Ln-Cl interaction is cylindrically symmetric and independent.
The Herzberg-Teller formalism is applied to calculate the electric dipole
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strength of the vibronic transition by using the initial and final 4fN electron-
ic wavefunctions with the effective vibronic transition operator, including
the product with the vibrational integral. The latter assumes a harmonic
force-field. The results of calculated and experimental oscillator strengths
for the n3, n4 and n6 vibronic intensities in the electronic absorption spectra
of Er3+ in Cs2NaErCl6 are shown in Fig. 11, where 68 vibronic transitions
were fitted [128]. The signs of the derived intensity parameters were taken
to indicate the importance of both the static and dynamic coupling mecha-
nisms. The agreement with experimental data is good, although a large
number (18) of parameters were employed and the descriptions of physical
mechanisms are not forthcoming. More recently [169], it has been found
that different sets of parameter values may provide a similar goodness-of-fit
to the experimental vibronic intensities, due to the presence of multiple local
minima in the nonlinear fitting process. Furthermore the parameter signs
may not be uniquely determined because intensities depend upon the
squares of these values.

An attempt to elucidate the physical mechanisms of vibronic transitions
and to avoid excessive parametrization has been made in the vibronic in-
tensity calculations of Acevedo et al. [97, 170–173] which have been per-
formed for individual vibronic transitions between CF states, with and
without the Judd closure approximation, following the point group symme-

Fig. 11 Comparison of calculated and observed vibronic oscillator strengths for absorp-
tion transitions from the (4I15/2)aG8 level of Er3+ in Cs2NaErCl6. (Data from [128])
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try notation of Griffith [174]. Particular care has been given to the vibra-
tional analysis of the moiety modes, which was largely based upon the nor-
mal coordinate analyses of solid pyridinium complexes in the studies of
Richardson and co-workers. However, the direct calculations have only em-
ployed the major 2S+1LJ components of states, and a selected intermediate
state. This is probably the reason for the rather poor agreement with calcu-
lation in some cases, due to the delicate balance and interference between
the signed contributions from dynamic and static coupling terms. The
agreement for overall multiplet-multiplet vibronic intensities is found to be
generally good.

It is relevant here to mention the treatment of vibronic intensities by the
two-centre theory of Stavola and Dexter [175, 176], which leads to the ex-
pression for the ED transition matrix element for the vibronic absorption of
a coupled rare earth-ligand system. In the present case of M2ALnX6 the li-
gand is monatomic, but more generally, we consider the case where X is not
monatomic in Ln3+-X� (e.g. X=OH, NO2, etc). Following Stavola and Dexter,
the ED strength for the q-th polarized component of the transition in which
the Ln3+ ion undergoes an intraconfigurational 4fN transition, Lni!Lnf, and
one quantum of vibration within ligand X� is simultaneously excited i.e.
X0!X1, is

DLniX0;Lnf X1 ¼ j LniX0h jMq
LnþMq

XjLnf X1ij
2 ð47Þ

where MLn and MX operate over the coordinates of Ln and X respectively.
Dropping the superscript q in the following, assuming that Ln0 and X0 refer
to ground states with reference energy zero, and denoting lanthanide and li-
gand (opposite parity) intermediate states by the subscripts m and u, re-
spectively, the matrix element in Eq. (47) is expanded, with rounded kets de-
noting zeroth-order states [175]:

Ln0X0h jMLnþMXjLnf X1i ¼ Ln0X0 MLnþMXj jLnf X1
� �

ð48aÞ

�
X

m 6¼f

Lnm MLnj jLnf
� �

Ln0X0 HLn�Xj jLnmX1ð Þ ELnm þEX1ð Þ�1 ð48bÞ

�
X

u6¼1

Xu MXj jX1ð Þ Ln0X0 HLn�Xj jLnf Xu
� �

ðELnf þEXuÞ
�1 ð48cÞ

�
X

m 6¼f

Ln0 MLnj jLnmð Þ LnmX0 HLn�Xj jLnf X1
� �

ðELnf þEX1 �ELnmÞ
�1 ð48dÞ

�
X

u6¼0

X0 MXj jXuð Þ Ln0Xu HLn�Xj jLnf X1
� �

ðELnf þEX1 �EXuÞ
�1 ð48eÞ

The first term (Eq. 48a) is nonzero in the presence of odd CF terms (but
zero in the present case for Ln3+ at an Oh site). By including several as-
sumptions, such as the neglect of terms at Eqs (48c) and (48e), and of in-
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terference effects when squaring matrix elements, and the restriction of
the Ln-X interaction Hamiltonian HLn-X to dipole-dipole coupling interac-
tions; and approximations such as the averaging over polarization direc-
tions and over SLJ-multiplet states of Ln3+, a simple expression for the di-
pole strength of the cooperative absorption Ln0X0!LnfX1 was derived
[175].

Modifying the diagrams of Dexpert-Ghys and Auzel [177], it is instruc-
tive to compare the mechanisms of vibronic transitions enabled by the
Faulkner-Richardson [67] and Stavola-Dexter mechanisms. Figure 7e
shows the static (i), (ii) and dynamic (iii), (iv) coupling mechanisms of
Faulkner and Richardson [67], involving the excitation of one quantum of
a certain LnX6

3� moiety mode in an fN excited state. Notice that the mecha-
nism is vibronic and not electronic in nature. In the Stavola-Dexter mecha-
nism, Fig. 7f, the vibration is excited within a (separate) ligand and the
excitation at the lanthanide ion, MLn, is purely electronic dipolar. The
Ln3+-X� interaction is ligand dipole-metal dipole or ligand dipole-metal
quadrupole.

All of the above vibronic intensity calculations of M2ALnX6 systems
have employed the LnX6

3� moiety model. By contrast, the earlier studies of
the electronic spectra of rare earth ions interpreted the vibronic sidebands
in terms of crystal, rather than moiety mode or unit cell vibrations. This is
because more than one elementary excitation occurs in vibronic spectros-
copy, so whereas the conservation of wavevector restricts the sum of the
momenta of the electronic and vibrational excitations: kphoton=ke+kvib=0,
then ke or kvib can be nonzero [110]. This means that k 6¼0 vibrational
modes (i.e. due to dispersion, with consequent reduction in symmetry
and maybe also degeneracy, and with change in energy) can produce
vibronic intensity. This is particularly so for acoustic modes (which
have zero energy at k=0) which show greater dispersion than optical
modes (Fig. 6). Although all vibrational modes can therefore contribute
to the intensity of a vibronic band, only those points of high density of
vibrational states in fact produce sufficient spectral intensity [178],
and these points lie near special points of the Brillouin zone (Fig. 5). The
method for obtaining the vibronic selection rules at points other than k=0
has been the focus of several studies [for example, 179–182]. In conclusion,
it is observed that the major spectral features in a vibronic sideband can
be explained under k=0 selection rules, sometimes particularly well [183],
but the interpretation of fine structure requires a more detailed lattice dy-
namics model [184], and we return to this in the next section. The descrip-
tion of the vibrational states of the guest ion in the crystal is not made in
terms of a single k vector (running or plane wave) but in terms of linear
combinations (standing waves) since the translational symmetry is de-
stroyed.
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Finally, it is noted that for transitions such as G1!Gi+n3(t1u), where i=3,
4 or 5, in the absence of electron-vibrational interaction, the terminal vi-
bronic state irreps are degenerate. In fact, various experimental studies have
shown that the splitting of these states is <1 cm�1 for Ln3+ systems. The ma-
jor broadening mechanisms of the linewidths of ZPL transitions to the elec-
tronic ground state (e.g. Fig. 9b, G8!aG8), are (i) inhomogeneous broaden-
ing due to random microscopic crystal strain, and (ii) homogeneous broad-
ening due to ion-ion interactions, as well as Raman broadening within the
excited state. Doppler and lifetime broadenings are very much smaller. Vi-
brational sequences can also contribute to line broadening, due to the slight
change in vibrational frequencies between the ground and excited states.
Other pure electronic transitions in Fig. 9b are additionally broadened by
the short lifetimes of the terminal electronic states. This effect is more evi-
dent in Fig. 9c. The vibronic transitions in Fig. 9b are also additionally
broadened due to the phonon dispersion and to the shorter lifetimes of ter-
minal vibronic states.

7.5
Interpretation and Assignment of 4fN-4fN Spectra

The electronic spectra of M2ALnX6 systems are particularly complex because
they are mainly vibronic, and many transitions overlap. So how can the
spectral features be reliably assigned? First, the electronic origin of each
transition needs to be identified. Selection rules foretell if the transition is
MD or EQ allowed, and the MD selection rules are rather less restrictive for
odd-electron systems (Table 1). If the band is MD allowed, its oscillator
strength (or intensity ratio) can be compared with calculation. For absorp-
tion transitions from nondegenerate ground states, the splitting of ZPL for
earlier members of the Cs2NaLnCl6 series below Tc (see above), not apparent
in Cs2NaYCl6:Ln3+, can indicate the presence of a degenerate excited state.

If the ZPL is weak, then variable temperature studies can identify its loca-
tion from hot electronic and vibronic structure, with the latter illustrated in
Fig. 10. The vibronic structure can be used to identify certain symmetry
types of transition, for example G1-G2 (Table 4). One viewpoint has been put
forward that the spectral interpretation is confused by phonon dispersion in
the vibronic sidebands of transitions. However, this complexity of the vi-
bronic structure can in fact be utilized to provide a fingerprint to identify
the location of the electronic origin. Where possible, it is more certain to
compare both emission and absorption (or excitation) spectra for a particu-
lar transition in order to locate the electronic origin. Otherwise, transitions
from different emissive states (with different state irreps) can be employed
to confirm the symmetries and locations of terminal levels. Whereas other
neat systems such as PrCl3 show additional features not present in the elec-
tronic spectra of the diluted crystal (LaCl3:Pr3+) due to interactions between
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Pr3+ ions [183], this is generally not the case for M2ALnX6 systems because
the Ln3+-Ln3+ separation is large (>ca. 0.7 nm).

The problem of resolving an individual transition from overlapping emis-
sion transitions, or of populating a certain electronic state of Ln3+ in
M2ALnX6 may in some cases be simplified by quenching the emission from
a certain state by doping with another lanthanide ion. Thus the infrared
emission of Yb3+ has been studied by doping Cs2NaLnCl6 (Ln=Ho, Nd) with
Yb3+ [149]; the emission transitions from the Ho3+ 5S2 level have been
quenched [185]; and the 5I4 level of Ho3+ has been populated in Cs2

NaHo0.99Er0.01Cl6 [186].
We turn now to the use of vibronic fine structure in aiding spectral as-

signments. Dilution of Cs2NaLnCl6 into the transparent host crystal
Cs2NaYCl6 leads to a closer approximation to k=0 selection rules, with the
disappearance of certain features which are present in the vibronic spectra
of Cs2NaLnCl6. By contrast, the guest Cs2NaLnCl6 modes lie within the bands
of host Cs2NaGdCl6 modes, so that the vibronic spectra of Cs2NaGdCl6:Ln3+

and Cs2NaLnCl6 are very similar except for minor energy shifts of features.
This phenomenon is observed more clearly for the later members of
Cs2NaLnCl6 which retain the cubic structure at low temperature, for exam-
ple, the 5S2!5I7 emission spectra of Ho3+ in (a) Cs2NaYCl6:Ho3+ and (b)
Cs2NaGdCl6:Ho3+ are displayed in Fig. 12 [185]. The Ho3+ 5S2(G3) level is at
18365 cm�1. Several transitions to the 5I7 CF levels (located between 5118–
5270 cm�1) overlap in the spectral region 13300–12800 cm�1, but we do not
discuss these in detail [185], and focus on the individual vibronic band
shapes. The band marked 0–0 is the electronic origin 5S2(G3)!5I7(aG4). The
n6 vibronic origin (labelled 6) of this transition has a more prominent high
energy shoulder (60) in the Cs2NaGdCl6 host. Similarly, n4 (4) also has a more
prominent low energy shoulder (40), and n3 [(3)—also shown in the lowest
energy band, G3!bG4+n3] has two accompanying bands (30 and 300) in the
Cs2NaGdCl6 host. The characteristic (changes in) band shapes thus aid the
assignments of vibronic structure. By contrast, the electronic spectra of
Cs2LiLnCl6 and Cs2NaLnCl6 show considerable differences in the displace-
ment energies of vibronic structure from a particular electronic origin
(Fig. 9a,b) because the LnCl6

3� vibrational frequencies are rather different,
particularly for S8 (Table 2). Since these systems differ only by changes in
the Ln3+ third-nearest neighbour, the changes in the electronic energy levels
of Er3+ are minor. Thus, chemical modification techniques have been used
to locate and identify electronic energy levels by subtle differences in vi-
bronic fingerprints. The comparison of analogous vibronic structure in the
luminescence and absorption spectra of Cs2NaLnX6 (X=Cl, Br, F) has also
been employed to aid spectral assignments (see, for example, [185, 187]). Vi-
bronic intensity calculations have seldom been used to assign electronic
transitions, but rather for comparison of their agreement with observed
spectral intensity assignments.
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The actual assignment of individual fine structure within vibronic peaks
in the spectra of M2ALnX6 is by no means clear at present. Comparison of
the vibronic spectra of Cs2NaYbCl6 (Fig. 4d) and Cs2NaErCl6 (Fig. 9a) shows
that more detailed structure is observed in the former case, due to greater
phonon dispersion. Chodos and Satten calculated the dispersion curves and
phonon density of states for Cs2UBr6, and used these to model the G4u (T1u)
and G5u (T2u) vibronic sidebands. It is interesting to compare the results for
this system [184, 188] with the elpasolite dispersion curves [100] and vi-
bronic spectra, because both systems crystallize in the Fm3m space group
and comprise LX6 units. However the electron-phonon coupling for the ac-
tinide system is about an order of magnitude greater than for the lanthanide
system. Bron [189] has pointed out that in general, intraconfigurational fN-
fN transitions are coupled to nonlocalized vibrations as well as to localized
vibrations. The t1u vibrational fields are longer range than t2u, (or a2u, �u

[190]) so that the model of Chodos and Satten confined the t2u field to mo-
tions of the 6 nearest Br and 8 next-nearest Cs nuclei. First, we consider the
similarities between the results for Cs2UBr6 and the vibronic spectra of elpa-
solites, with Cs2NaYbCl6 as an example. At high energy, in Fig. 4c,d, the fea-
tures at 258, 277 cm�1 correspond to TO and LO modes, with the latter ex-
hibiting greater dispersion. Weak bands at 209, 219 cm�1 in Fig. 4c, d are
similar to the weak double-hump in Cs2UBr6 from the k=0 �g mode at points
Z1, W2

0. There are three major features both in Cs2UBr6 and Cs2NaYbCl6 in
the region of n4. The highest energy band (130 cm�1) has previously been as-
signed to the LO mode, but the calculated LO-TO splitting is rather smaller
[191] and the band can gain intensity from the k=0 n5 mode at special points
in the reciprocal lattice. The major peak in the t2u projected density of states
in Cs2UBr6 has four components, with the lowest energy of these being asso-
ciated with the k=0 mode in [184]. In the elpasolite vibronic sideband, the n6

k=0 band has been assigned to the stronger peak, which has a prominent
low energy shoulder. This weakens in the Cs2NaYCl6:Ln3+ systems, but be-
comes stronger in systems which undergo the phase transition to C4h

5. The
major problem in the assignment of structure is whether the peaks in the vi-
bronic spectra correspond to k=0 modes, with the work of Satten concluding
that this is not the case. The assignments of the n4 and n6 vibrations in Ta-
ble 2, from the vibronic spectra of Cs2NaLnCl6 would be ca. 5 cm�1 and
8 cm�1 too high, respectively if we follow the model assignments of Chodos
and Satten.

Some differences in the vibronic sidebands of Cs2NaLnCl6 and Cs2UBr6

are the sharp peak at 290 cm�1 in the former spectrum (Fig. 4c,d) which cor-
responds to the flat n1 mode at special points, and the weak feature at
178 cm�1 due to third shell motion. The low-vibrational-energy shoulder on
n3 (at 245 cm�1, Fig. 4c,d and 30 in Fig. 12) is characteristic of Cs2NaLnCl6

systems and could correspond to t1u modes at special points such as X4
�,

X5
�. The assumption has been made that the vibronic sideband is one-pho-
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non in nature [179]. Otherwise, the 245 cm�1 band could be associated with
several two-phonon modes.

Finally, the assignment of electronic energy levels from fN-fN electronic
spectra can strengthened by techniques such as the vibronic Zeeman effect
[192], MCD, MCPE, and the use of high pressure, but these have not been
systematically employed. ESA measurements could be employed to locate
(congested) levels at energies >20,000 cm�1. Ground state term energies have
been determined from complementary techniques such as electronic Raman
spectra [91], inelastic scattering of neutrons [60, 106, 107], magnetic mea-
surements [28, 193, 194], electron spin resonance [42, 195, 196], nuclear
magnetic resonance [44, 197] and electron spin-lattice relaxation [198] for
comparison with the results from electronic spectroscopy. TP spectroscopy
(see Sect. 10) has proved to be a valuable tool in extending the energy level
datasets of rare earth ions. Generally, the assignment of energy levels goes
hand-in-hand with the refinement of the energy level calculations.

8
Electronic Raman Spectra

At room temperature, the Raman spectra of cubic lanthanide elpasolites
comprise four bands, corresponding to the S1, S2, S4 and S5 modes of vibra-
tion. On cooling, the very broad, unresolved features due to electronic tran-
sitions between CF levels of Ln3+, sharpen and reveal the locations of 4fN ex-
cited states. The first studies of the electronic Raman spectra therefore fo-
cused upon the determination of the CF levels of the lower multiplet terms

Fig. 12 488 nm excited 12–15 K luminescence spectra of Cs2NaYCl6:Ho3+ (top) and
Cs2NaGdCl6:Ho3+ (bottom) between 13,300 and 12,800 cm�1. The zero phonon lines are
marked 0–0. The numbers i=3,4,6 indicate the vibrational modes ni in the sidebands.
(Adapted from [185])
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of Ln3+ in the elpasolite lattices, and the fitting of these levels by CF theory
[88, 93, 94, 147, 199–201]. Figure 13 shows the usefulness of the electronic
Raman technique in completely and unambiguously identifying the f1 ener-
gy level structure of Ce3+ in Cs2NaCeCl6 [92] (shown in Table 6 and subse-

Fig. 13 35 K Raman spectrum of Cs2NaCeCl6 using argon ion laser excitation. Note the
change of scale for the 2661 cm�1 band. (Adapted from [92])
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quently discussed in Fig. 17), since all intraconfigurational electronic Raman
transitions are allowed from the G7 electronic ground state. Note that al-
though Cs2NaCeCl6 undergoes the phase transition at 178 K [41], no vibra-
tional splittings are observed at 35 K, and only the electronic level 2F5/2 G8

exhibits a resolved splitting into two Kramers doublet levels.
More recent interest has focused upon the interpretation of the relative in-

tensities of the electronic Raman transitions. The theory of electronic Raman
spectroscopy has been well-summarized elsewhere [63, 202], and the elec-
tronic Raman scattering amplitude from an initial yij i to a final jyf i vibronic
state (where the phonon states are the same, and usually zero-phonon (i.e.
electronic) states) is given by hyf jars yij i. In this expression, the cartesian po-
larizations of the incident photon hc�nð Þ and the scattered photon hc�nsð Þ are s
and r, respectively. The Cartesian electronic Raman scattering tensor is writ-
ten as

ars¼�
X

r

D 1ð Þ
r yrj i yrh jD

1ð Þ
s

hc �nr��nð Þ þD 1ð Þ
s yrj i yrh jD

1ð Þ
r

hc �nrþ�nsð Þ

" #
ð49Þ

where yr is a vibronic state [63] with opposite-parity to the fN states yi and
yf, usually taken from the 4fN�15d and 4fN�15g configurations. The Cartesian
tensor is expressed as a linear combination of spherical tensors, which in
turn may be expressed in terms of unit tensors and scattering parameters
[91]. By invoking the Judd closure approximation in the Judd-Ofelt-Axe for-
malism, the relative electronic Raman scattering intensities can be expressed
in terms of just two parameters, F1 and F2, which are further inter-related if
the intensity is entirely contributed by the 4fN�15d configuration. Based
upon this simple model, the relative intensities of electronic Raman bands
were calculated for various Cs2NaLnCl6 systems (Ln=Ce, Pr, Eu, Er, Tm and
Yb). The observed and calculated relative intensities for Ln=Ce are shown in
Table 6 and are reasonably well-fitted by the two parameters. The experi-
mental values are from integrated band intensities using polycrystalline ma-

Table 6 Experimental and calculated electronic Raman transition intensity ratios for Ce3+ in
Cs2NaCeCl6

Transition
from 2F5/2G7

Energy
(cm�1)

Electronic Raman scattering intensitya

Observed Theoretical JOA-1 JOA-2 Direct

2F5/2G8 562,580 4.2€0.5 0.2449|F2|2+0.2073|F1|2 4.2 4.2 4.2
2F7/2G7 2161 0.16€0.01 0.0078|F1|2 0.00 0.04 0.25
2F7/2G8 2662 0.86€0.07 0.0227|F2|2+0.0058|F1|2 0.39 0.31 1.52
2F7/2G6 3050 1.00 0.0181|F2|2 0.31 0.22 1.27

Data taken from [203] and [91]. JOA-1, standard Judd-Ofelt-Axe calculation using
F1=0.00, F2=4.13; JOA-2, standard JOA calculation using F1=2.38, F2=3.5; Direct, direct
calculation

Spectra, Energy Levels and Energy Transfer in High Symmetry 215



terial, so that the calculated intensities are averaged over all polarizations.
For some other Ln3+ elpasolite systems, the electronic Raman band relative
intensities were considerably over-estimated, and this was attributed to the
matching of the energy gap between the upper level yf and the next lower fN

level with (multiple) quanta of phonons of the appropriate symmetry [91].
Fast multiphonon relaxation can then occur which shortens the excited state
lifetime.

Other features of interest in the electronic Raman spectra of these sys-
tems [91] are the occurrence of an excited-state electronic Raman transition
in Cs2NaTmCl6 when the excited state is thermally populated; and of D-term
[63] resonance electronic Raman scattering.

The validity of the Judd closure approximation, where an entire configu-
ration degeneracy is taken, with an effective energy barycentre, is more
stringently tested in the electronic Raman calculations than in the conven-
tional electric dipole intensity calculations because only two variable param-
eters are employed. However, the use of this approximation serves as a
�black box	 approach and does not give insight into the intensity mecha-
nisms of electronic Raman transitions. The direct calculation, presented first
for TmPO4 by Xia [204], utilizes the detailed energy eigenvectors and eigen-
values of intermediate CF states, and the results for the electronic Raman
relative intensities of Ce3+ are somewhat improved from the JOA calculation
[203] (Table 6). However, the performance of the direct calculation suffers
from the problem that the opposite parity intermediate states have not yet
been well-characterized for Ln3+ systems. A strategy has therefore been em-
ployed in which, for example for Pr3+ in Cs2NaPrCl6 [205], the direct prod-
ucts of the CF 4f1 core states and 5d1 CF states are employed, but the electro-
static interaction between the 4f1 core and the 5d1 electron is neglected. The
appropriate energies may be estimated from the CF levels of Ce3+ in
Cs2NaCeCl6. Some serious discrepancies between experimental and calculat-
ed intensities remain when using this approach [205], which are more likely
to be due to the inaccurate wave functions employed for the 4f15d1 interme-
diate states, rather than to the failure to include states from 4f15g1. Neglect-
ing the latter configuration, then for the electronic Raman transitions from
the 3H4G1g electronic ground state of Pr3+, it follows from the consideration
of the selection rule for the ED allowed transition to the intermediate state
Gr (i.e. G1g�G4u�Gr contains G1g) that the r is one or more of the 18 G4u

4f15d1 CF states. A detailed energy level calculation of the 4f15d1 configura-
tion which includes electrostatic interactions [206] shows that the large CF
leads to more extensive mixing of SLJ states than is the case for the 4f2 con-
figuration [207]. However, when utilizing these more accurate intermediate
state wave functions for some transitions, specific intensity sources can be
pinpointed for certain electronic Raman transitions [208].
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9
Electron-phonon Mixing of States

Chodos [103] said that the electron-phonon interaction can be thought of as
the changing crystalline field due to the neighbouring nuclear vibrations.
Thus, Henderson and Imbusch [116] write the electron-phonon interaction
as the first term in the power series the crystal strain, and show how it mod-
ifies a 4fN electron wavefunction by introducing opposite-parity ones. Actu-
ally, the electron-phonon coupling takes part in many phenomena, including
the shapes and widths of spectral lines, and relaxation rates, in addition to
vibronic sidebands. However, the vibronic coupling between the lanthanide
ion and the lattice is generally weak [116].

Malta [167] has described the case when a vibronic state is in resonance
with a pure electronic state, and it was found that depending upon the
strength of the vibronic interaction, the admixture between these levels can
lead to nearly equal spectral intensities. In fact this phenomenon was ob-
served previously in the 3P0(G1)!3F2 luminescence spectra of PrCl6

3� [147],
where an apparent doubling of features occurred. It is also responsible for
the anomalous behaviour in the Raman spectrum of Cs2NaYbCl6 [91]. We
consider here only the Cs2NaTmCl6 system, where it has contributed to the
disputed assignments of the 3H6 ground term of Tm3+ in TmCl6

3�, so that the
experimental and calculated energy level schemes were apparently in dis-
agreement [209–213].

The experimentally measured 3H6 energy levels are located (in cm�1) at 0,
56, 108, 148, 261, 370 and 394 (Fig. 14a) from the low temperature TmCl6

3�

luminescence spectra of transitions terminating upon the electronic ground
state. The two energy levels (measured at 10 K at 108 and 148 cm�1) are in
fact derived from the resonance of the 3H6aG5 (T2g) CF level, through elec-
tron-phonon coupling with the vibronic level 3H6G1+n5(t2g). This resonance
can be turned on or off by the action of heat [91] or pressure [214]. At room
temperature, the energy of n5 is 132 cm�1. At 120 K, the band in the Ar+ ion
laser excited Raman spectrum at 128 cm�1 develops a high energy shoulder
at 144 cm�1 [91], and on further cooling these features become more widely
separated and clearly resolved. The simplest model of the interaction of the
aG5 electronic and G1+n5 vibronic states utilizes first order perturbation the-
ory (a more accurate theoretical treatment of these phenomena is given in
[215]) and the corrected electronic energy at 10 K is shown at 123 cm�1 in
Fig. 14a, with the experimental energies as dotted lines. The interaction ma-
trix element is some tens of cm�1 [91]. This interaction has also been probed
by the use of high pressure at ambient temperature [214], but in this case
only one band is observed—for example, at 2.7 GPa, the blue-shifted
G1+n5(t2g) coupled mode is at 143 cm�1. The lower-energy coupled mode,
mainly of electronic character, is line-broadened at room temperature and
not resolved from the background. Figure 14b shows the shifts to high ener-
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gy of the three Raman-active moiety modes of TmCl6
3� as the pressure is in-

creased. The integrated areas of the bands at different pressures are plotted
in Fig. 14c, and the band areas of the n2(�g) and n1(a1g) modes do not show a
noticeable change. The area of the coupled G1+n5(t2g) mode decreases at 11–

Fig. 14a–c Electron-phonon coupling in Cs2NaTmCl6: a energy levels of Tm3+ at 10 K (see
Sect. 9); b 295 K Raman spectra at stated pressures; c integrated areas of moiety mode
Raman bands as a function of pressure. (Adapted from [214])
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12 GPa, but then increases at 13 GPa. This has been attributed to a redistri-
bution of intensity between the resonant vibronic and electronic states when
the electron-phonon coupling is greater (between 11–12 GPa), followed by
the commencement of decoupling of the electronic and vibronic states, at
13 GPa. A further example of the resonance between pure electronic and vi-
bronic states has been found for the 3H4G4 CF level of this system, which
couples with 3H4G5+n2(�g) [213].

Further examples of the coupling of vibronic states involving gerade moi-
ety modes with CF states have been found in studies of the TP spectra of
Cs2NaTbCl6 [216].

10
One and Two Colour Two-photon 4fN-4fN Spectra

The CF energy levels of some M2ALnX6 systems become congested above
~20,000 cm�1, so that the overlapping of electronic and vibronic transitions
in the ultraviolet absorption spectrum makes assignments ambiguous in
many cases. The use of TP excitation in several cases, using spectral regions
where one-photon excitation corresponds to an open window, has enabled
detailed energy level datasets to be assigned. The assignments are especially
clarified by the use of single crystals with plane-polarized radiation and ap-
plied magnetic fields.

TP transitions within a 4fN configuration involve intermediate states be-
longing to opposite parity configurations, such as 4fN�15d, 4fN+14d9, 4fN�15g
configurations, etc., but usually only the first of these is considered because
it lies at a much lower energy than any other opposite parity configuration.

In general for two-colour TP transitions, where hc�n1 and hc�n2 are the pho-
ton energies, with cartesian polarizations r and s, the relevant second- (i.e.
the lowest), third- and fourth-order terms for the transition elements Mif be-
tween the ground state and the final state are as follows respectively [217–
220]:

�
X

n

hyf jD
1ð Þ
r ynj i ynh jD

1ð Þ
s yij i

hc �nn��n2ð Þ þ
hyf jD

1ð Þ
s ynj i ynh jD

1ð Þ
r yij i

hc �nn��n1ð Þ

" #
ð50Þ

X

m;n

"
hyf jD

1ð Þ
r ymj i ymh jV 0 ynj i ynh jD

1ð Þ
s yij i

hcð Þ2 �nm��n2ð Þ �nn��n2ð Þ

þ
hyf jD
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1ð Þ
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In these expressions, yij i i¼ l;m;nð Þ refer to intermediate states within
the 4fN�15d configuration; and hc�ni (i=l, m, n) are the energies of these states
above the ground state energy; V0 and V00 can be the spin-orbit or the CF op-
erator, acting between intermediate states.

The mechanism of the TP transition, which is principally a second-order
process, involves an ED transition from the initial state to an intermediate
state (with or without resonance), and thence another from the intermediate
state to the final state [221]. However, the states and energies in Eqs. (50)–
(52) are only eigenstates and eigenvalues of the zero-order Hamiltonian H0

in a stationary perturbation treatment, in which the complete Hamiltonian
is

H¼H0þV0 þV00 þ ::: ð53Þ

where H0 includes the central field Hamiltonian and the Coulomb interac-
tion between the 4f electrons, V=V0+V00+... is the perturbation Hamiltonian
which includes the spin-orbit and CF interactions, and the electrostatic in-
teraction between the (N�1) 4f electrons and the 5d electron which is often
ignored. The Judd-Pooler [218] type perturbation calculation (50, 51) and
Judd-Pooler-Downer [220] type perturbation calculation (50–52), both use
eigenstates of the zeroth-order Hamiltonian H0 within the 4fN�15d configura-
tion, but the relevant energies hc�ni (i=m, l...) are approximately taken to be
degenerate, somehow like using the closure approximation. By contrast, in
the direct calculation, the intermediate eigenstates fNj i and eigenvalues
hc�nN of the complete Hamiltonian, H, are used within the 4fN�15d configura-
tion, as well as within the 4fN configuration, and only the second-order ex-
pression (obtained from Eq. 50 by changing ynj i and hc�nn to be fNj i and
hc�nN , respectively) needs to be evaluated.

The SLJ selection rules for the second-order Axe process are listed in Ta-
ble 1. Note that by the contraction of the expression at Eq. (50) using Judd
closure, the transitions of the type G1g!G1g become forbidden. Inclusion of
the CF operator in the third-order expression [V0=HCF, (Eq. 51)] widens the
SLJ selection rule to DS=0; |DJ|�6; |DL|�6, whereas for V0=HSO in (51),
DS=1; |DJ|�2; |DL|�3. The 4th-order expression at Eq. (52) leads to the se-
lection rules DS=1; |DJ|�6; |DL|�6.

Thus far, the experimental investigations of TP spectra of M2ALnX6 have
utilized the more sensitive technique of excitation spectra rather than ab-
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sorption spectra, and have used one colour. Nevertheless, unlike the one-
photon spectra of these cubic systems, studies employing TP excitation can
distinguish the symmetry of the terminal state in a particular transition. In
the case of a nondegenerate G1g electronic ground state, transitions are al-
lowed to G1g, G3g and G5g terminal states for one-colour TP excitation (Ta-
ble 1), with additional transitions to G4g excited states for the two-colour
case [221, 222]. Using one-colour radiation along the z axis, linearly polar-
ized along the x axis, G1g!G1g transitions do not show a polarization depen-
dence; G1g!G5g transitions are forbidden, and G1g!G3g transitions exhibit
maximum intensity. With xy polarized radiation, the intensity of G1g!G5g is
at a maximum, whereas that of G1g!G3g transitions decreases by a factor of
four. Figure 15a shows the experimental polarization dependence of the
(7F6)G1g!(5D4)G1g, G3g, G5g one-colour TP transitions of Tb3+ in Cs2NaTbCl6

[223]. Although G1g!G2g transitions are forbidden, the hot transitions such
as those from G4g initial states of the ground multiplet term to G2g states are

Fig. 15a, b Two-photon excitation spectra of a single crystal of Cs2NaTbCl6 at ca. 6 K: a in
two linear polarizations making the angle indicated to [100]; b in the presence of a 4.5 T
field along [110]. The inset shows the 5D4 energy level scheme of Tb3+ in this system.
(Adapted from [223])
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allowed, and in variable temperature studies the relevant states can be popu-
lated. Figure 15b shows that the application of a magnetic field can confirm
the degeneracy of excited states (first order Zeeman effect) and introduce in-
tensity into transitions that are forbidden in the absence of the magnetic
field (second order Zeeman effect) [221]. For even-electron systems, first-or-
der Zeeman splittings only occur in G4 and G5 states. The second-order ef-
fect is sensitive to the orientation of the crystal axes relative to the magnetic
field direction [224]. When second-order interactions are small, experimen-
tal g-values can be used to distinguish between states of the same symmetry
[224].

From Fig. 15 it is evident that the TP spectra of M2ALnX6 consist of a few
sharp lines, due to transitions between CF states, which are uncluttered by
vibronic structure. This situation is distinct from, and complementary to,
one-photon studies. Sztucki [225, 226] has presented a theory of TP vibronic
transitions and anticipated the observation of some weak lines in TP spectra
induced by even-parity vibrations in the case of ED-ED TP absorption, and
odd-parity vibrations for ED-MD TP transitions. The observation of the for-
mer is clear from the studies of Denning et al. [212, 216, 227–230], but the
observation of the latter is less certain [231]. Certainly, the appearance of vi-
bronic structure can complicate the assignments of spectral features in TP
spectra, especially when resonances occur between vibronic and pure elec-
tronic levels, as discussed in the previous section [216]. When polarization
or Zeeman studies cannot be performed, it may be difficult to assign the
bands in TP spectra because they lack the confirmatory vibronic finger-
prints of one-photon spectra. Furthermore, since the excitation spectral
technique is utilized, absorption by an impurity ion might occur and subse-
quently lead to emission in the (broad) spectral range being monitored. In
fact, the impurity ion might otherwise transfer the excitation to the majority
species by ET. Alternatively, ESA might occur at the pump energy. Such
problems have been encountered in the TP excitation spectra of
Cs2NaYCl6:Sm3+ [229], Cs2NaTbCl6 [216] and Cs2NaYCl6:Tm3+ [212], where
some spectral features are unexplained.

The first studies of the TP spectra of M2ALnX6 systems were carried out
on neat Cs2NaGdCl6, since the energy level scheme of the f7 ion Gd3+ has a
transparent window up to almost 32000 cm�1 [232–234]. This was followed
by more extensive studies of Cs2NaTbX6 (X=F, Cl, Br) [216, 223, 227, 230],
Cs2NaEuCl6 and Cs2NaYF6:Eu3+ [228], Cs2NaYCl6:Sm3+ [229] and
Cs2NaYCl6:Tm3+ [212] by Denning	s group.

The theoretical calculation of TP intensities has been called unreliable
[224], but semiquantitative agreement with experiment has recently been
achieved. A particular difficulty was experienced with G1!G1 transitions
since the calculated intensity is zero under second-order treatments. Ceule-
mans and Vandenberghe [71, 235, 236] considered the third and fourth-or-
der analyses of TP transitions in cubic lattices, and utilized a fourth-order
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scheme incorporating spin-orbit coupling and CF interactions to analyse the
7F6!5D4 transition of Tb3+ in Cs2NaTbCl6. Subsequently it was proposed
from a direct calculation that the (7F6)G1!(5D4)G1 TP transition is actually a
third-order rather than a fourth-order process [237], and the calculated line
strength was found to be sensitive to the location of the intermediate levels.
Reid et al. [238] have previously demonstrated the equivalence of direct and
Judd-Pooler -type perturbation calculations for calculating TP transition in-
tensities, provided that the appropriate eigenstates and eigenvalues are em-
ployed. In the direct calculation of the 7F6!5D4 transition intensity [237]
the pure Russell-Saunders multiplets for the initial and terminal state wave-
functions were employed (thereby neglecting the SL- and J- admixtures),
and only the lowest-energy intermediate states of 4f75d1 were considered. Li-
gand-metal couplings were not included [239, 240]. More recently, a second-
order direct calculation of 18 TP transitions of Tb3+ in Cs2NaTbCl6 has been
performed, and closer agreement with experiment was obtained for the in-
tensity of the G1g!G1g TP transition, because CF wavefunctions were used
for the 4f8 states, and rather exact wavefunctions for 4f75d states [241]. The
wavefunctions of the initial and final states of the 4f8 system were expressed
in terms of Russell-Saunders coupled wavefunctions, with one f-electron
coupled to the 4f7 core. For the 4f75d intermediate configuration, the free
ion and CF wavefunctions of 4f7 (Gd3+) were employed, and combined with
the CF wavefunctions of the excited 5d1 configuration of Ce3+, to give direct
product type intermediate state wavefunctions. This treatment neglects the
electrostatic interaction between the 4f7 core and the 5d-electron. The results
of this calculation for the 7F6!5D4 transition are shown in Table 7, which
compares the calculated transition linestrengths for two polarizations with
the experimental values. It is observed that a considerable difference exists
for the calculations using free ion and CF wavefunctions for the 4f7 core
configuration, with the latter giving better agreement.

In previous calculations [235, 237] only the 7F6!5D4 transition channel
was considered, but other wavefunctions are admixed (to small extents) into
7F6 and 5D4, so that other channels 7F6!7F4, 5F4, 3F4; 5G6!5D4, 7F4, 5F4, 3F4;
and 7F4!5D4, 7F4, 5F4, 3F4 may contribute to the intensity. In fact, the domi-
nant contributions are found to be 7F4!7F4 and 7F6!7F4, and not the nomi-
nal 7F6!5D4. As mentioned above for the vibronic intensity calculations, the
accuracy of the wavefunctions and energies employed is the key factor in
obtaining agreement between theory and calculation.

The direct calculation method has also been applied to the calculation of
transition linestrengths and intensity ratios of the (7F0)G1g!(5D2)G3g, G5g

and (7F0)G1g!(5L6)G1g, aG5g TP transitions of Eu3+ in the cubic Cs2NaYF6

host [70, 243]. The calculated relative intensities for the former transition
were in reasonable agreement with experiment and the neglect of J-mixing
in the initial state only had a minor effect. However, the neglect of spin-orbit
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couplings within the initial and terminal states drastically reduced the tran-
sition linestrengths, but did not significantly change the transition intensity
ratios. In the case of the latter (7F0)G1g!(5L6)G1g, aG5g TP transitions, it is
necessary to use intermediate states built from 5d1 CF states and 4f5 core CF
(rather than free ion) states in order to obtain satisfactory agreement with
experiment.

11
4fN-4fN�15d Electronic Spectra

In contrast to intraconfigurational fN-fN transitions of Ln3+, the interconfigu-
rational fN-fN�1d electronic transitions are ED allowed in the first order, with
the selection rules given in Table 1. There have been relatively few reports of
the f-d electronic spectra of Ln3+ although the characterization of 4fN�15d1

states, in terms of eigenvalues and eigenvectors is essential for accurate cal-
culations of vibronic, electronic Raman scattering and TP transition intensi-
ties. Following earlier studies of the absorption spectra of lanthanide hexa-
halides [244, 245], Ionova et al. [246] systematized the energies of f-d and
charge transfer transitions of LnX6

3� species, with the lowest energies (de-
termined from broad spectral bands of these species in solution at ambient
temperatures) for the transitions of LnCl6

3� being shown in Fig. 16.
Theoretical developments [250], the requirements for vacuum ultraviolet

phosphors, the search for blue and ultraviolet solid-state lasers, coupled
with improvements in the construction of vacuum ultraviolet spectrometers
[251] and the easier access to synchrotron radiation, have led to a recent up-
surge of interest in 4fN-4fN�15d1 spectra of rare earths. Just as in the case of
4fN-4fN spectra [207], the 4fN-4fN�15d1 spectra of lanthanide ions in octahe-
dral symmetry environments comprise much more detailed structure than
in the case of low symmetry systems.

The elpasolite system which has received the most attention is Ce3+, and
the results of this simplest 5d1 system are now reviewed. Unlike the 4f con-
figuration, the 5d configuration experiences a CF interaction that is consid-
erably larger than the 5d spin-orbit coupling. In octahedral (Oh) symmetry,
the CF splits the 5d1 configuration into two levels, a triply degenerate
T2g(G5g) lower state and a doubly degenerate Eg(G3g) upper state. With the
inclusion of the spin-orbit interaction, the splitting of the T2g and Eg states
is as shown in Fig. 17. Schwartz and Schatz [252] reported the absorption
and MCD spectra of octahedral Ce3+ (in the Cs2NaYCl6 host) at 6 K. Two
electronic transitions were observed in the region between 28,150 to
31,000 cm�1, assigned, in order of increasing energy, to (2F5/2)G7u!G8g(2T2g)
and (2F5/2)G7u!G7g(2T2g). The transition to the 5d1(2Eg) state was not detect-
ed up to 50,000 cm�1, so that D=10Dq�20,000 cm�1. van	t Spijker et al. [253]
did not comment upon these results in their more recent study of Ce3+-
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doped elpasolites using room-temperature X-ray excitation, where two
room-temperature bands at 48,780 cm�1 and 46,512 cm�1 in Cs2NaLu-
Cl6:Ce3+ were assigned to absorption to the 5d1(2Eg) state. Features were re-
ported at similar energies in Cs2NaLnCl6:Ce3+ (Ln=Gd, Y) [254]. Since the
state 2Eg transforms as a Kramer	s quartet, G8g, in Oh symmetry, these bands
presumably correspond to the unresolved electronic transitions from the
ground 2F7/2 and excited 2F5/2 terms. Otherwise one of the bands does not
correspond to single Ce3+ ions in octahedral symmetry. The assignment of
higher energy structure, and of features in the synchrotron excitation spec-
tra of Cs2LiLnCl6 (Ln=Y, La) [255–257] is not clear. Broad features have been
observed in the absorption and emission spectra of Ce3+ doped into hexaflu-
oroelpasolites [258, 259], attributed to the presence of several Ce3+ sites.

Fig. 16 Lowest f-d, charge transfer p-f and p-d transition energies of LnCl6
3� (Adapted

from [246]). The crosses for Ce, Pr, Nd and Tb represent the lowest 4fN�15d electronic
state in the crystalline elpasolite lattices. (Data from [206, 247–249])
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Recently, Laroche et al. [260] have obtained the 4fN�15d1!4fN emission
spectra of Cs2NaYCl6:Ce3+ and Pr3+ at 77 K by pumping the 3H4!3P0 f2-elec-
tron absorption bands of Pr3+. The absorption and (2T2g)G8g emission spec-
tra at 10 K have recently been reported [248] and are shown in Fig. 18a. The
electronic origin is coincident in both spectra, but is strongly self-absorbed
in the emission spectrum. The lack of mirror-image symmetry between ab-
sorption and emission is due to the presence of further transitions, as
marked, in emission and absorption. The spectra differ considerably from
the 4fN-4fN spectra of M2ALnCl6 and each transition consists of two strong
vibrational progressions (see Sect. 7.3), which in the absence of Jahn-Teller
effects, from Table 1 must correspond to totally symmetric modes. The first
progression is in the n1(Ln-Cl) breathing mode (299€2 cm�1). The second is
in a mode of energy 48€2 cm�1, and comparison with the f-d spectra of oth-
er systems shows that the energy does not change greatly in the spectra of
Cs2NaTbCl6, Cs2NaYCl6:U3+ or Cs2LiYCl6:Ce3+. This energy is similar to that
of the S5(t2g) mode, so that the motion is mainly of the second shell LnCs8.

The bond length change in the f-d excitation process can be calculated
for the Ln-Cl and Ln-Cs coordinates by application of Eqs. (27) and (28). It
is not clear whether or not to subtract the broad underlying continuum
when integrating spectral features (e.g. in Fig. 18a, the maximum for the nn1

replicas on the zero phonon line is at n=1, but the peak intensity of the
groups of bands is at n=2). With subtraction of the continuous background
from the spectrum, the bond length change along the Ce-Cl coordinate from

Fig. 17 Energy levels of Ce3+ in a Cs2NaLnCl6 host crystal (Adapted from [248])
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the f-electron ground state to the 5d-electron 2T2g state is calculated to be
0.06 
, which is <2% of the bond distance. An ab initio calculation based
upon the CeCl6

3� cluster [248] gives a similar value, 0.05 
, and it predicts a
bond length contraction in the 2T2g state.

Fig. 18a, b 10 K f-d absorption and emission spectra of Cs2NaYCl6 doped with: a Ce3+; b
Pr3+. Refer to Fig. 17 for the identification of the Ce3+ transitions. Only the lowest energy
absorption and highest energy emission transitions are marked for Pr3+. (Adapted from
[206, 248])
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Table 8 Energy level calculations for Pr3+ in the Cs2NaPrCl6 elpasolite lattice [207]

N SLJ Irrep Energy (cm�1)

Expt Calculated

4f2 4f2/4f6p

1 3H4 G1 0 38 8

2 3H4 G4 242 257 247

3 3H4 G3 422 408 411

4 3H4 G5 702 683 721

5 3H5 aG4 2300 2310 2297

6 3H5 G5 2399 2413 2395

7 3H5 G3 2645 2625 2650

8 3H5 bG4 2763 2718 2750

9 3H6 G3 4386 4406 4373

10 3H6 aG5 4437 4456 4429

12 3H6 G2 4591 4643 4616

13 3H6 bG5 4807 4798 4809

14 3H6 G4 4881 4867 4887

11 3H6 G1 4942 4897 4922

15 3F2 G3 5203 5224 5195

16 3F2 G5 5297 5282 5305

17 3F3 G4 6616 6634 6605

18 3F3 G5 6621 6628 6621

19 3F3 G2 6682 6686 6703

22 3F4 G1 6902 6913 6909

20 3F4 G3 6965 6994 6982

21 3F4 G4 7012 6967 6979

23 3F4 G5 7278 7260 7265

24 1G4 G1 9847 9766 9841

25 1G4 G4 9895 9852 9897

26 1G4 G3 9910 9901 9921

27 1G4 G5 10,327 10,441 10,328

28 1D2 G5 16,666 16,705 16,670

29 1D2 G3 17,254 17,209 17,248

30 3P0 G1 20,625 20,611 20,611

31 1I6 G1 21,166 21,163 21,169

32 3P1 G4 21,218 21,225 21,218

33 1I6 G4 21,255 21,263 21,254

34 1I6 aG5 (21,343a) 21,380 21,360

35 1I6 G2 21,788 21,793 21,777

36 1I6 bG5 21,967 21,971 21,975

37 1I6 G3 22,035 22,024 22,032

38 3P2 G5 22,367 22,387 22,375

39 3P2 G3 22,494 22,491 22,500

40 1S0 G1 (>39,017a) 45,759 44,880

a From Cs2NaYCl6:Pr3+
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It is interesting that the emission from the 5d1 2Eg state of Ce3+ (Fig. 17)
has never been reported, and was not observed (near 47,000 cm�1) upon ul-
traviolet excitation of Cs2NaYCl6:Ce3+ [248]. However, a group of bands was
observed in (neat) Cs2NaErCl6 which has been assigned to the 2Eg!2F5/2,
2F7/2 transitions of Ce3+ impurity [248]. One possibility [248] is that the
emission is quenched by transfer to killer sites (such as by transfer to fN�1d
electronic states of Nd3+ or Pr3+ ions) in Cs2NaYCl6, which are not as numer-
ous in Cs2NaErCl6. Otherwise, it could be that the excited Ce3+ ion is oxi-
dized to Ce4+ by transfer of an electron to the host conduction band. Pre-
sumably this does not occur for the trace concentration of Ce3+ present in
the Cs2NaErCl6 host.

In contrast to Ce3+, the first bands in the 10 K f-d emission and absorp-
tion spectra of Pr3+ [206] are separated by more than 1000 cm�1, and the
band maxima by 2724 cm�1, Fig. 18b. In this case, the lowest excited f1d1

state, G3u (of mainly 3F2 and 3H4 character [206, 261]), is not accessible by
absorption or emission from/to the (3H4)G1g f2 ground state. The assignment
of the labelled transitions in Fig. 18b: (f1d1)G3u!(f2)G4g (emission) and
(f2)G1g!(f1d1)G4u, is evident from the f2 energy levels of Pr3+ (Table 8) and
the selection rules in Table 1. Transitions from G3u are allowed to terminal
G4g and G5g CF states only, whereas transitions from G1g are allowed only to
the 18 G4u levels of f1d1. The 4f15d1!4f2 emission spectra are extensive over
a wide spectral range because transitions are observed from the (f1d1)G3u

Fig. 19 First four groups of bands in the 252.7-nm excited 10 K emission spectrum of
Cs2NaY0.99Pr0.01Cl6. The progressions in n1 and in the lattice mode are indicated. Zero-
phonon lines are assigned to terminal SLJ states, and the electronic transitions are indi-
cated by horizontal bars above the spectra. The inset shows the first (circled) group of
bands in greater detail, with the displacements from the G3u!G4g origin marked. (Adapt-
ed from [206])
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state to the ladder of f2 levels in Table 8. The first groups of bands are shown
in Fig. 19, with the inset enlarging the initial G3u!G4g(3H4) structure. The
relative intensities of these ED transitions were evaluated by the first term in
Eq. (17), taking into account the mixing of the f2 and f1p1 configurations
[206, 207, 261] and are in reasonable agreement with experiment.

The first 4f3!4f25d bands of Nd3+ in Cs2NaYCl6:Nd3+ have been investi-
gated by ground-state absorption, as well as by excited-state absorption
from the (4F3/2)G8 level at 11,348 cm�1 [247]. The onset of absorption in the
former spectrum is above 45,600 cm�1, with the first maximum at
47,600 cm�1. However, unlike the cases of Ce3+ and Pr3+, no d-f emission is
observed for Nd3+ in hexachloroelpasolite hosts, because the lowest 4f25d
level is rapidly depopulated by nonradiative relaxation to the f3 levels direct-
ly below. This situation differs from YPO4:Nd3+ [262–264] and MYF4:Nd3+

[246, 265, 266] where 4f25d!4f3 emission is observed.

12
Variation Across the Lanthanide Series of Energy Level Parameter Values

One of the outcomes of the spectral analyses is an energy level dataset, as in
Table 8, column �Expt.	. Clearly the most important criterion for the energy
level dataset is that no incorrect assignments are included, which lead to
spurious parameter values and possibly a poor datafit. Systematic errors be-
tween different energy level datasets have often been due to the calibration
from “standard air” wavelengths to vacuum wavelengths. These errors are
small in the infrared spectral region, but are up to 10–15 cm�1 in the ultravi-
olet. Since the symmetry representations of energy levels are frequently ill-
defined, often an experimentally-determined energy level is matched with
the closest calculated energy level, and this is more permissible when all lev-
els of a given multiplet term have been identified. However, different fits
have often switched certain symmetry irreps for levels of incompletely-as-
signed terms. The second criterion for the energy level dataset is complete-
ness. Extensive datasets have been presented for a few other systems, such
as for the garnets and LaX3:Ln3+, where about 100 levels have been fitted,
but it has been pointed out that the assignments have not always been secure
[267]. In the energy level parametrizations of Cs2NaLnCl6, neglecting Yb3+

and Ce3+, only 7–30 (in 1980, [268]), 19–45 (in 1985, [269]), and 23–61 (in
1994, [72]) CF levels were fitted. The data for other M2ALnX6 systems has
generally been scarce. More recently, the use of TP excitation spectroscopy
[216, 227–230] and ultraviolet emission and absorption spectroscopy [35,
207, 213, 270] have enabled more complete energy level datasets to be tested.
Taking into account the high degeneracies (up to 3) of many of the energy
levels, in several cases the datasets are now among the most extensive of
those available for Ln3+ systems. Table 9 lists some of the previous energy
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Table 9 Selected energy level parametrizations of M2ALnX6 and M2AM0X6:Ln3+ systemsa

System (N:s) Ref. Comments

Cs2NaLnCl6; Ln=Ce(5:1),Pr(30:19),
Nd(7:9),Eu(16:13),Tb(27:8)

[268] g-values and MD linestrengths
also calculated

Cs2NaLnCl6; Ln=Ce (5:1), Pr (33:16), Nd (32:25), Sm
(28:9), Eu (19:12), Tb (27:11), Dy (42:17),
Ho (45:18), Er (35:23), Tm(22:21), Yb (5:40)

[269, 271] Mixed datasets of Cs2NaLnCl6

and Cs2NaYCl6:Ln3+. SCCF fits
for Sm, Dy, Ho. Superposition
model analysis

Cs2NaPrCl6 (27:15);
Cs2NaYX6:Pr3+, X=Cl (27:14), Br (24:16)

[272] SCCF fits also carried out

Cs2NaHoX6, X=Cl (61:15,14), Br (34:7) [273] Fits with and without SCCF;
mixed datasets with diluted
systems

Cs2NaDyCl6 (43:14) [123] Mixed dataset with
Cs2NaGdCl6:Dy3+

Cs2NaGdCl6:Nd3+ (41:15) [274] 3 levels from Cs2NaNdCl6

included
Cs2NaLnCl6: Ln=Ce (5:0), Pr (28:39), Nd (33:21),
Eu (27:12), Gd (35:25), Tb (23:8), Dy (40:15),
Ho (61:13), Er (41:18), Tm (30:33), Yb (5:19);
Cs2NaYCl6:Ln3+: Ln=Pr (25:26), Sm (25:10); Eu (19:12);
Cs2NaGdCl6:Ln3+: Ln=Nd (41:15), Ho (33:5)
Cs2LiErCl6 (29:14)
Cs2NaLnBr6 Ln=Pr (24:39); Ho (37:6); Tm (22:40); Yb
(5:43)
Cs2KPrF6 (4:6); Cs2KYF6:Eu3+ (9:9); Rb2NaEuF6 (9:10)

[72] Mixed datasets with diluted
systems

Cs2NaLnCl6 Ln=Er (35:21); Nd (33:25); Tm (25:32) [275, 276] Relativistic crystal field
Cs2NaLnBr6: Ln=Ce (2), Pr (4); Nd (3); Tb (3);
Dy (5); Ho (5); Er (5); Tm (3); Yb (3)

[60] C4h symmetry Hamiltonian

Cs2NaErCl6 (40:10) [277] SCCF fit
Cs2NaPrCl6 (27:10, 27:8); Cs2NaYCl6:Pr3+ (27:9,27:7) [278] With and without SCCF
Cs2NaYCl6:Tm3+ (36:55, 36:28) [212] With and without SCCF
Cs2NaYCl6:Sm3+ (67:21; 67:20); Cs2NaEuCl6 (77:19;77:16);
Cs2NaYF6:Eu3+ (57:27;57:23); Cs2NaTbX6: X=Cl
(100:19;100:18);
Br (91:21; 91:15)

[216, 279] With and without SCCF

Cs2NaTbX6 X=F (86:26); Cl (125:22;125:20);
Br (28:12)

[223] Chloride with
and without SCCF

Cs2NaEuCl6 (77:16); Cs2NaYF6:Eu3+ (57:22) [228]
Cs2NaYCl6:Sm3+ (67:17) [229]
Cs2NaTbX6: X=F (90:27); Cl (100:19); Br (90:19) [227, 280,

281]
Cs2NaPrCl6 (38:38,38:14); Cs2LiPrCl6 (32:34,32:15);
Cs2NaYCl6:Pr3+ (36:39,36:14)

[207] With and without CI

Cs2NaTmCl6; (38:55;38:11) [213] With and without CI
Cs2NaErCl6; (58:20;58:17, [35] With and without modified

matrix element
Cs2NaErCl6; (75:20;75:11) [282] With and without CI

a The standard deviation, s (cm�1), is defined in [269] as [S(Ecalc.�Eexpt.)2/(N�p)]0.5,
where Ecalc. and Eexpt. are the calculated and experimental energies, N is the number of
energy levels fitted, and p is the number of parameters. Values are rounded to the near-
est integer. Values in italics represent the mean deviation, which does not take into ac-
count the number of parameters employed (p=0). Bold values refer to SCCF or CI fits.
The underlined value refers to the inclusion of a multiplying factor for the matrix ele-
ment h2H(2)kU4k2H(2)i
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level parametrizations for M2ALnX6 systems but is not exhaustive. The num-
ber of levels fitted, and the resulting standard deviation, are also included in
the table. Apparently very good energy level fits in some cases may result
from over-parametrization, omission of energy level outliers in the fit, inclu-
sion of incorrect assignments, or from the fit of only one or two SLJ terms.
The standard deviations of the fits are generally not as good as those ob-
tained in the analysis of Ln3+ at low symmetry sites, since the presence of a
much larger number of CF parameters in the latter case can absorb some of
the deficiencies in the model [271].

Often the energy level fitting process is performed by first fitting the en-
ergy level SLJ baricenters, and then fitting the CF parameters to the splitting
of the J levels [283, 284]. Certain parameter values can vary wildly if not
constrained in the early stages of fitting [207, 230].

12.1
Atomic Hamiltonian Parameters

Figure 20 shows a plot of the Slater parameters against atomic number, with
data from the most extensive fits of each lanthanide ion in the series
Cs2NaLnCl6. Most of the parameters from the fit of 77 energy levels for Eu
[228] are far from the general trend (as marked for the F4 graph, for exam-
ple). The lower points for Eu (not labelled) in the Fk plots are from the 27-
level fit [72]. The ratios F2/F4 and F4/F6 are 1.36€0.10 and 1.48€0.08, respec-
tively, and are fairly close to those expected for a Coulomb field. The log-log
plot of the spin-orbit coupling constant, zf, against atomic number, Z, shows
a slight curvature (Fig. 21), and from the plot of zf against Z, the empirical
relationship between these two quantities is

zf ¼ 18;704	614ð Þ� 725	19ð ÞZþ 7:13	0:15ð ÞZ2;R2¼ 0:9999 ð54Þ

The parameter a generally lies in the range 15–25 cm�1, with apparently
anomalous values in the fits of Eu3+ [228] and Gd3+, Tm3+ [72], and does not
exhibit a clear trend. The parameter b generally lies between �500 to
�800 cm�1, and g generally needs to be constrained in the fits, to within a
reasonable range. In some of the energy level fits, the parameters Mj, Pk or
Ti were constrained, but there are no clear trends for these parameter values
across the series Cs2NaLnCl6.

The effects upon the free ion parameters through the replacement of Na
by Li, or Ln by Y or Gd, are negligible. There are small, systematic differ-
ences in the energy level schemes of these systems which, within the experi-
mental errors, do not translate into significant parameter differences for the
Cs2ALnCl6 systems studied [72, 207]. Even the replacement of the first near-
est neighbour Cl in LnCl6

3� by Br leads to the following four (Br/Cl) param-
eter ratios near unity for four different Ln3+ systems [72, 223]: F2

0.999€0.005; F4 1.015€0.030; F6 1.010€0.035; zf 0.999€0.003. The data are
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scarce for M2ALnF6 systems [72, 223], but the ratios (Cl/F) are found to be:
F2 0.995€0.006; zf 0.997€0.006.

12.2
One-electron Crystal Field Parameters

The fourth and sixth degree CF parameters from some previous energy level
fits for Cs2NaLnCl6 systems are plotted against atomic number of Ln in
Fig. 22, and it is evident that considerable data scatter results. Indeed, it has
been realized for some time for the system Cs2NaLnCl6 [147] that the CF pa-
rameters exhibit a SLJ-term dependence (see Sect. 12.3), so that different

Fig. 20 Plots of Slater parameters Fk against atomic number for Cs2NaLnCl6, from Pr
(Z=59) to Tm (Z=69). (Data from [35, 72, 207, 213, 216, 223, 229, 270])

234 P.A. Tanner



Fig. 21 Plot of log(spin-orbit coupling constant, zf, in cm�1) against log(atomic number)
for Cs2NaLnCl6. (Data as in Fig. 20)

Fig. 22 Plots of fourth and sixth degree crystal field parameters against atomic number
from Ce (Z=58) to Tm (Z=69) for Cs2NaLnCl6. (Data as in Fig. 20)
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values are obtained when fitting different numbers of levels, different multi-
plets, or by differently weighting the levels in the fits. The linear regression
lines (not shown) for Fig. 22 are

B4
0¼ 4701	479ð Þ� 45:8	7:5ð ÞZ;R2¼ 0:674 ð55Þ

B6
0¼ 992	 150ð Þ� 12:3	 2:4ð ÞZ;R2¼ 0:601 ð56Þ

Generally, but with notable exceptions, the CF parameters are greater for
larger lattice parameters, as for the earlier members of the lanthanide series
in Cs2NaLnCl6. The most comprehensive comparison of CF parameters for
Cs2NaLnX6 systems has been made for Ln=Tb, X=halide. The approximate
values (in cm�1) of B4

0 were 3163, 1718, 1383; and of B6
0 were 242, 180, 121

for F, Cl, Br, respectively [223, 230]. In this case, the CF parameters are
smaller for increasing lattice parameter in Cs2NaTbX6.

The comparison of the energy level datafits with those for other systems
should take into account the fact that only two CF parameters have been em-
ployed for M2ALnX6, whereas the number is considerably greater for other
systems where Ln3+ is doped, for example: 9 for Y3Al5O12 (YAG) and LaF3; 6
for CsCdBr3 and Cs3Lu2X9 (X=Cl, Br). As an example, the CF parameters
from the Cs2NaErCl6 datafit [35] are compared with those for Er3+ in several
lattices in Table 10, using the CF strength, Sk, which is a spherical parameter
independent of the crystal symmetry:

Sk¼
"

7= 2kþ 1ð Þ 3 3 k
0 0 0

� �2 X

q¼�k;k

ðBk
qÞ

2

#1=2

ð57Þ

The comparison is made with respect to uncorrected CF parameters, i.e.
without empirical correction or correlated CF (CCF) contributions. The in-
clusion of this second-order CF effect does not, at least in the studies of oth-

Table 10 Fourth- and sixth-order crystal field strength, Sk (in cm�1), from various energy
level fits for Er3+ in crystals (from [35])

System Ref. Site symmetry Na S4 S6

YAG 285 D2 9 337 207
YVO4 286 D2d Not stated 184 92
LaCl3 287 C3h 4 38 76
LaF3 288 C2v 9 123 153
CsCdBr3 289 C3v 6 238 31
Cs3Lu2Br9 290 C3v 6 251 44
Cs3Lu2Cl9 291 C3v 6 257 48
Cs2NaErCl6 277 Oh 2 272 61
Cs2NaErCl6 35 Oh 2 287 60

a Number of crystal field parameters fitted
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er systems which are quoted here, change significantly the values of the CF
strength parameters which describe a first-order CF effect. For instance, the
changes in the magnitude of the k=4 CF strength amount to 1, 8 and 0% for
garnets [285], CsCdBr3 [289] and Cs3Lu2Cl9 [291], respectively. For the com-
pounds with Cs+ cations in Table 10, the k=4 and 6 CF strengths show an
increasing trend from Br to Cl nearest neighbours of Er3+. The expected
trend from Cl to F is observed in LaX3. The CF strengths for the dimeric
system Cs3Lu2Cl9 (where three Cl atoms are shared by two Er3+, each of
which are 6-coordinate) and the system Cs2NaErCl6 are fairly similar, prov-
ing that their environments are not very different, as considered in more de-
tail in [35].

12.3
Refinements to the Energy Level Parametrization

In the conventional CF analyses of lanthanide ion systems, the CF splittings
of certain multiplet terms (e.g. Ho3+ 3K8; Pr3+ 1D2; Nd3+ 2H(2)11/2) were poor-
ly modelled. The SLJ-dependence of the CF parameters, and their irregular
behaviour on crossing the lanthanide series, prompted the introduction of
further phenomenological parameters into the CF Hamiltonian. CF parame-
ters which accurately model low-lying multiplets give poor fits for higher-
energy multiplet terms. The one-electron CF model assumes that the CF po-
tential experienced is independent of the properties of the remaining elec-
trons, despite their strong electrostatic correlation [223]. Correlation CF cor-
rections to the Hamiltonian have been proposed by Newman and Judd,
which take into account the different interactions with the ligand field of
multiplet terms with different orbital angular momenta (orbitally-correlated
CF) as well as the different interactions of multiplet terms with different spin
(spin-correlated CF). The two-electron correlation terms introduce up to
637 parameters for systems with C1 site symmetry, which reduce down to 41
parameters for Oh symmetry [284]. The spin-correlated CF has received
most attention. It is argued that because spin-parallel electrons are subject
to an attractive exchange force they are expected to occupy orbitals with a
more compact radial distribution than spin-antiparallel electrons. Thus,
spin-anti-parallel (minority spin) electrons should be subject to stronger CF
interactions [292]. Most of the earlier CF analyses for M2ALnX6 systems
were carried out on limited datasets pertaining to maximum multiplicity
states, so that the importance of this hypothesis could not be evaluated fair-
ly.

The practice in modifying the CF Hamiltonian to include spin-correlation
has been to replace the one-electron CF

P
i

Bk
qCk

q ið Þ by
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X

i

½Bk
qCk

q ið Þþbk
qS � siC

k
q ið Þ� ð58Þ

where the sum runs over the 4f electrons. Although the simplicity of the ad-
ditional term suggests the inclusion of a pseudo-one-body operator, it actu-
ally involves a two-body operator since S¼

P
j

sj: Usually, the ratio ck¼

bk
q=Bk

q is taken to indicate the importance of the spin-correlated CF. For
terms of maximum multiplicity, the spin-correlated CF is proportional to
the one-electron CF, so that it is important to include non-maximum multi-
plicity terms to determine the bk

q parameters. It has been argued [269] that
the �sudden drop	 in sixth-rank CF parameters in the second-half of the lan-
thanide series is due to the fact that the matrix elements of the one-electron
operators in Eq. (10) change sign, whereas the matrix elements of the two-
electron operators do not. Thus the one- and two- electron contributions
add in the first half of the series and cancel in the second half. However,
whether there is actually a �sudden drop	 is not clear from Fig. 22.

The earlier attempts to improve the CF analyses of M2ALnX6 systems by
incorporating terms of the type in Eq. (58) were not very successful in great-
ly reducing the mean deviation (for example, [272, 273]) although the term
dependence of the ratio B4

0=B6
0 was removed. Subsequently, a simplified �d-

function	 model, which assumes that the dominant contributions to the cor-
relation CF interactions come from paired electrons within the same angular
orbital (with opposite spin), was used to fit the Pr3+ energy level scheme in
Cs2NaPrCl6 [293]. Two problematic terms in this case, using a one-electron
CF Hamiltonian, are 1D2 and 1G4 (Table 8). In fact, the calculated energies
[293], using the d-function model, were 9810 cm�1 for level 24 (G1) and
10522 cm�1 for level 27 (G5), both of 1G4, which are far from the experimen-
tal values (Table 8).

With the advent of more extensive datasets, further impetus was placed in
the application of the spin-correlated CF model, with rank 4 and 6 operators
[223, 267, 279, 281, 294]. The improvement in the standard deviation of the
CF analysis for 91 levels of Cs2NaTbBr6 with the inclusion of these two addi-
tional parameters is 27%, but rather less for Cs2NaYCl6:Sm (1.4%), Cs2NaEu-
Cl6 (14.1%), Cs2NaYF6:Eu (15.4%) and Cs2NaTbCl6 (8.4%). The improve-
ment for the Cs2NaTbX6 systems is more marked for X=Br than X=F, since
the 5D, 5G and 5H CF levels are poorly fitted in the former case [267]. It was
suggested that these results, and the signs of ck parameters for several sys-
tems, show the importance of the orbitally correlated CF [223], and of ligand
polarization and covalency in determining the correlation CF [212, 223, 267,
279, 281]. However, to conclude from the most recent CCF fits, there is no
�magic fix	 CCF parameter which significantly improves the standard devia-
tion of energy level fits and �rehabilitates the rogue multiplets	 [280].
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The calculated splitting of the 2H(2)11/2 levels in Er3+ [295] (and Nd3+

[296]) compounds is always smaller than experimental splitting. An empiri-
cal correction has been proposed which includes a multiplying factor for the
fourth-order diagonal reduced CF matrix element 2H 2ð Þh j C4j j 2H 2ð Þj i. The
correction is efficient for 2H(2)11/2 and 2H(2)9/2 and for those levels which
are coupled to them by spin-orbit interaction, such as 4I9/2, 4F9/2 and 4G11/2.
With the multiplying factor 1.717, the mean deviation in fitting 58 levels of
Cs2NaErCl6 was decreased by 18% [35]. This correction has approximately
the same effect as the g4

10;A operator of the correlation CF.
It is, however, more pleasing to have a physically intuitive model which

improves the fitting process. Denning [267] has pointed out that the correla-
tion CF effective operator arises from terms of the type

HCCF ¼� 1=DEð Þ
�X

m

yih jG ymj i ymh jHCFjyf iþ
X

m

yih jHCF ymj i ymh jGjyf i
�

ð59Þ

where G is the Coulomb operator, and the sum is over the states ym of the
same parity configuration that differs from fN by two electrons. An alterna-
tive fitting process employs first-order CF matrix elements between the
states of the fN configuration and interacting states of other configurations.
This is a more natural way of correcting the energies of fN CF states because
no new hypotheses need to be included, but the CF model is extended to in-
clude relevant states whose symmetries permit interaction with fN states.
Faucher and Garcia have successfully employed this model to the refinement
of the energy level structure of PrCl3 and other systems, by including inter-
actions with the 4fN�15d configuration via odd-rank CF parameters [297,
298]. In other cases, however, the configuration interaction of 4fN with
4fN�16p via even-rank CF parameters was found to be most effective in re-
ducing the fitting errors [299–301]. Indeed, this type of configuration inter-
action has been found to be the case in centrosymmetric systems [302]
where the CF interaction of fN states with fN�1d is forbidden by symmetry.
In Table 8 the energy level fits for Pr3+ in Cs2NaPrCl6, with and without the
inclusion of 4f6p configuration interaction, are compared. The mean devia-
tion of the energy level fit is reduced by a factor of 2.9 (from 32.7 cm�1 to
11.6 cm�1), and the CF splittings of 1D2 and 1G4 are well-modelled [207]. The
additional parameters introduced into the fit are required to describe the ex-
cited configuration 4f6p and its interaction with 4f2. These were the inter-
configuration parameters, Rk; the spin-orbit coupling parameter, zp; and the
CF parameter B4

0ðf ;pÞ, so that 13 (instead of 10) parameters were varied
freely. In the case of Pr3+, and especially for the 1D2 and 1G4 states, it is ob-
served that the configuration interaction is primarily due to certain large CF
matrix elements between the two configurations, and the expression for
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their calculation has been given in [207]. The extent of interaction is reflect-
ed in the eigenvectors of the CF states, for example, for the f2 level at
10327 cm�1, the wavefunction is

f2� �
1G4 aG5ð Þ ¼ 64:09%1G4 f2� �

þ 32:09%3F4 f2� �
þ1:60%3H4 f2� �

þ0:36%1G4 fpð Þþ 0:25%1F3 fpð Þ ð60Þ

The quality of the CF fit for Pr3+ in Cs2NaPrCl6, including configuration
interaction, is not sensitive to the variation of the energy gap between the
4f2 and 4f6p configurations. This is not the case for Tm3+ systems, and in
addition the perturbing configuration is found to be of the type f13p5 [303]
rather than f11p. For example, the mean deviation in fitting 38 (out of a pos-
sible 40) energy levels of Tm3+ in Cs2NaTmCl6 is reduced from 55.4 cm�1 to
10.9 cm�1 by including the f12p6/f13p5 configuration interaction. The nature
of the f13p5 configuration is of interest. Since the gap between 4f12 and this
configuration is fitted to be at 38,500 cm�1 (rather than the expected ca.
200,000 cm�1 for 4f135p5), and Ionova et al. [246] have assigned charge trans-
fer bands at ca. 48,000 cm�1 in the spectra of TmCl6

3�, it is assumed that the
p-orbital hole is not in the Tm3+ 5p orbital but within the chloride ligand 3p
orbital [213]. Further evidence for the interaction of the fN configuration
with a charge transfer configuration comes from the fit of 75 levels of Er3+

in Cs2NaErCl6 with a mean deviation of 10.5 cm�1, compared to that of
19.8 cm�1 in the standard one-electron model [282]. The p electrons in-
volved originate from the 3p6 chloride orbitals, which are in part projected
onto the central Er3+ coordinate system as a unique orbital with p-character
[282]. The preferred interaction of 4fN configurations with 4fN�14p1 at the
beginning of the lanthanide series, and with 4fN+13p5 at the end of the
Cs2NaLnCl6 series, follows the respective tendencies of Ln3+ ions to oxida-
tion and reduction. Furthermore, these trends in the mixing of ligand p-or-
bital character into fN configurations can explain the variation of electron-
phonon coupling strengths across the lanthanide series, since these are
strongest at the beginning and at the end of the series. The appreciable li-
gand orbital admixture is also expected to be important in energy transfer
processes.

In studies of low-symmetry systems, the inclusion of a second-order cor-
relation CF effect does not change significantly the values of the CF parame-
ters which describe the first-order CF effect [35]. More sensitive changes
might be anticipated with the use of only two first-order CF parameters for
M2ALnX6 systems. It is found that the inclusion of two correlation CF pa-
rameters increases the value of B4

0ðB6
0Þ by 2.2% (10.4%) in Cs2NaPrCl6 [272],

but decreases the respective values by 23.8% (16.1%) in Cs2NaYCl6:Tm3+

[212]. These changes in parameter values are outside the fitting errors of the
first-order CF parameters. However, the outcome is even more dramatic
when the values from fits with and without the inclusion of configuration in-
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teraction are compared. For Cs2NaPrCl6, the value of B4
0ðB6

0Þ without the in-
clusion of configuration interaction increases by 72% (172%) [207], whereas
the corresponding values show a decrease of 59% and an increase of 210%
for Cs2NaTmCl6 [213]. Clearly, the values of CF parameters for different Ln3+

should be compared with caution.
A criterion for evaluating incorrect energy level assignments has recently

been proposed [304]. The barycentre energies of 2S+1LJ terms are plotted
against one another for a series of systems containing the relevant Ln3+ ion,
and the deviation from linearity is taken to indicate an incorrect assignment
in a particular system. When the barycentre data for 3P0 and 3P1 are plotted
against one another, the data point from Cs2NaPrCl6 sits upon the straight
line fit. However, Fig. 23 shows that considerable scatter occurs in the plot of
the 1D2 barycentre energy against 3P0. This may not only represent the pos-
sibility of incorrect assignments, but alternatively, of cases where the 1D2

levels are perturbed by configuration interaction. Thus the Cs2NaPrCl6 data
point in Fig. 23 lies about 50 cm�1 away from the best-fit line.

Fig. 23 Plot of 1D2 barycentre energy against 3P0 nondegenerate level energy for Pr3+ in
various systems. (Data from [207]). The best fit line is drawn through the points
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13
Energy Transfer in M2ALnX6 Systems

Much of the motivation for the study of the electronic, vibrational and vi-
bronic properties of M2ALnX6 systems is towards the understanding of ET
phenomena. ET can involve the radiationless transfer of energy from the site
of its absorption in a crystal by a donor (sensitizer), over distances greater
than interatomic separations, to an acceptor (activator) without collision or
conversion to thermal energy. The transfer is resonant if the energy trans-
ferred matches the difference in electronic energy between levels of both the
donor and acceptor systems. More often, nonresonant ET involves the cre-
ation or annihilation of phonons at the donor and/or acceptor sites. Radia-
tive ET from a donor to an acceptor involves a photon, and the donor life-
time is unchanged unless it is the same species as the acceptor.

The fN excited states of Cs2NaLnX6 systems are long-lived (Table 11). Life-
times of fN�1d states are listed in Table 12. Although ET can be very efficient
in these crystals their softness and hygroscopic properties make them un-
suitable for optical applications. However, due to the high site symmetry of
Ln3+, these materials serve as model systems for understanding ET process-
es of lanthanide ions.

Neglecting effects due to stimulated emission and reabsorption of emitted
light, for one type of emitting centre in a M2ALnX6 system, the (natural) life-
time t of a particular state is related to the population or emission intensity
of a transition from that state, I, at time t, following pulsed excitation at t=0,
by

I tð Þ ¼ I 0ð Þexp �ktð Þ; where k¼ 1=t ð61Þ

where k is the sum of the radiative (kr) and nonradiative (knr) decay process-
es. Some of the tabulated lifetimes (Table 11) are approximate due to devia-
tions from exponential behaviour. However, it is clear that the lifetimes are
longer than for Ln3+ at lower symmetry sites. For example, compare the
4F9/2, 4I9/2 lifetimes of Er3+ in LaF3:Er3+ (0.1 mol%): 0.75, 0.15 ms [349],
CaF2:Er3+ (0.2 mol%): <0.98, 0.02 ms [350], YVO4:Er3+ (1 mol%): 10, 10 ms
[286] (where the Er3+ site symmetries are C2, tetragonal and D2d, respective-
ly) with those listed in Table 11. The variation in measured lifetimes from
sample to sample (Table 11) is due to the crystal quality, since M2ALnCl6

systems in particular are moisture sensitive. Excited states are then
quenched by the ET to trap sites such as those with oxychloride or hydrox-
ide species coordinated to Ln3+.

Studies in the 1970s by Weber [351], Watts [352] and others have shown
that three regimes occur for ET when the donor (i.e. sensitizer, D) concen-
tration is increased: (i) when the concentration of donors is small, direct
(one-step) relaxation from an excited donor (D*) to an acceptor (i.e. activa-
tor, A) without diffusion occurs (giving nonexponential donor decay, fol-
lowed by exponential decay); (ii) at higher donor concentrations, fast migra-
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tion between donors before ET from D* to A gives an exponential decay of
donor emission; and (iii) at low A concentrations, diffusion-limited decay
occurs (with a time-dependent change from non-exponential to exponential
donor decay). Case (ii) may be analysed by a hopping mechanism, which

Table 11 Natural lifetimes of 4fN CF levels in M2ALnX6 systemsa

Ln3+ Host (dopant
conc. mol%)

Lumines-
cent SLJ
term

Temp.
(K)

Lifetimeb Reference

Pr Cs2NaPrCl6 3P0 80 [10] 53€9* [140€4*] [147]

Cs2NaPrCl6 3P0 80 [20] 43* [108*] [305, 306]

Cs2NaYCl6 (10) 3P0 300 118* [260]

Cs2NaYCl6 (~1) 3P0 300 [80]
10

141€20* [273€15*]
413€2*

[147]

Cs2NaYCl6 (0.1) 3P0 80 [20] 277* [473*] [305, 306]

Cs2NaYBr6 3P0 300 [80]
10

87€7* [266€30*]
575€50*

[147]

Cs2NaYBr6 3P1 300 [80] 87€7* [49€2*] [147]

Nd Cs2NaNdCl6 4D3/2 300 75** [247]

Cs2NaNdCl6 4F3/2 300 [77] 1.2 [5] [307, 308]

Cs2NaLnCl6 (1)
(Ln=Y, La)

4F3/2 300 [77] 4.1 [11] [307, 308]

Cs2NaYCl6 (0.5,1,5) 4D3/2 300 100*, 90*, 70* [247]

Cs2NaGdCl6 (1) 4F3/2; 4G7/2 300 [80] 4.3 [6.4]; 30€4*
[74€6*]

[274]

Cs2NaYbCl6 (99) 4F3/2 300 700* [274]

Rb2KNdF6 4F3/2 300 318* [309]

Cs2KNdF6 4F3/2 300 717* [309]

Cs2KLaF6 (10, 40) 4F3/2 300 3.2, 1.4 [309]

Rb2NaYF6 (1) 4F3/2 4, 77, 300,
568

6, 10.7, 4.4, 2.85 [259]

Sm Cs2NaSmCl6 4G5/2 10 [300] 86* [3.2*] [310–312]

Cs2NaYCl6 (0.5) 4G5/2 10 17 [310, 313, 314]

Cs2NaGdCl6 (0.1) 4G5/2 10 [300] 17 [9.3] [311, 315–318]

Eu Cs2NaEuCl6 5D0 295 [80] 0.65 [68*] [319]

Cs2NaEuCl6 5D0 12 5.6€0.7 [320, 321]

Cs2NaEuCl6 5D1 293 [80] (66€3)* [0.53€0.03] [320, 322]

Cs2NaEuCl6 5D2;5D1;5D0 300 [80] 80* [520*]; 0.16 [0.71];
2.0 [2.7]

[323]

Cs2NaYCl6 (1) 5D1; 5D0 12 7.4€0.5;11.1 [320, 322]

Cs2NaTbCl6

(1–15)
5D1 293 [80] 24€1* [1.3€0.1] [324–326]

Cs2NaGdCl6 5D1 80 8.3 [317]

Cs2NaYF6 (0.1, 20) 5D1; 5D0 295 1.24€0.05, 0.22€0.01;
15€1, 13€1

[25]

Cs2NaYF6 (0.1, 20) 5D2; 5D1; 5D0 4 84€4*, 49€3*; 2.7€0.1,
2.5€0.1; 15€1, 15€1

[25]

Gd Cs2NaGdCl6 6P7/2 4.2 13€2 [327]

Cs2NaGdCl6 6I7/2 4.2 3.1€0.2 [327]

Spectra, Energy Levels and Energy Transfer in High Symmetry 243



Ln3+ Host (dopant
conc. mol%)

Lumines-
cent SLJ
term

Temp.
(K)

Lifetimeb Reference

Tb Cs2NaTbCl6 5D3; 5D4 8 45*; 9.5 [242]

Cs2NaTbCl6 5D4 293 [80] 6.6€0.2 [9.4€0.2] [324]

Cs2NaYCl6 (1) 5D4 293 [80] 6.9€0.2 [9.9€0.4] [324]

Cs2NaTbF6 5D3;5D4 77 [10] 4* [14*]; 16.9 [17.3] [328]

Cs2KInF6 (0.1–10) 5D3;5D4 16 8; 18 [329]

Cs2NaTbBr6 5D3;5D4 77 [10] 32* [110*]; 5.9 [4.0] [230, 330]

Ho Cs2NaHoCl6 5I7 85 50 [122]

Cs2NaHoCl6 5I5 300 [85] 48 [108] [331]

Cs2NaHoCl6 5F3; 5F5 20 1.2€0.5; 15 [148, 332]

Cs2NaHoCl6 5F5 300 [80] 10 4.5 [5.5] 6.9 [323, 333]

Cs2NaHoCl6 5F5 300 [85] 7 [10] [186]

Cs2NaHoCl6 5I7; 5I5; 5F5 300 27€9; 48; 7 [185]

Cs2NaHoCl6 5I7; 5I5; 5F5 85 35€15; 107; 10 [185]

Cs2NaHoCl6 5I4; 5F5; 5F3 15 75; 12€3; 1.2€0.5 [185]

Cs2NaYCl6 (0.01) 5F5 295 [80] 5.5 [14.7] [334]

Cs2NaYCl6 (1, 20) 5F5 300 [80] 5.9 [6.5], 6.1 [6.6] [323, 333]

Cs2NaYCl6 (0.7) 5F3; 5S2 15–20 9.3€2; 40€2 [148, 185]

Cs2NaSmCl6 (98) 5F5 300 [80] 70* [50*] [333]

Cs2NaYbCl6 (99) 5F5 300 [80] 35* [20*] [333]

Cs2NaYbCl6 (99) 5F5 300 [85] 300* [140*] [149]

Cs2NaYbCl6 (1) 5F3; 5S2 20 9€2; 44€15 [185]

Cs2NaGdCl6 (1) 5F3; 5S2; 5F5 300 2.8€0.1; 6€2; 7 [185]

Cs2NaGdCl6 (1) 5F3; 5S2; 5F5 85 5.7€0.1; 19.9€0.6;
22.5€1.5

[185]

Cs2NaGdCl6 (1) 5F3; 5S2; 5F5 20 8.5€1.5; 38€3; 28€5 [185, 148]

Cs2NaTmCl6 (99) 5F3; 5F5 20 270*; 2 [332]

Cs2NaErCl6 (99) 5F5 300 [85] 0.2–1 [0.1–0.6] [186]

Cs2NaHoBr6 5F5 300–30 0.6–1.1 [187]

Cs2NaHoBr6 5F3 20 80* [187]

Cs2NaHoBr6 5I5 300 [85] 11 [16] [187]

Cs2NaYBr6 (dilute) 5F3; 5F5; 5I5 300 [85] 1 [3.3]; 4.4 [14]; 66 [102] [187]

Er Cs2NaErCl6 4I9/2; 4F9/2;
4S3/2; 2G9/2

85 18.9€1.3; 7.5; 4.6€0.5;
4.4€1.0

[335]

Cs2NaErCl6 4I13/2; 4I11/2;
4I9/2; 4F9/2;
4S3/2

300 [77] 22 [-]; - [4.7]; 6.5 [21];
3.8 [8.5]; 0.5 [0.5]

[336, 337]

Cs2NaErCl6 4F9/2 1.2 9.1 [338]

Cs2NaErCl6 4S3/2; 4I9/2 50–300 Graphical form [339]

Cs2NaYCl6 (0.1–100) 4S3/2; 4F9/2;
4I9/2

10–300 Graphical form [340, 341]

Cs2NaYCl6 (0.1, 100) 4S3/2 80 8.2, 4.0 [342]

Cs2NaYCl6 (2, 10) 4S3/2; 4I11/2 15 11.2, 11.0; 83.6, 45 [343]

Cs2NaEr0.2Yb0.4Y0.4Cl6 4I11/2; 4I9/2;
4F9/2; 4S3/2

300 4.1; 32.5; 8.6; 0.37 [337, 339]

Table 11 (continued)
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also predicts an exponential donor decay, but which leads to a different de-
pendence upon donor concentration and interaction parameters.

Generally, CF levels within a given multiplet term are in thermal equilib-
rium (i.e. they have the same lifetime). A slow relaxation rate (k0) from an
upper to a lower multiplet term (shown in Fig. 24a) produces a noticeable
rise-time in the decay of emission from the lower state, following pulsed ex-
citation:

I tð Þ ¼ I 0ð Þexp �ktð Þþ I0 0ð Þ k0= k�k0ð Þ½ � exp �k0tð Þ� exp �ktð Þ½ � ð62Þ

where I0(0) is the population of the upper state at t=0.

Ln3+ Host (dopant
conc. mol%)

Lumines-
cent SLJ
term

Temp.
(K)

Lifetimeb Reference

Tm Cs2NaTmCl6 3H4 300 [20] 1 [1.6] [332]

Cs2NaTmCl6 3P2 300 59* [344]

Cs2NaTmCl6 3H4 300 4* [345]

Cs2NaYCl6 (1, 5, 25) 1D2; 1G4; 3H4 300 71*, 60*, 54*; 380*, 300*,
130*; 990*, 930*, 580*

[345]

Cs2NaGdCl6 (1) 1G4; 3H4 20 6; 20–50 [332]

Cs2NaGdCl6 (0.1) 1G4 10 4.5 [346]

Cs2NaGdCl6

(0.1, 1, 10)
1D2; 1G4; 3F3;
3H4

300 101*, 95*, 51*; 1.92, 1.30,
145*; 243*, 194*, 75*; 3.9,
4.1, 3.3

[344, 347]

Cs2NaHoCl6 (1) 3F3 20 2 [332]

Yb Cs2NaHoCl6 (1) 2F5/2 300 [30] 6 [13] [149]

Cs2NaHoCl6 (50) 2F5/2 300 1 [149]

Cs2NaNdCl6 (60) 2F5/2 300–13
[13–12]

150? [5.3] [348]

a The variations are due to changes in crystal quality, absorption of moisture and the
presence of concentration gradients in crystals
b Values are in ms except starred values: * in ms; ** in ns

Table 11 (continued)

Table 12 Lifetimes of 4fN�15d CF levels in M2ALnX6 systems

Ln3+ Host (dopant
conc. mol%)

Luminescent
SLJ term

Temp.
(K)

Lifetime
(ns)

Reference

Ce Cs2NaYCl6 (10) d1 T2g 300 ~30 [260]
Cs2LiLaCl6 (1) d1 T2g 300 36.4€0.3 [256]
Rb2NaYF6 (1) d1 T2g 300 70–90 [258]
Cs2NaYF6 (1) d1 T2g 300 42 [258]

Pr Cs2NaPrCl6 f1d1 3F2 8 13 [206]
Cs2NaYCl6 (1) f1d1 3F2 8 18 [206]
Cs2NaYCl6 (10) f1d1 3F2 300 ~20 [260]
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Single-ion nonradiative decay for Ln3+ diluted into transparent host elpa-
solite crystals, where the energy gap is greater than the Debye cutoff, is pri-
marily due to multiphonon relaxation (with rate kmp). In some cases, first
order selection rules restrict phonon relaxation between states, such as be-
tween G1g and G4g, or between G2g and G5g, CF states for MX6

3� systems. The
dependence of the multiphonon relaxation rate, kmp, upon the energy gap to
the next-lowest state (DE) has been investigated for other systems and is giv-
en by a relation such as [353, 354]

kmp¼ b exp �aDEð Þ½ � ð63Þ

Fig. 24a–j Energy transfer mechanisms in M2ALnX6 systems: a multiphonon relaxation;
b migration; c cross-relaxation; d ET upconversion; e second-order two-body ED, ED-ED,
ED ET; f diagonal one-phonon-assisted ET; g nondiagonal one-phonon-assisted ET; h TP
absorption; i excited state absorption terminating upon electronic and vibronic levels; j
photon avalanche upconversion. D,A represent Donor and Acceptor, respectively. Hori-
zontal or slanted links represent various coupling mechanisms. Wavy arrows represent
phonon emission or absorption. Dashed arrows represent the laser pump. Dashed energy
levels are vibronic states. In most cases, only one illustration of the several possible dia-
grams is given. i, l, f represent fN states, and m is an opposite-parity state. Where applica-
ble, semicircles represent the final D and A states. Refer to Sect. 13 for explanations
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where a and b are constant for a particular host lattice. From a survey of the
luminescent and non-luminescent states of M2ALnCl6 systems it has been
observed that as long as a state is populated, then in the absence of concen-
tration quenching effects or restrictive selection rules, the state should be lu-
minescent provided that DE is spanned by five or more phonons [355]. For
M2ALnCl6 systems, since the highest energy phonon is 279–296 cm�1 for Ce-
Yb (Table 1), this means that DE>ca. 1120–1180 cm�1. Thus, for example in
the Cs2NaLnCl6 series, weak luminescence occurs from the (6F5/2)G7 level of
Dy3+ (DE=1270 cm�1), and from the (4G7/2)G8 level of Nd3+ (DE=1374 cm�1)
[355]. McCaw has pointed out that the lifetimes of states of Cs2NaTbX6 sys-
tems decrease for the heavier halides, which he accounted for by the in-
crease in kr (due to more intense vibronic sidebands associated with higher
ligand polarizability) [330]. Although this seems to be the case for the 5D4

state (Table 11), the lifetime of the 5D3 state shows the reverse trend. A sim-
ple trend is not evident from other systems (e.g. Table 11: Cs2NaYX6:Ln3+,
X=Cl, F). Slower multiphonon relaxation rates due to lower vibrational fre-
quencies would lead to longer lifetimes for systems with the heavier halides.
However, additional factors, such as the crystal quality and ease of hydroly-
sis of M2ALnX6, also play roles in determining the experimental lifetimes of
neat systems.

13.1
Resonant Energy Transfer

In this section, the transfer of excitation energy from the donor to the accep-
tor, with no energy mismatch involved, by the ET mechanism, is discussed.
Other possible transfer mechanisms, such as radiative transfer [356] and
photoconductivity, are not considered here. Nonradiative ET between adja-
cent Ln3+ ions involves only a one-step process which requires the direct
coupling of the ions by various electric (ED-ED, ED-EQ, EQ-EQ), and/or
magnetic (MD-MD) interactions; by exchange interactions if their wavefunc-
tions overlap [357] (not considered to be important since the Ln3+ separa-
tion in Cs2NaLnX6 is large, a/

p
2~0.75 nm, Fig. 1a); or by superexchange in-

teractions involving intervening ions. The donor-acceptor separations for
the elpasolite system Cs2NaTmCl6 are listed in Table 13 for the nth (n=1...6)
nearest neighbour shells.

Examples of two-body ET are shown in Figs. 24b,c. Migration, Fig. 24b,
represents the case when the donor and acceptor are the same species. How-
ever, it can also occur nonresonantly since there may be a slight energy mis-
match from the donor to the acceptor site, which can be compensated by
acoustic phonons. In the second cross-relaxation mechanism, Fig. 24c, the
emission from level f0 is quenched, and level i0 is populated. If the acceptor
level is an excited state (often the same as the donor state, as in Fig. 24d),
the process is called ET upconversion. The term cooperative ET upconver-
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sion (or cooperative sensitization) is generally reserved for the 3-body pro-
cess (not shown) where two donor ions, D*, such as Yb3+ simultaneously ex-
cite an acceptor ion, A, such as Tb3+ [356].

Generally, the ET processes are studied by following the quenching of the
donor emission D*, and its replacement by acceptor emission, A*. For elpa-
solite systems, resonant ET is uncommon in comparison with nonresonant
transfer. One example is the quenching of 1G4 emission in Cs2NaTmCl6, sub-
sequently discussed. The cross-relaxation in Cs2NaSmxEuyGd1-x-yCl6: Sm3+

(4G5/2)G7 [18086]!(6H7/2)G8 [1208] and Eu3+ (7F1)G4 [360]!(5D0)G1 [17208]
shows some mismatch although it has been treated as resonant [315].

The theory of resonant nonradiative ED-ED ET was formulated by F�r-
ster, and extended by Dexter to include other interaction mechanisms. From
the Fermi Golden Rule, the ET rate, WDA, between an excited donor (D*) and
an acceptor (A) in nondegenerate states is proportional to the square of the
interaction matrix element, J, [358]:

WDA¼
4p
h

2

J2Goverlap ð64Þ

where the overlap integral Goverlap is defined as

Goverlap¼
Z

gD Eð ÞgA Eð ÞdE ð65Þ

and gD(E) and gA(E) are the normalized lineshape functions of the radiative
emission of D* and the radiative absorption of A. For electrostatic multipo-
lar interactions, the interaction matrix element is given by

J ¼ D;A�h jHET D�;Aj i ð66Þ

in which HET is the ET interaction Hamiltonian between the k1-pole of D�

and the k2-pole of A [358]:

Table 13 Structural data, MD-MD and EQ-EQ 1G4!3H4 resonant energy transfer rates be-
tween Tm3+ ions in Cs2NaTmCl6 at 300 Ka

n-th nearest
neighbour
acceptor

Distance (pm)
from Tm3+

donor

Number
of like
neighbours

MD-MD
transfer rate
(s�1)

EQ-EQ
transfer rate
(s�1)

1 755.6 12 1.92�104 1.91�105

2 1068.6 6 1200 4882
3 1308.8 24 1420 671
4 1511.2 12 230 187
5 1689.6 24 310 108
6 1805.9 8 60 11

a Effective field effects have not been included. Data from [360, 364]
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HET ¼ e2
X

k1k2
q1q2

Ck1k2
q1q2

D k1ð Þ
q1

D k2ð Þ
q2

ð67Þ

and the angular factor is expressed as

Ck1k2
q1q2

q;fð Þ ¼ �1ð Þk1

Rk1þk2�1

2k1þ2k2þ1ð Þ!
2k1ð Þ! 2k2ð Þ!

� �1=2

� k1 k2 k1þk2

q1 q2 �ðq1þq2Þ

� �
C k1þk2ð Þ

q1þq2
q;fð Þ� ð68Þ

which is another expression of the T factor in Eq. (34).
The overlap integral reflects the requirement of energy conservation in

the ET process. Its value is uncertain because the homogeneous linewidth of
solid-state spectra can be up to three orders of magnitude smaller than the
inhomogeneous linewidth [359]. A value of 8�1021 J�1 has been adopted for
the calculation of MD-MD ET in Cs2NaTmCl6 [360].

Due to such uncertainties, and the lack of knowledge about the electronic
matrix element, J, many previous analyses of ET phenomena have attempted
to ascertain the mechanism from the inter-ion distance dependence of the
transfer rate, which is R�10, R�8 and R�6 for EQ-EQ, EQ-ED and ED-ED (or
MD-MD) ET, respectively. In the Inokuti-Hirayama approach, the donor lu-
minescence intensity as a function of time is given by [361]

I tð Þ=I 0ð Þ½ � ¼ exp ½�t=t0�G 1�3=sð Þ c=c0ð Þðt=t0Þ3=s� ð69Þ

where c0 is the critical transfer concentration and c is the acceptor concen-
tration; t0 is the lifetime in the absence of quenching by the acceptor; and G
represents the gamma function. Here, s is the fitting parameter to identify
the type of multipole interaction, being equal to 6, 8 and 10 for ED-ED, ED-
EQ and EQ-EQ ET, respectively. The model neglects the migration between
donor ions, and does not take into account the angular dependence of do-
nor-acceptor transfer. It has been employed to analyse the quenching of the
1G4 blue emission in neat Cs2NaTmCl6 [346]. Several of the cross-relaxation
pathways are resonant to within experimental error, and one of these,
Fig. 24c, is

D�f 0ð1G4ÞG5g 20;851½ �þAið3H6ÞG1g 0½ �!Df 3H5
� �

aG4g 8241½ �

þA�i0 3H4
� �

G3g 12;607½ � ð70Þ

The efficiency of luminescence quenching, h:

h¼WDA= WRADþWDAð Þ ¼ 1� t=t0 ð71Þ

where t and t0 are the lifetimes with, and in the absence of ET, is >90% in a
Cs2NaGdCl6:Tm3+ sample with 10 mol% doping. The results indicate that
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s=6, although the curve fitting is rather insensitive to the value of s. The re-
finements to the theory which include migration [362] and the presence of
acceptor sites as discrete shells [363] would require further parameters.

An alternative approach without any fitting is to assume a certain type of
interaction, and then calculate J in Eq. (66), and hence WDA in Eq. (64). This
has been done for the MD-MD interaction in Eq. (70), since the donor and
acceptor transitions are ED forbidden but MD allowed. The interaction ener-
gy is calculated between the magnetic dipoles mD* and mA, for the appropri-
ate orientations and numbers of ions in each acceptor shell [360]. The re-
sults are listed in Table 13, column 4. It is evident that the dominant D*-A
ET interaction occurs for the 12 Tm3+ nearest neighbours, with a nonradia-
tive ET rate of the order 104–105 s�1, so that the efficiency of quenching the
1G4 emission is almost 100% for neat Cs2NaTmCl6, as observed experimen-
tally.

Other resonant (as well as nonresonant) quenching mechanisms are how-
ever, possible, for this system. For example, considering the fact that both
nonradiative transitions are EQ allowed, the site-site coupling strength is
given by

J ¼ h3H4;
3H5jHDA

3H6;
1G4

�� 

ð72Þ

where HDA is the EQ-EQ interaction operator, and the values of WDA thus
calculated [364] for EQ-EQ interaction are listed in Table 13, column 5. The
ET rate now exceeds that due to MD-MD interaction, for the nearest accep-
tor shells, and the first nearest-neighbour EQ-EQ ET dominates. It has been
pointed out that the EQ-EQ ET rate differs from the MD-MD ET rate not
only in its stronger dependence (by a factor R�4) upon donor-acceptor dis-
tance, but also regarding its geometrical anisotropy [364, 365].

EQ-EQ energy migration is calculated to be fast (~107 s�1) for the 1G4

state of Tm3+ in Cs2NaTmCl6 [364], and of the order 109 s�1for the 2F5/2 state
of Yb3+ in Cs2NaYbCl6 [366]. For other cases, such as the 5D0 state of Eu3+ in
Cs2NaEuCl6, migration is not possible by ED-ED, MD-MD or EQ-EQ mecha-
nisms. Besides exchange interactions, one further mechanism can be formu-
lated by taking F�rster-Dexter theory to higher order, where donor and ac-
ceptor ions undergo virtual transitions to opposite-parity intermediate
states, as in Fig. 24e, where D and A are the same species [367]. Following
this ED,ED-ED,ED mechanism, the migration rate to first shell neighbours
for the 5D0 state of the above Eu3+ system is calculated to be ~500 s�1. Exper-
imental measurements of the luminescence decay from 5D0 in neat Cs2Na
EuCl6 have been made at long decay times [321]. In this regime, migration
becomes important and the decay is exponential with a decay constant
k+kM, where kM is the migration rate. The derived value of kM was in the re-
gion 102 s�1, in reasonable agreement with calculation.
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13.2
Phonon-assisted Energy Transfer: Diagonal Process

The CF of Ln3+ varies from site to site due to the presence of defects, dislo-
cations or lattice strains which inhomogeneously broaden and shift the en-
ergy levels. In this case, and also in other cases where there is an energy
mismatch between the donor and acceptor excitations, energy conserving
mechanisms are required. These can involve many-body processes [356] or
the absorption or emission of phonons (crystal lattice vibrations). The con-
ventional theory of phonon-assisted ET has been proposed [368] (and fol-
lowing the authors Holstein, Lyo and Orbach, it is hereafter abbreviated to
HLO theory), and incorporates electron-phonon coupling as well as multi-
pole interactions between the donor and acceptor ions. This diagonal pro-
cess involves electronic matrix elements between only the donor and accep-
tor f-electron energy levels, such as in Fig. 24f. The matrix element for the
site-site coupling Hamiltonian is given by Eq. (66). Since the multipole inter-
action in a centrosymmetric system is limited to EQ (and higher terms), the
process may be represented by (EQ$EQ,V), where this includes (EQ-EQ,V)
and (V,EQ-EQ) [369], so that theory is of second-order, but it refers to a par-
ity allowed electronic process. As pointed out in [368], the “F�rster” ET rate
for a one-phonon process would be given by the square of the site-site cou-
pling matrix element, multiplied by the convolution of the emission profile
at one site with the absorption profile of the other (with both profiles in-
cluding the vibronic sidebands). However the �spectral overlap	 treatment
approaches the HLO treatment only when the ion-phonon interaction takes
place at one site only. If phonon interactions take place at both sites in the
ET process, the ET rate cannot be obtained from spectral overlap considera-
tions [368].

We only consider the one-phonon-assisted process in the weak-coupling
limit, where D and A are taken to be the same species. For an isotropic crys-
tal, the donor-acceptor ET rate is given, for a large energy mismatch
(~100 cm�1) between the donor and acceptor excitations, DE (also equal to
the phonon energy), under the Debye phonon model, by the expression
[368]

WDA¼
J2 f � gð Þ2 DEj j

ph�4r

X

s

as

u5
s

 !
nðjDEjÞþ 1

nðjDEjÞ

� �
ð73Þ

where f and g denote the (diagonal) electron-phonon coupling strengths for
ground and excited states, respectively; r is the mass density; us is the veloc-
ity of sound (spread velocity) for the particular polarization index s; as is
about 1, and concerns the average value of the strain tensor of solid angle W:
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ask
2¼ 1

4
h es;akbþ es;bka
� �2iW ð74Þ

where es,a is the ath component of the polarization vector for the s polariza-
tion (i.e. longitudinal or transverse); and k is the magnitude of the phonon
wavevector. The quantities at the top (n(|DE|)+1, referring to phonon emis-
sion) and bottom (n(|DE|), referring to phonon absorption) of Eq. (73) are
Bose factors, where

n DEj jð Þ ¼ exp DEj j=kBTð Þ� 1½ ��1 ð75Þ

When |DE|<kBT, the expression at Eq. (73) simplifies to

WDA¼
J2 f � gð Þ2

ph�4r

X

s

as

u5
s

 !
kBT ð76Þ

By contrast, when there is a small energy mismatch between the donor
and acceptor excitations, the donor-acceptor ET rate is given by

WDA¼
J2 f � gð Þ2 DEj j2R2

6ph�6r

X

s

as

u7
s

 !
kBT ð77Þ

where R is the donor-acceptor intersite distance.
Several conclusions may be drawn from the results from Eqs. (76) and

(77). First, Eq. (77) is considerably smaller than Eq. (76), so that for small
energy mismatch, ET between similar ions is unlikely to occur by this mech-
anism. Second, the phonon modulation of the lattice serves to make the site
energies equal, only when the electron-phonon coupling strengths (at each
site) differ in the ground and excited electronic states, and when the phonon
wavelength is less than the distance between the two sites. Thus the transfer
rate of the one-phonon-assisted process (Eq. 76) is independent of the ener-
gy mismatch, and linearly dependent upon temperature. These considera-
tions led HLO to formulate higher-order mechanisms for phonon-assisted
ET involving two phonons [368]. However, in general the ET rates between
lanthanide ions in elpasolite lattices appear to be far too small, when esti-
mated from the diagonal mechanism, since the electronic matrix elements
JQQ are small, and the difference (f�g) between fN excited-state and ground
state electron-phonon coupling constants is small.

13.3
Phonon-assisted Energy Transfer: Nondiagonal Process

A second type of mechanism, (EQ$EDV) for phonon-assisted ET involves
nondiagonal electronic matrix elements, since one phonon is involved in an
EDV transition at one site to compensate the energy mismatch, whilst also
introducing odd-parity electronic operators making a transition from a 4fN
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state to a 4fN�15d1 state. An EQ transition occurs at the other site. One case
is illustrated in Fig. 24g, where the EQ transition at the donor is coupled by
multipolar interactions with the EDV transition at the acceptor ion. The De-
bye phonon model approximation was used as in HLO theory, although it is
a good approximation only when the phonon involved is an (odd-parity)
acoustic mode with small wavevector k. Then, when the intersite energy
mismatch is large, and |DE|<kBT, the ET rate is given by [369]

WDAffi
J2 DEð Þ2

ph�4r

X

s

as

u5
s

kBTð Þ ð78Þ

where from Eq. (66):

J ¼ D½ �;A�h jHDQ D�½ �;Aj i ð79Þ

and HDQ is the dipole-quadrupole interaction operator. The square brackets
represent the first-order approximative perturbation wavefunctions of the
donor by taking the localized electron-phonon coupling Hamiltonian as the
perturbation operator. Under the same conditions, |DE|<kBT, the ET rate for
the case when the intersite energy mismatch is small, is found to be twice

that in Eq. (78). It is important that the interference factor e	ik�R�1
�� ��2�

1�1j j2¼ 0 present in the diagonal HLO treatment is changed to be

e	ik�Rþ1
�� ��2� 1þ 1j j2¼ 4 now, so that a small energy mismatch in nonreso-
nant ET (including energy migration) can be made up by one nondiagonal
phonon-assisted ET process, provided that the phonon density of states is
sufficient. The ET rate for this process increases quadratically with increas-
ing intersite energy mismatch, and linearly with temperature.

The phonon involved has recently been described by a running lattice
wave model and the same significant difference between the coherence ef-
fects of the diagonal and nondiagonal ET cases was found to occur [369].
However, some further insights are gained. In particular, optical phonons
with k=0 and appreciable energy (250 cm�1, for example) can make impor-
tant contributions to one-phonon-assisted nondiagonal ET processes. The
site selection rule (Eq. 29) for the EDV process operates, as well as certain 3j
symbol triangle selection rules for angular momentum. For example, under
the Judd-closure approximation, for an EDV donor transition, the triangle
relation (Jf, l, Ji) with l=2,4,6 must be satisfied; and for an EQ acceptor tran-
sition, (Jf, 2, Ji). The extension of the nondiagonal phonon-assisted ET model
to two-phonon-assisted processes (EDV$EDV) is straightforward and al-
though the formulae are more complex, simple vibronic selection rules oper-
ate. Contrary to HLO theory, according to the running lattice wave model of
the phonon involved [369], an optical phonon with nonzero k and high sym-
metry (therefore, high density of states), can make an important contribu-
tion to both the nondiagonal and diagonal ET processes.
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The HLO model has generally been tested by observing the temperature-
dependence of the transfer rate, but no detailed calculations of ET rates, by
including the evaluation of electronic factors, have been made for Ln3+ sys-
tems. In principle, such calculations are tractable for the nondiagonal case
but have not yet been forthcoming. The general approach of the data analy-
sis for nonresonant ET processes in lanthanide elpasolite systems has been
to utilize a R�6 dependence of the transfer rate (i.e. for EDV$EDV process-
es) and to allow for transfer to successive shells of acceptor neighbours
(without detailed consideration of the electronic matrix elements or the
phonons involved, Sect. 13.4.1), or to employ a spectral overlap model
(Sect. 13.4.2). Some of these studies are now reviewed.

13.4
Experimental Studies of Energy Transfer

13.4.1
Concentration Quenching in Neat Elpasolite Systems

The emission from certain multiplets of diluted lanthanide elpasolite sys-
tems is quenched by ion-ion cross relaxations in the neat materials
(Fig. 24c, where D and A are the same species). Some examples of these con-
centration quenchings are the 4F3/2!4I9/2 emission of Nd3+ in Cs2NaNdCl6

[308] and M2KNdF6 (M=Rb, Cs) [309]; the 5D1!7F0 emission of Eu3+ in
Cs2NaEuCl6 [322] and Cs2NaYF6:Eu3+ [25]; the 4G5/2!6H5/2 emission of Sm3+

in Cs2NaSmCl6 [314]; the 4S3/2!4I15/2 emission of Er3+ in Cs2NaErCl6 [335,
341, 342]; and the 3P0!3H4 emission of Pr3+ in Cs2NaPrCl6 [305]. All of the
cross-relaxation processes responsible for these quenchings are nonresonant
and presumably correspond to (EDV$EDV) processes, since the ET rate is
inversely proportional to the sixth power of the interion separation, R. The
nearest neighbour dependence of the transfer rate has been systematically
calculated using a shell model [305, 306] and a crystal model [370, 371], and
the application to Pr3+ is summarized here.

In the absence of migration between donors or acceptors, and of accep-
tor-donor back-transfer, the decay of the emission of the Ln3+ donor ion
participating in a two-ion cross-relaxation process with identical acceptors,
Fig. 24c is described by [305]

I tð Þ
I 0ð Þ ¼ exp �k�

Xshells

n

rnkn

 !
t ð80Þ

at weak excitation intensities, where kn is the transfer rate to the nth-shell
acceptor, with occupancy factor rn; k is the (radiative plus nonradiative) de-
cay constant for an isolated donor ion. Considering only ED-ED interactions
in a face-centred cubic lattice, this equation may be formulated as
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I tð Þ
I 0ð Þ ¼ exp �ktð Þ

Yallshells

n

exp �rn
R1

Rn

� �6

kETt

 !
ð81Þ

where kET is the ET rate to a single ion at the position of nearest neighbour
acceptor at distance R1. This equation applies to a single donor ion, which
thus has an exponential decay. However, for diluted crystals, randomly-dis-
tributed donors will have different shell occupancy factors for acceptor ions,
so that the sum of the exponential decay processes will become non-expo-
nential. This is taken into account by including the statistical probability,
ONn

rn
xð Þ, of a specific shell n in which surrounding rn sites are occupied by a

lanthanide ion from Nn possible positions (and the remaining sites occupied
by the ion Y3+ in M2ALnxY1�xCl6, which is not involved in ET processes).
The probability of a particular distribution with r1 Ln3+ ions in shell 1, r2 in
shell 2, etc., is then the product of these statistical probabilities over the n
shells, so that Eq. (81) may be written as

I tð Þ
I 0ð Þ ¼ exp �ktð Þ

Yallshells

n

XNn

rn

ONn
rn

xð Þ�exp �rn
R1

Rn

� �6

kETt

 !
ð82Þ

As pointed out in Section 13.1, even at x=1, some 98% of the ET to the
acceptors is included up to the 3rd shell. At x<0.02, only the singly-occupied
shell is probable, whereas at x=0.15 there is an equal probability of single
and double occupancy of the shell. The model assumes a uniform dielectric,
even though some nearby ions block the ET pathway to more distant ones.
Deviations from exponential decay are apparent when kET~k, but at large
values of kET the n=1 factor dominates to give a double-exponential decay,
with the fast process giving kET directly. For x=1, the decay is exponential
with a decay constant equal to k(1)=k+14.4kET. Figure 25a shows the com-
puted decay curves for various ratios of kET and k.

In the case of Cs2NaPrxY1�xCl6, the cross-relaxation for quenching 3P0

emission, Fig. 24c, is nonresonant and is a EDV-EDV process, of which there
are several pathways, such as

3P0
� �

G1 20;602½ � D�ð Þ! 1G4
� �

G5 10;325½ �þ n4 99½ � Dð Þ ð83aÞ
3H4
� �

G1 0½ � Að Þ! 1G4
� �

G4 9894½ �þ n3ZB 285½ � A�ð Þ ð83Þ

where the square brackets denote energies (cm�1), referring to
Cs2NaYCl6:Pr3+. Note that both processes are spin-forbidden so that the ET
process does not completely quench the 3P0 emission even for x=1. The
emission decay curves, Fig. 25a, show the effect of the shortening of the life-
time and the non-exponential behaviour as x increases. The two fitted
curves (x=0.25 and 0.5) in Fig. 25b utilise k=3610 s�1 (from the pure expo-

Spectra, Energy Levels and Energy Transfer in High Symmetry 255



Fig. 25a, b Luminescence decay curves a computed for different ratios of kET and k
(Eq. 82 with x=0.25 and k=500 s�1) [314]; b 468 nm excited 80 K luminescence decay
curves for Cs2NaY1�xPrxCl6 for different x, with the computed curves for x=0.25, 0.5 em-
ploying k=3610 s�1 and kET~1350 s�1 (Adapted from [305, 314])
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nential decay of a very dilute crystal) and kET=1350 s�1 (from the exponen-
tial decay of a crystal with x=1, with constant kET) [305].

The shell model has been applied to the quenching of the 4G5/2 emission
of Sm3+ in Cs2NaY1-xSmxCl6, with less satisfactory results. Again, the cross-
relaxation processes are certainly nonresonant, but the EQ$EDV process
cannot be excluded. Some factors which might account for the deviation of
fitted decay profiles from experiment have been discussed [310, 314], in-
cluding the presence of migration and the size inequality of Ln3+ and Y3+,
which would affect the shell occupancies. Better agreement of simulated de-
cay curves with experimental decay curves was found when the donor-ac-
ceptor ET was truncated to occur just over the first few shells [311], so that
the nature of the multipole-multipole interaction then becomes unclear. One
factor which is not taken into account is the fact that the quenching can oc-
cur by many different EDV-EDV and/or EQ$EDV pathways, each with a dif-
ferent cross-relaxation rate, and that the relative importance will change
with temperature if the initial states are thermally populated.

A more general microscopic model, the crystal model [370], has been for-
mulated for dipole-dipole ET in which an �angular class	 of ions (made up,
from the translational symmetry properties of the lattice, of the set of accep-
tor ions having the same angular orientation with respect to the donor ion)
is employed instead of a shell. The model does not include migration be-
tween donor ions, or back transfer. The phonon part is not considered, since
the model is based upon the distance-dependence of the transfer rate to the
angular classes of acceptor ions. The master equation for (EDV$EDV) pro-
cesses is [370]

I tð Þ
I 0ð Þ ¼ exp �k�xz 6ð ÞL lð ÞkETð Þt½ � ð84Þ

where z(6) is the Reimann zeta function for the order 6 of dipole-dipole in-
teraction, and L(l) is a lattice parameter for the l-th angular class. Note that
ln[(I(t)/I(0)] shows a linear dependence with acceptor concentration, x. The
crystal model was further extended [371] to take into account the deviations
of fitted curves, using the behaviour (Eq. 84), from experimental data at in-
termediate values of x. These deviations were not attributed to migration ef-
fects, but to the statistical fluctuations of the populations of angular classes.
Thus a correction term, Dstat(x,t), was introduced which depends upon the
average of the statistical fluctuations in the population of acceptors and
which leads to closer agreement with experiment at early time stages.

Finally, it is noted that the absence of emission from a particular energy
level, in a crystal with a high concentration of optical centres, may arise
from several other reasons. First, level bypassing may occur in the more
concentrated crystals when the excitation is into an upper level which can
undergo a cross-relaxation process to a rather lower level. This is the case
for the quenching of 5F4!5I8 green emission of Ho3+ in neat Cs2NaHoCl6,
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when excitation is into the next-highest multiplet term, 5F3. The (nonreso-
nant) cross-relaxation process 5F3!5F5 at the donor, and 5I8!5I7 at the ac-
ceptor produces intense red 5F5!5I8 emission [333]. Second, the elpasolite
systems Cs2NaLnX6 (X=Cl, Br) are particularly hygroscopic so that defect-
sites readily occur with the Ln3+ ion adjacent to oxychloride or hydroxide
ions. Thus, the 5D0 state of Eu3+ in Cs2NaEuCl6 exhibits a non-exponential,
faster decay for samples where such defects are present [319]. It is interest-
ing, however, that the decay characteristics are more sensitive to the pres-
ence of these defects than are the emission spectra themselves.

13.4.2
Cross-relaxation Involving Different Donor and Acceptor Species

The shell model has been utilized in the interpretation of the ET cross-relax-
ation processes in systems of the type Cs2NaLnxLn01�xCl6 and
Cs2NaLnxLn0yB1�x�yCl6, where Ln=Sm, Ln0=Eu, B=Gd or Y [312, 313, 316–
318], with varying degrees of success. A two-centre crystal model has been
developed for these types of system and the predicted emission decay behav-
iour resembles the double exponential type [372].

Other M2ALnLn0Cl6 systems where fN-fN ET processes have been observed
between Ln and Ln0 are Ho and Er [186]; and Yb and Ho or Nd [149, 333,
348]. The f1d1 Pr3+-d1 Ce3+ ET is evident when exciting into Pr3+ absorption
bands and observing the Ce3+ d1!f1 emission [206, 260]. By fitting the de-
cay of the 295 K Ce3+ emission to an expression of the form

I¼A exp �t=tCeð Þ� exp �t=tPrð Þ½ � ð85Þ

where I(0)=0 and A is a constant, the d!f emission lifetimes were found to
be 30 ns and 20 ns for Ce3+ and Pr3+, respectively [260]. The decay of the
Pr3+ f1d1!f2 emission has also been measured in neat Cs2NaPrCl6 (13 ns)
and dilute Cs2NaY0.99Pr0.01Cl6 (18 ns) at 8 K, where the concentration
quenching was attributed to a nonresonant cross-relaxation from the lowest
f1d1 level [206].

The major interest in this section focuses upon the Tb3+ to Eu3+ ET in the
systems Cs2NaTb1�xEuxCl6, Cs2NaEuxTb0.005Y0.995-x and Cs2NaEu0.05TbyY0.95�y

because the explanation for this ET process is elusive up to the present. This
Tb3+!Eu3+ ET has been investigated in the system Tb0.66Eu0.33P5O14 [373],
and a summary of previous work is given therein. It was found that the
5D1!7F1 emission lines of Eu3+ were observed on excitation of the 5D4 man-
ifold of Tb3+, and the 5D1 lifetime was found to be equal to the 5D4 lifetime
under these conditions [373]. Two possible transfer processes were consid-
ered at low temperature:

Tb3þ 5D4
� �

þEu3þ 7F0
� �

þphonon sð Þ!Tb3þ 7F4
� �

þEu3þ 5D0
� �

ð86aÞ
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Tb3þ 5D4
� �

þEu3þ 7F0
� �

!Tb3þ 7F6
� �

þEu3þ 5D1
� �

þphonon sð Þ ð86bÞ

where the phonon energies are ~20–300 cm�1 in Eq. (86a), and~1000 cm�1

in Eq. (86b), and Eq. (86b) was concluded to be the most important process.
The energy level diagrams for the Tb3+ and Eu3+ systems in elpasolite lat-

tices are shown in Fig. 26a. In the first experimental study of Tb3+-Eu3+

transfer in elpasolite hosts, the quenching of the 5D4 emission produced lu-
minescence from the 5D0 level of Eu3+. No emission was detected from 5D1,
although this luminescence could be observed upon direct excitation of 5D1

in Cs2NaTb1-xEuxCl6, so that Eq. (86b) was excluded from the ET, and the
most likely processes were formulated as Eqs. (86a) and (86c):

Tb3þ 5D4
� �

þEu3þ 7F1
� �

!Tb3þ 7F4
� �

þEu3þ 5D0
� �

þphonon sð Þ ð86cÞ

Equation (86c) would infer a strong temperature dependence, by a factor
>100, between the 77 K and 295 K ET rates.

The emission intensity from 5D4 in the system Cs2NaTb1-xEuxCl6 was fit-
ted to an equation of the type of Eq. (80), where the summation was just
represented by kET [324–326]. The graph of the resulting parameter, kET, with
concentration of Eu3+, x, at 293 K is shown in Fig. 26b, and its linearity was
taken to indicate that (i) the same process operates over the entire concen-
tration range at 293 K, and (ii) the ET involves only one Eu3+ ion. The be-
haviour was found to be different at 80 K (Fig. 26b), where kET varies linearly
with x only for x=0.01–0.15, but is smaller, and independent of x when
x=0.85–0.99 [325]. The luminescence decay curves for Cs2NaEuxT-
b0.005Y0.995�x at 77 K and 295 K showed slight deviation from exponential be-
haviour [374], and the ET rate is again greater at room temperature, and var-
ies roughly linearly with Eu3+ concentration (Fig. 26b). In this system the
migration between donors is negligible, so that the transfer occurs from the
excited Tb3+ ion to nearest neighbour Eu3+ ion. For the system
Cs2NaEu0.05TbyY0.95�yCl6, where the Tb3+ concentration was varied [374],
only the decay curves for y�0.5 were single exponential at 295 K. The plot
of the Tb3+!Eu3+ ET rate against Tb3+ concentration, y, for this system is
shown in Fig. 26c. The regions where kET is independent of y (e.g. up to
y~0.05 at 77 K) correspond to negligible donor migration. The transfer rate
decreases above y~0.5.

The intensity of the Eu3+ 5D0 emission in Cs2NaTb1�x EuxCl6, following
pulsed excitation into Tb3+ 5D4, was well-fitted to an expression analogous
to Eq. (85), where the first lifetime corresponds to that of 5D0 for the corre-
sponding concentration of Eu3+ diluted into Cs2NaYCl6, and the second life-
time to the Tb3+ 5D4 lifetime. This shows the direct feeding of 5D0 from 7F4,
in the presence of fast migration between Tb3+ donors.

Attempts have been made to calculate the cross-relaxation rate from Tb3+

to Eu3+ by using the spectral overlap model, which employs the donor emis-
sion spectrum and its overlap with the acceptor absorption spectrum. It is
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noted that this model treats these EDV transitions as if they are electronic
transitions. Both of the Tb3+ emission and the Eu3+ absorption spectra are
EDV in character, with the exception of a few MD lines. The electronic tran-
sition element, J, in the Fermi Golden rule (Eq. 64) was calculated from the
components of the transition moments, Mif and Mfi, which in turn were re-
lated with the transition oscillator strengths (Eq. 15). Explicitly, the interac-
tion energy, J, between the dipole at the donor site, MD, and that at the ac-
ceptor site, MA, is given by the expression

J ¼ 1
4pe0R3

MD �C �MA ð87Þ

where MB comprises the Cartesian vector components of the transition mo-
ment of B=A or D; and C is the dipolar coupling tensor [375]. The interaction
energies were summed over the nearest neighbour shells. The lineshape func-
tion (Eq. 65) was calculated from the widths and energies of the spectral fea-
tures, assuming Lorentzian shapes. From the spectral profiles, the Tb3+-Eu3+

spectral overlap must occur between hot bands in the (7F0)G1g!(5D0)G1g ab-
sorption spectrum (with oscillator strengths 10�11 to 10�12), and vibronic
structure in the 5D4!7F4 emission spectrum (with oscillator strengths
�10�9). By an examination of the individual spectral overlaps, the
Tb3+!Eu3+ ET rate was calculated to be of the order 10�4 s�1 [376], which is
far from the measured value at 80 K in Cs2NaTb0.1Eu0.1Cl6 of 228 s�1. A more
detailed calculation along similar lines has also been made of the transfer
rate in Cs2NaY0.995�xTb0.005EuxCl6, and the discrepancy with experiment was
also found to be of the order 10�4 to 10�5 [374]. Near agreement between ex-
perimental and calculated (by the spectral overlap approach) ET rates could
only be achieved by treating the Tb3+ 5D4!7F4 and Eu3+ 7F0, 7F1!5D0 multi-
plet to multiplet transition manifolds as continuous and perfectly overlap-
ping spectral distributions [374]. This pseudo-agreement is then a similar re-
sult just as for Tb3+!Eu3+ ET in low-symmetry systems, where spectral fea-
tures are broad (e.g. in mixed tris-(acetylacetonato) Tb3+-Eu3+ dimers, where
in solution at 295 K, kET (calc)~(3–8)�104 s�1 and kET (obs)~5�104 s�1) [377].
However, as pointed out by Moran et al., there is little justification to ignore
the detailed, well-characterized structural and spectral information available
from the elpasolite systems when making this type of calculation.

A more recent spectral study of Tb3+!Eu3+ ET in the system Cs2

KTb0.9Eu0.1Cl6 showed that ET occurs from Tb3+ 7F4 to Eu3+ 5D0 (and not to
5D1) at 300 K, but that this was totally quenched at 11 K [378], so that the
initial Eu3+ acceptor state is not 7F0. Finally, it is noted that the spectral over-
lap model has been used successfully to account for the Tb3+!Eu3+ ET
in Na3[Tb0.01Eu0.99(ODA)3]·2NaClO4·6H20 (ODA=oxydiacetate), where kET

100 s�1 at 295 K [379].
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13.4.3
Upconversion

Various processes can lead to upconversion (i.e. emission of photons of high-
er energy than the pump energy) for M2ALnX6 systems, but with the exclu-
sion of second harmonic generation. Considering one-colour excitation only
in the following, (simultaneous) TP absorption, Fig. 24h, is a single-ion pro-
cess which can populate an electronic state (or a vibronic state involving an
even parity vibration, subject to the relevant selection rules) which occurs
only during the laser pulse. Second, (sequential) ESA is another single ion
process occurring during the laser pulse, which may populate a terminal
electronic state (f0, Fig. 24i) or vibronic state (dotted line above f0, Fig. 24i)
from an initially populated excited state f (Fig. 24i). This process frequently
competes with ET upconversion, Fig. 24d, which is at least a two-ion process.

Some of the upconversions reported for neat lanthanide elpasolite sys-
tems are: from red (5F5) to ultraviolet/blue (5G5, 5F3) in Cs2NaHoCl6 [334];
red to blue [338] and green to ultraviolet [35, 277, 336, 380] in Cs2NaErCl6;
from blue (1D2) to ultraviolet (3P2) in Cs2NaTmCl6 [344]; and for doped sys-
tems, from infrared to green (4S3/2) in Cs2NaEr0.2Yb0.4Y0.4Cl6 [337, 381]; blue
(5D4) to ultraviolet in Rb2KInF6:Tb3+ [329]; and blue to ultraviolet in
Cs2NaY1�xPrxCl6 [260]. Generally, the upconversion mechanism has not been
conclusively identified, but some ways of attempting this are now reviewed.

Ignoring ESA, and the population of f from higher levels in Fig. 24d, then
in the case of continuous excitation, assuming the steady state [382], the
time dependent populations of levels f and f0 in Fig. 24d are given by

dnf

dt
¼ Pni�

nf

tf
� 2Un2

f ð88aÞ

dnf 0

dt
¼Un2

f �
nf 0

tf 0
ð88bÞ

where P is the ground state absorption rate constant; U is the ion pair up-
conversion rate coefficient; nj the population of level j; and tj are the single-
ion lifetimes, so that

2Un2
f þ

nf

tf
¼ Pni ð89Þ

which infers that for a given pump power, an increase in tf will lead to an
increase in nf, and to stronger emission from level f0. By contrast, the emis-
sion from f0 following ESA (Fig. 24i), from a short pulse is independent of tf,
and decays exponentially with lifetime tf 0.

Other distinguishing features between ESA and ET upconversion have
been discussed in detail elsewhere [382], and in summary are (i) the pres-
ence of a risetime under pulsed excitation (which may disappear under
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square wave excitation) in the emission from f0 for the latter, but not the for-
mer; (ii) under certain experimental conditions, the intensity of an n-photon
excitation process will scale as the n-th power of the excitation power [383];
(iii) the ET upconversion excitation spectrum closely resembles the (ground
state) absorption spectrum, with the line profile of the former being approx-
imately the square of that of the latter. In the case of ESA, additional features
may be present, corresponding to the multiple absorption peaks in the up-
conversion process; (iv) the luminescence following ET upconversion will
show a quadratic concentration dependence, whereas no such marked varia-
tion will result following ESA.

The most numerous, and most studied upconversions are those of Er3+ in
Cs2NaLnCl6 (Ln=Y, Er, Yb). Referring to the energy levels of this system in
Fig. 9d, the following upconversions have been observed. First, red to blue
upconversion was reported at 15 K, with excitation into 4F9/2 [277]. The blue
emission exhibited a quadratic intensity dependence upon the laser power.
The intensity was Er3+-concentration dependent, with samples of Cs2NaYCl6

doped with <1 mol% Er3+ not giving detectable emission. Using a 10-ns
pulse with frequency 1 Hz (to eliminate a possible population build-up in
long-lived excited states), the upconverted emission from 2G9/2 exhibited a
rise-time >10 ms, so that it derives from a cross-relaxation process [277].
Several schemes can be formulated, whether phonon-assisted, or as follows
for resonant EQ-EQ ET:

4I9=2aG8 12;358½ � D�ð Þþ 4 I9=2aG8 12;358½ � A�ð Þ
! 2 G9=2aG8 24;425½ � A��ð Þþ 4 I15=2cG8 287½ � Dð Þ ð90aÞ

or! 2 G9=2G6 24;459½ � A��ð Þþ 4 I15=2G6 259½ � Dð Þ ð90bÞ

Equation (90) can be modelled by a 4-level system, involving 2G9/2 (f0 ),
4F9/2, 4I9/2 (f) and 4I15/2 [380], similar to Eqs. (88)a,b, except that level f is fed
by branching from 4F9/2, instead of being pumped directly from the ground
state. Whereas the solution Eq. (89) refers to the steady state, the solution
for the decay of 2G9/2 luminescence following pulsed excitation is rather
more complex. Although the experimental decay curve can be well-mod-
elled, the upconversion rate constant U is not well-determined [380].

Upconversion to 4G11/2 has been reported under red excitation, and at-
tributed to the ET process involving 4F9/2 and 4I9/2 initial excited states [384].
Upconversion to 2G9/2 has also been reported at 10 K under continuous wave
green (514.5 nm) or blue (488 nm) excitation [335]. Again the presence of a
risetime in the 2G9/2 emission suggests that an ET process occurs, but in this
case the 4S3/2 term is involved, for example:

4S3=2aG8 18;265½ � D�ð Þþ 4 I13=2G6 6492½ � A�ð Þ
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! 4I15=2aG8 0½ � Dð Þþ 2 G9=2bG8 24;519½ �þ n3 238½ � A��ð Þ ð91Þ

although the contribution of ESA from 4I13/2 has not been investigated.
Concerning the green to ultraviolet upconversion of Er3+ in elpasolites, a

TP excitation process has been proposed for the population of the Er3+

2H(2)9/2 aG8 state at 36,224€12 cm�1 in Cs2NaErCl6 at 15 K under pulsed la-
ser excitation at 18,270 cm�1 [277], because the emission did not exhibit a
rise-time and it could not be observed under continuous excitation. There is
no pure electronic state at 2�18,270=36,540 cm�1, but a vibronic state could
be populated, corresponding to the excitation of one quantum of n1 in the
aG8 state. More recently, this upconversion to 2H(2)9/2 has been achieved at
10 K using pulsed laser excitation at approximately 19,130 cm�1 (or several
higher energies) so that in this case the upconversion mechanism is either
ESA or cross-relaxation involving 4S3/2 [35].

Finally, the infrared or red to green upconversion of Er3+ has also re-
ceived attention. Luminescence from 4S3/2 showed a risetime of ~6 ms, and
exhibited a quadratic dependence upon incident laser power, upon excita-
tion into the 4F9/2 term of Cs2NaErCl6 [277]. Continuous wave infrared
(~1 mm) excitation into 4I11/2 is upconverted to green emission for Cs2NaEr-
Cl6 [385] and Cs2NaEr0.2Yb0.4Y0.4Cl6 [337, 381]. The power-emission intensi-
ty dependence in the case of Cs2NaErCl6 is quadratic, and the emission in-
tensity does not vary much between 100–300 K. The process has been as-
signed to a mechanism involving two ions initially in the 4I11/2 state [385].

The reverse of upconversion is downconversion, where each quantum of
(vacuum) ultraviolet radiation is converted to several quanta of infrared or
visible radiation (quantum cutting) [386]. For example, the highest energy
emission for the excitation of Cs2LiTmCl6:Nd3+ by 476.9 nm radiation is be-
low ca. 11,300 cm�1, since the cross-relaxation of 1G4 Tm3+ level leads to the
excitation of Tm3+ 3H5 and Nd3+ 4F3/2 [344].

13.4.4
Energy Transfer in Transition Metal-Lanthanide Systems

Some studies have been undertaken to investigate upconversion phenomena
in elpasolite lattices doped with both rare earth and d-block ions. These
have generally employed the d-block element as a sensitizer, having (i) a
large (often spin-allowed) absorption cross-section in the near infrared-visi-
ble region, which overlaps the fN emission; (ii) a wide gap to the next lower
energy level, to minimize nonradiative losses and the probability of back-
transfer from the lanthanide ion; and (iii) the capability of chemical tuning
of the energy levels, to match the activator requirements, by ligand replace-
ment. Cresswell et al. [345] chose Re4+ (5d3) as sensitizer because it has elec-
tronic states at 13,850 and 15,300 cm�1 (but no others up to 29,000 cm�1)
which have intraconfigurational d-d transitions with lifetimes ~60 ms at
295 K. Thus when Cs2NaYCl6 was co-doped with Tm3+ and Re4+, ET from
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the latter to the former occurred under 647 nm excitation, since the Re4+

emission at 727 nm was quenched and the Re4+ 2T2g absorption bands ap-
peared in the excitation spectrum of the Tm3+ infrared emission. A similar
behaviour was found for the Cs2ZrCl6 host [387]. The ET was envisaged to
occur to the 3H4 or 3H5 Tm3+ states, which then led to upconversion to the
1D2 and 1G4 states. Yb3+!Re4+ ET is very efficient in Cs2NaYbCl6:Re4+, lead-
ing to upconverted emission from the Re4+ 2T2g state [388]. Upconverted lu-
minescence was also observed from both Tm3+ and Mo3+ in Cs2NaY0.9Tm0.05-

Mo0.05Cl6 upon excitation in the 3H4 Tm3+ state [387]. ET from Yb3+ to Mo3+

in Cs2NaYbCl6:Mo3+ is very efficient [369]. Taking advantage of the long life-
times of Er3+ intermediate states, and of the near-transparency of Os4+ (5d4)
between 12,000 and 20,000 cm�1, Cs2NaYCl6 was co-doped with Os4+ and
Er3+ to give green Er3+ emission upon excitation into Os4+ levels near
11,000 cm�1 [343]. IR to visible upconversion was found to be inefficient in
Cs2NaScCl6:Pr3+:V3+ [389].

13.4.5
Photon Avalanche

Photon avalanche is a phenomenon where strong emission is obtained at
shorter wavelengths than the excitation wavelength, even with very weak
ground-state absorption at the pump wavelength [390–394]. The term refers
to the orders-of-magnitude jump in emission intensity when the pump laser
intensity crosses just above the critical threshold. A general energy level
scheme for the avalanche process is shown in Fig. 24j. Very weak pump ab-
sorption from the ground state populates the fN (vibronic) level l0, which re-
laxes nonradiatively to the metastable level l. The strong ESA l!f0 is fol-
lowed by nonradiative decay to the emitting level f. Avalanche can then oc-
cur if the cross-relaxation probability f!l at the donor, and i!l at the ac-
ceptor, is higher than the relaxation rate from f to levels below l. Thus the
ESA from level l is enhanced because one cross-relaxation decay of level f
produces two ions, each in level l, which can then undergo ESA to level f.
The mechanisms for the initial population of level l, besides thermal popula-
tion, include absorption into a weak phonon sideband with subsequent non-
radiative relaxation, and absorption of Raman scattered radiation. By analo-
gy to Eq. (88), assuming that the phonon relaxations f0!f and l0!l are fast
compared with other processes, then the following equations describe the
excitation process in Fig. 24j [392]:

dni

dt
¼�P l0ð ÞniþWlnlþbWf nf �Uninf ð92aÞ

dnl

dt
¼ P l0ð Þni�P f 0ð Þnl�Wlnlþ 1�bð ÞWf nf þ2Uninf ð92bÞ
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Fig. 27 a Power dependence of the 480 nm blue upconverted emission intensity of
Cs2NaGdCl6:Tm3+ (6, 10 and 15 mol%). b Temporal dependence of this emission (contin-
uous line, left-hand ordinate) and of the transmitted laser beam (dotted line, right-hand
ordinate) for the 10 mol% sample under high excitation power, 14.5 Pthres. (Adapted from
[347])
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dnf

dt
¼ P f 0ð Þnl�Wf nf �Uninf ð92cÞ

with ni+nf+nl=1, and where Wx is the single ion relaxation rate of level x;
and b is the branching ratio of the decay of level f. P(l0) is the pump rate to
feed l0, P(f0 ) feeds f0; and U is the cross-relaxation rate constant. Although
these beam energies are equal, the pump rate also depends upon the absorp-
tion cross section, which is very small for P(l0), but large for P(f0 ). Then, if
U>bWf, photon avalanche appears above the following threshold value of
P(f0 ) [392]:

Pthres¼
Wl UþWf
� �

U�bWf
ð93Þ

Whereas many examples of the photon avalanche phenomenon exist in
the literature, only one study has been made for elpasolite systems [347], for
Cs2NaGdCl6:Tm3+, where the blue upconverted emission is due to the
1G4!3H6 transition. However, the situation is rather more complex than in
Fig. 24j because several other processes can occur, which also lead to emis-
sion from 1D2. Three features related to the 1G4 emission are highlighted
here. First, Fig. 27a shows that a quadratic emission intensity-excitation
power dependence is obtained at low excitation intensities for samples of
Cs2NaGdCl6:Tm3+ doped with between 6–15 mol% Tm3+. However, a dramat-
ic increase of the emission intensity appears above the excitation threshold
value, ca. 9 kW cm�2. In Fig. 27a, the slope increases to 6 for the 10 mol%
Tm3+-doped sample. Second, the time-dependence of the upconverted emis-
sion exhibits different behaviour at different excitation powers. A notable
difference from other systems is that, at the threshold excitation power,
Pthres, the blue emission has an almost linear rise-time which is followed by
a further slower rise over several seconds. Third, at high excitation powers,
the establishment of the stationary state is quicker, and the 3F4!1G4 ESA de-
creases the transmitted laser light by several percent, Fig. 27b.

14
Conclusions

This review has summarised and commented upon the literature up to the
end of 2002. The electronic spectra of elpasolite systems are complex and
mainly vibronic in character. Whereas the major features can be interpreted
in terms of localized moiety-mode vibrations, our understanding of the fine
structure requires a more detailed investigation of the lattice dynamics of
these systems in the future. One- and two-photon studies of certain lan-
thanide elpasolite systems have recently enabled extensive energy level data-
sets to be obtained, and the parametrization of these has revealed the need
for the incorporation of other interacting configurations into the calculation.
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The study of f-d transitions of Ln3+ in M2ALnX6 systems is in its infancy, but
promises to yield more clearly-resolved spectra than for the lower-symmetry
hosts studied thus far. This is partly because of the higher degeneracy of CF
levels in the elpasolite hosts, leading to fewer possible transitions, as well as
to the more restrictive selection rules pertaining to these transitions. Reso-
nant energy transfer in elpasolite systems is well-understood, but the under-
standing and calculation of nonresonant processes is far from satisfactory.
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1
Appendix

The Oh point group character table and the O (and O* double group) multi-
plication table are given in Tables A1 and A2.

Table A1 Character table for Oh molecular point group

Oh

(m3m)
E 8C3 6C2 6C4 3C2 i 6S4 8S6 3sh 6sd

G1g A1g 1 1 1 1 1 1 1 1 1 1 x2+y2+z2

G2g A2g 1 1 �1 �1 1 1 �1 1 1 �1
G3g Eg 2 �1 0 0 2 2 0 �1 2 0 (2z2-x2-y2, x2-y2)
G4g T1g 3 0 �1 1 �1 3 1 0 �1 �1 (Rx,Ry, Rz)
G3g T2g 3 0 1 �1 �1 3 �1 0 �1 1 xz, yz, xy
G1u A1u 1 1 1 1 1 �1 �1 �1 �1 �1
G2u A2u 1 1 �1 �1 1 �1 1 �1 �1 1
G3u Eu 2 �1 0 0 2 �2 0 1 �2 0
G4u T1u 3 0 �1 1 �1 �3 �1 0 1 1 (x, y, z)
G5u T2u 3 0 1 �1 �1 �3 1 0 1 �1

Table A2 Multiplication table for O and O* molecular point group (Oh=O�Ci)

O A1 A2 E T1 T2 E0 (G6) E00 (G7) U0 (G8)

A1(G1) A1 A2 E T1 T2 E0 E00 U0

A2(G2) A2 A1 E T2 T1 E00 E0 U0

E(G3) E E A1+A2+E T1+T2 T1+T2 U0 U0 E0+E00+U0

T1(G4) T1 T2 T1+T2 A1+E+T1+T2 A2+E+T1+T2 E0+U0 E00+U0 E0+E00+2U0

T2(G5) T2 T1 T1+T2 A2+E+T1+T2 A1+E+T1+T2 E00+U0 E0+U0 E0+E00+2U0

E0(G6) E0 E00 U0 E0+ U0 E00+U0 A1+T1 A2+T2 E+T1+T2

E00 (G7) E00 E0 U0 E00+ U0 E0+ U0 A2+T2 A1+T1 E+T1+T2

U0 (G8) U0 U0 E0+E00+U0 E0+E00+2U0 E0+E+2U0 E+T1+T2 E+T1+T2 A1+A2+E+2T1+2T2
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