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Chapter 1
The Band Theory of Solids

‘When researchers first come across semiconduc-
tors, there was a clear-cut division of all solids
into two large groups, viz. conductors (including
all metals) and insulators (or dielectrics) and
these differed in principle in their properties.
These new semiconductor materials could not be
included in either of these groups. On the one
hand, they conducted electric current, although
{0 a much lesser extent than metallic conductors,
and on the other, they did not always conduct.
Nevertheless, they did conduct electricity and so
were named semiconductors (or half conductors).

Later, it was discovered that semiconductors
differ from metals both in the way they conduct
and in the way external factors influence their
conduction. For example, the effect of tempera-
ture on conductivity of metallic conductors and
semiconductors is quite opposite. In metals, an
increase in temperature causes a gradual decrease
in conductivity, while the heating of semiconduc-
tors results in a sharp increase in conductivity.
The introduction of impurities also has different
effects on conductivity of metallic conductors and
semiconductors. In metals, as a rule, impurities
worsen conductivity, while in semiconductors
the introduction of a negligibly small amount of
certain impurities can raise the conductivity by
tens or even hundreds of thousands of times.
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Finally, if we send a beam of light of a flux of
some particles onto a conductor, it will have
practically no effect on its conductivity. On the
other hand, irradiation or bombardment of a se-
miconductor causes a drastic increase in its
conductivity.

It is interesting to note that these properties
of semiconductors are, to a considerable extent,
typical of dielectrics, hence it would be much
more correct to call semiconductors semi-insula-
tors or semidielectrics.

In order to explain the behaviour of semicon-
ductors in various conditions, to account for
their properties and to predict new effects, we
must consider their structural peculiarities. That
is why we shall start with the discussion of the
atomic structure of matter.

Seec. 1. Structure of Atoms.
Hydrogen Atom

From the course of physics you should know that
an atom consists of a nucleus and electrons rotat-
ing around it. This model of an atom was pro-

posed by the English physicist Rutherford. In1913,

the Danish physicist Niels Bohr, one of the
founders of quantum mechanics, used the model
for the first correct calculations of hydrogen atom
that agreed well with experimental data. His
theory of the hydrogen atom has played an extreme-
ly important role in the development of quan-
tum mechanics, though it underwent considerable
changes later.

Hydrogen Atom. Bohr’s Postulates. Accord-
ing to the Rutherford-Bohr model, hydrogen

1. Structure of Atoms. Hydrogen Atom 9

atom consists of a singly charged positive nucleus
and one electron rotating around it. To a first
approximation, it can be assumed that the
electron moves along the trajectory which is
a circle with the fixed nucleus at its centre.
According to the laws of classical electrodynam-
ics, any accelerated motion of a charged body
(including the electron) must be accompanied by
the emission of electromagnetic waves. In'the
model under consideration, the electron moves
with a tremendous centripetal acceleration, and
therefore it should continuously emit light.
Should it do so, its energy would gradually
decrease and the electron would come e¢loser
and closer to the nucleus. Finally, the electron
would unite with the nucleus (“fall” on it).
Nothing of this kind occurs in reality, and atoms:
do not emit light in their unexcited state. In
order to explain this fact, Bohr formulated
two postulates.

According to Bohr’s first postulate, an electron
can only be in an orbit for which its angular
momentum (i.e. the product of the electron
momentum mv by the radius r of the orbit) is
a multiple of k/2n (where % is Planck’s con-
stant)*. While the electron is in one of these
orbits, it does not emit energy. Each allowed.

* Planck’s constant is a universal physical constant and
has the meaning of the product of energy and time, which
is called action in mechanics. Since the quantity % is so to-
say an elementary action, Planck’'s constant is calléd the
quantum (portion) of action. The introduction of. the
quantum of action laid the basis for the most important
theory of the 20th century physics, viz. the quantum
theory. The magnitude of the quantum of action is very
small: b = 6.62 X 10-3¢ J.sec. :
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electron orbit corresponds to a certain energy, or
certain energy state of the atom, which is called
a stationary state. Atoms do not emit light in
a stationary state. The analytic expression of
Bohr's first postulate is

moro— n-2

‘ 2n ?

where n = 1, 2, 3, ... is an integer called the
principal quantum number.

Bohr’s second postulate states that absorption
or emission of light by an atom occurs during
transitions of the atom from one stationary state
to another. The energy is absorbed or emitted
upon transition in certain amounts, called quan-
ta, whose value hv is determined by the difference
in energies corresponding to the initial and final
stationary states of the atom:

v =Wy, —W,,

where W, is the energy of the initial state of the
atom, W, the energy of its final state, and v the
frequency of light emitted or absorbed by the
atom. If W, > W,, the atom emits energy,
and if W, << W, the energy is absorbed. Quanta
of light are called photons.

Thus, according to Bohr's theory, the electron
in an atom cannot change its trajectory gradually
{continuously) but can only “jump” from one
stationary orbit to another. Light is emitted
Jjust when the electron goes from a more distant
stationary orbit to a nearer stationary orbit.

Atomic Radii of Orbits and Energy Levels.
The radii of allowed electron orbits can be found
by using Coulomb’s law, the relations of classi-

4. Structure of Atoms, Hydrogen Atom 1-

¢al mechanics, and Bohr’s first Postulate. They
are given by the following expression:
g M
T =1 xtmet ‘
The nearest to the nucleus allowed orbit is char-
acterized by n» = 1. Using the experimentally

————

-~ ~ \

Fig. 1

obtained values of m, e and h, we find for the
radius of this orbit

r; = 0.53 X 10=% cm.

This value is taken for the radius of the hydro-
gen atom. Any other orbit with a quantum num-
ber n has the radius

-— n2
r, = n'ry.

Hence, the radii of successive electron orbits
increase as n® (Fig. 1). ]

The total energy of an atom with an electron
in the nth orbit is given by the formula

2n2met
T ThAR

W, =
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These energy values are called atomic energy
levels. 1f we plot the possible values of energy
of an atom along the vertical axis, we shall
obtain the energy spectrum of the allowed states
of an atom (Fig. 2).

It can be seen that with increasing », the sepa-
ration between successive energy levels rapidly

w ,
%"”
n=4

n=3

n=2

n =1

Fig. 2

decreases. This can be easily explained: an
increase in the energy of an atom (due to the
energy absorbed by the atom from outside) is
accompanied by a transition of the electron to
more remote orbits where the interaction between
the nucleus and the electron becomes weaker.
for this reason, a transition between neighbour-
ing far orbits is associated with a very smail

1. Structure of Atoms. Hydrogen Atom 13

change in energy. The energy levels corresponding
to remote orbits are so close that the spectrum
becomes practically continuous. In the upper part
the continuous spectrum is bounded by the
ionization level of the atom (» = co) which
corresponds to the complete separation of the
electron from the nucleus (the electron becomes
free).

The minus sign in the expression for the
total energy of an atom indicates that atomic
energy is the lower the closer is the electron to
the nucleus. In order to remove the electron
from the nucleus, we must expend a certain
amount of energy, i.e. supply a definite amount
of energy to the atom from outside. For n = oo,
i.e. when the atom is ionized, the energy of an
atom is taken equal to zero. This is why negative
values of energy correspond to n = co. The level
with n = 1 is characterized by the minimum
energy of the atom and the minimum radius of
the allowed electron orbit. This level is called
the ground, or unexcited level. Levels with n =
=2, 3, 4, ...are called excitation levels.

Quantum Numbers. According to Bohr's theo-
ry electrons move-in circular orbits. This theory
provided good results only for the simplest atom,
viz. the hydrogen atom. But it could not provide
quantitatively correct results even for the helium
atom. The next step was the planetary model
of an atom. It was assumed that electrons, like
the planets of the solar system, move in ellip-
tical orbits with the nucleus at one of the foei.
However, this model was also soon exhausted
since it failed to answer many questions.

This is connected with the fact that it is im-
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possible in principle to determine the nature

of the motion of an electron in an atom. There are

no analogues of this motion in the macroworld
accessible for observation. We are not only
unable to trace the motion of an electron but
we cannot even determine exactly its location

at a particular instant of time. The very concept.

of an orbit or the trajectory of the motion of an
electron in an atom has no physical meaning.
It is impossible to establish any regularity in
the appearance of an electron at different points
of space. The electron is “smeared” in a certain
region usually called the electron cloud. For
an unexcited atom, for example, this cloud has
a spherical shape, but its density is not uniform.
The probability of detecting the electron is
highest near the spherical surface of radius r,
corresponding to the radius of the first Bohr
orbit. Henceforth, we shall assume that the
electron orbit is a locus of points which are
characterized by the highest probability of
detecting the electron or, in other words, the
region of space with the highest electron cloud
density.

The electron cloud will be spherical only for
the unexcited state of the hydrogen atom for
which the principal quantum number is n =1
(Fig. 3a). When n = 2, the electron, in addition
to a spherical cloud whose size is now four times
greater, may also form a dumb-bell-shaped cloud
(Fig. 3b). The nonsphericity of the region of
predominant electron localization (electron cloud)
is taken into account by introducing a second
quantum number I, called the orbital quantum
number. Each value of the principal quantum

1. Structure of Atoms. Hydrogen Atom 15

number n has corresponding positive integral
values of the quantum number I from zero to

(n — 1)
1=0,1,2,... (n—1).

For example, when n = 1, I has a single value
equal to zero. If n = 3, I may assume the values

(a) (b)

Fig. 3

0, 1, and 2. For n = 1 the only orbit is spherical,
therefore ! = 0. When n = 2, both the spherical
and the dumb-bell-shaped orbits are possible,
hence I may be equal either to zero or unity.
Forn = 3,1 = 0, 1, 2. The electron cloud corre-
sponding to the value ! = 2 has quite a com-
plicated shape. However, we are not interested
in the shape of the electron cloud but in the
energy of the atom corresponding to it.

The energy of the hydrogen atom is only deter-
mined by the value of the principal quantum
number 7z and does not depend on the value of
the orbital number I. In other words, if n = 3,
the atom will have the energy W, regardless of
the shape of the electron orbit correspondingto



16 Ch. 1. The Band Theory of Solids

the given value of » and various possible values
of 1. This means that upon a transition from the
excitation level to the ground level, the atom
will emit photons whose energies are indepen-
dent of the value of I.

While considering the spatial model of an
atom, we must bear in mind that electron clouds
have definite orientations in it. The position of
an electron cloud in space relative to a certain
selected direction is defined by the magnetic
quantum number m, which may assume integral
values from —! to +1, including 0. For a given
shape (a given value of 1), the electron cloud may
have several different spatial orientations. For
¢ =1, there will be three, corresponding to
the —1, 0, and +1 values of the magnetic quan-
tum number m. When [ = 2, there will be five
different orientations of the electron cloud corre-
sponding to m = — 2, —1, 0, +1, and +2.
Since the shape of the electron cloud in a free
hydrogen atom does not influence the energy
of the atom, the more so it applies to the spatial
orientation.

Finally, a more detailed analysis of experi-
mental results revealed that electrons in the
orbits may themselves be in two different states
determined by the direction of the eleciron spin.
But what is the electron spin?

In 1925, English physicists G. Uhlenbeck and
S. ‘Goudsmit put forward a hypothesis to explain
the fine structure of the optical spectra of some
elements. They suggested that -each electron
rotates about its axis like a top or a spin. In
this rotation the electron acquires an angular
mormhentum called the spin. Since the rotation

1. Structure of Atoms. Hydrogen Atom 17

can be either clockwise or anticlockwise, the
spin (in other words, the angular momentum
vector) may have two directions. In A/2n units,
the spin is equal to 1/2 and has either “+" or
“—" sign depending on the direc¢tion. Thus, the
electron orientation in the orbit is determined by
the spir quantum number o. equal to +1/2. It
should be noted that the spin 'crientation," like
the orientation of the electron orbit, does not
affect the energy of hydrogen atom 'in afree
state. S §
Subsequent 1nvest1gat10ns and calculations
have shown that it is impossible to explain'the
electron spin ;simply by.its rotation '‘about:the
axis. When the angular:velocity of ithe electron
was calculated, it was found that the. linear
velocity of points on the electron equator (if we
assume that the electron has.the spherical shape)
would be higher than the veloclty of light,
which is impossible. The ‘spin'is an inseparablé
characteristic of the electron like its mass or
charge.

Quantum Numbers as the Electron Address
in an Atom: Thus, we Have learned that .in
order to describe the motion of the electron in an
atom or, as physwlsts say, to define the state of
an electron in an atom, we must define-a set of
four quantum numbers r, I, m,.and o.

Roughly speaking, the prlnmpal ,quantum
number n defines the size of the electron Qrblt
The larger n, the greater region of space isemi-
braced by the corresponding electron cloud. By
setting the value of », we define the numbeér of
the electron shell of the atom. The. number n‘
itself can acquireé any intégral value from 1

2—01486
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to oo:
n=1, 2, 3, ....

The orbital quantum number [ defin.-s the shape
of the electron cloud. From the entire set of orbits
corresponding to the same value of », Lthe orbital
number [ selects those having the - .me shape.
To each value of I there correspounds its own
subshell. The number of subshells i: equal to n,
since [ may acquire the values from ! to (r — 1);

1=0,1,2, ..., (n—1).

The magnetic quantum number m defines the
spatial orientation of the orbit in llie group of
orbits with the same shape, i.e. belonging to the
same subshell. In each subshell, there are (27 + 1)
orbits with different orientations, since m may
assume the values from O to +I:

m—=—1I, —(I—1),...,—1,0, +1, ..., +
+(—1), +L

Finally, the spin quantum number o defines the
orientation of the electron spin in the given
orbit. Spin has only two values:

g = =+ 1/2.

While considering the hydrogen atom and using
the concepts of “shell”, “subshell” and “orbit”, we
spoke about the opportunities available to the
single electron in this atom rather than about
the atomic structure. The electron in the hydro-
gen atom may go from one shell to another and
from orbit to orbit within the same shell.

2. Many-Electron Atoms 19

The pattern of electron distribution in many-
electron atoms and their possible transitions are
much more complicated.

Sec. 2. Many-Electron Atoms

Pauli’s Exclusion}Principle. In discussing the
structure of many-electron atoms, we must con-
sider a very important principle formulated in
1925 by the Swiss physicist W. Pauli. This
principle states that there cannot be two electrons
in an atom in the same quantum state described
by the set of four quantum numbers (r, I, m,
and o). In other words, only one or two electrons
may be simultaneously in any stationary orbit
in an atom. In the latter case, the spins of the
electrons must have opposite directions, i.e: for
one elect/ron 6 = 4+ 1/2, while for the other
o= —1/2.

Taking into account the Pauli exclusion prin-
ciple and knowing the number of stationary
orbits characterized by different quantum num-
bers, we can determine the possible number of
electrons in every atomic shell and subshell (see
Table 1).

Distribution of Electrons over the Shells. The
first shell, whose principal quantum number is
n =1, does not split into subshells, since it
has only one quantum number [ associated with
it and this is equal to zero. In this case m = 0 as
well, so we may conclude that the first shell
consists of only one orbit which can be occupied,
according to Pauli’s exclusion principle, by
only two electrons.

PA
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~The second: shell (r =2} consists of two sub-
ST T shells since’'l can be:pither 0:or 4. In atomic

T LR physics, letter symbols 'instead of-the numeri-
C cal values of raré-used for describing subshells.
For example, regardless of the valie. of. the

. "
LANEE 0

Number
of
electrons
in a level

T T T principal. quantem number 7, all subshells with

S ST l'=0 are.dénoted by s, subshells with I = 1 are
Sl e e denoted by p, for I = 2 the symbol d is used,
‘ o A and so on. In this connection, it is said that the
o second shell consists of the s- and p-subshells.

of orbits
in a sub-

- shell

Number

P P “ o The s-subshell (I = 0) consists of one circular
RN TN N B A orbit and may contain only two:electrons, while
‘ N the p-subshell consists of three orbits (m may be

‘Notation
for a
subsheil
\ level
1s

e equal to —1, 0, and +1) and may contain six
N P IV electrons. The total nunther of electrons in the

‘ second shell is equal to eight.
oA | L Similarly, we can calculate the possible num-
N - ‘ ber of electrons in any shell and subshell. For

> 28 .
3p.
3d

| =1r2]

example, there can be 10 electrons in the ‘3d-
subshell (n = 3, 1 = 2), viz. two electrons in
each of the five orbits characterized by different

+1/2
: +1/2.]

1o

values of the quantum number m. The maximum
number of electrons in any subshell is equal to
2 (21 4 1). In spectroscopy, letter symbols (terms)
are ascribed to different shells: the first shell
is denoted by K, the second by L, the third by M,
and so on. ‘ .

The single electron in a hydrogen atom is in
a centrally symmetric field of the atomic nucleus;
its energy is.determined solely by the value of

=2, 0, 1, 2| 242]  8d

the principal quantum number n and does not
depend on the values of the other quantum num-
bers. On the other rhand, in many-electron

Quantum numbers

Table 1

atoms each electron is in the field created both
by the nucleus and by the .other electrons,
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Consequently, the energy of an electron in many-
electron atoms turns out to depend both on the
principal quantum number n and on the orbit-
al number I, though remaining independent
of the values of m and o.

This feature of many-electron atoms leads to
considerable differences between their energy

3s e °
2p(-o—o—0—o—o—0—
2s ————
1s —2e

Fig. 4

spectrum and the spectrum of hydrogen atom.
Figure 4 shows a part of the spectrum for many-
electron atom (the energy levels of the first three
atomic shells). Dark circles on the levels indicate
the maximum number of electrons which can
occupy the corresponding subshell.

It is well known that a system not subjected
to external effect tends to go into the state
with the lowest energy. Atom is not an exception

2. Many-Electron Atoms 23

in this respect. As the atomic shells are filled, the
electrons tend to occupy the lowest levels and
would all occupy the first level if there were no
limitations imposed by Pauli’s exclusion prin-
ciple. The only electron in the hydrogen atom
occupies the lowest orbit belonging to the 1s-
level. in the helium atom, the same orbit con-
tains also the second electron, and the first atom-
ic shell is filled. It should be noted that helium
is an inert gas, and its great stability is due to
the complete outer shell.

In the lithium atom, there are only three elec-
trons. Two of them occupy the first shell, and
the third is in the second shell with n = 2 (it
cannot occupy the first shell due to Pauli’s
exclusion principle). Lithium is an alkali metal
whose valency equals unity. This means that
the electron in the second shell is weakly bound
to the atomic core and can be easily detached
from it. This can be judged from the ionization
potential which for lithium is only equal to
5.37 V, while for helium it is equal to 24.45 V.

As the number of electrons in an atom increases,
the outer subshells and shells are filled. For
example, starting with boron, which has 5 elec-
trons, the 2p-subshell is filled. This process is
completed in inert gas meon which has a fully
filled second shell and is thus characterized by
the great stability. The eleventh electron in the
sodium atom starts populating the third shell
(3s-subshell), and so on.
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Se¢. 3. Degeneracy of Energy Levels
in Free Atoms, Removal of Degeneracy

by External Effects

Degenerate States. We have already noted that
in many-electron atoms the energy of electrons
is only determined by the values of the quantum
numbers r and ! and does not depend on the
values of m and o. This can be illustrated by the
energy spectrum shown in Fig. 4. Indeed, all six
electrons in the 3p-subshell, for example, have
the same energy, although they have different
values of m and o. States described by different
sets of quantum numbers but having the same
energy are called degenerate.  Similarly, the
energy levels corresponding to these states are
also.called degenerate. The levels are degenerate
while the atoms are in the free state. If, however,
the - atoms -are placed in a strong magnetic- or
electric field, the degeneracy is partially or com-
pletely removed. Let us illustrate this removal of
degeneracy with respect to the quantum num-
ber m. - : ;

. Degeneracy,. Removed by an External Field.
Different . values of the quantum number m
correspond to different 'spatial. orientations of
similar. electron orbits. In the absence of an
external field, different orientations of the orbits
do not; affect the energy of the electrons. If,
however, we place an atom in an external field,
the field will act differently on the electrons in
orbits oriented in different ways with respect to
the direction of this field. As a result, changes in
energies of electrons in similarly shaped but
differently oriented orbits will be different both

3. Degeneracy of Energy Levels in Free Atoms 25

in magnitude and in. sign: energies of some.
electrons will increase while those of others
will decrease. The energy levels for different
electrons in the spectrum will also change their
arrangement. Moreover, instead of one energy
level corresponding to all electrons in similar

External
field is
w External switched
field is on
switched y Mm=-2
off L/
1/ m=-
Vo —
/}/
3d-level 7 m=0 >(2/+ )
n =3, %1 in total
/=2 \{\.m=+1
\
]} \m=+2 J

Fig. & .

orbits several sublevels appear in the spectrum,
the number of sublevel being equal to the number
of differently oriented similar orbits, i.e. to the
number of possible values of the quantum numbgr
m. Figure 5 shows the result of an external electric
field acting on the 3d-level, for which n = 3 and
1 = 2. It can be seen that splitting of the level
into sublevels and the displacement of sublevels
occur simultaneously. _ )

The process in which previously indistinguish-
able (from the point of view of energy) degenerate
levels become distinguishable is called the
removal of degeneracy. Let us illustrate degener-
acy removal with another example,
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We consider an electron having a certain
energy W, in a one-dimensional space character-
ized by the coordinate z (Fig. 6). In the absence
of an external field, the state of this electron is
described by one energy level W, irrespective
of the direction of its motion. In other words, in
the absence of an external field the energy level

——

—e
hd
E=0 X
w ,' E#0
' —_——T
|
: W =W,+ ¢Ex
wW=w, _L-
—<\{\\ W=W,- eEx
N ————————
|
Fig. 6

W, is doubly degenerate. If we apply an exter-
nal electric field, say, along the z-axis, the
energy of the electron becomes dependent on the
direction of its motion. If the electron moves
along the z-axis, it will be decelerated by the
external field, its energy becoming W, — e¢Ex
(where z is the distance covered by the electron).

If the electron moves in the opposite direction,
its energy becomes W, 4 eEz. Correspondingly,
the appearance of two different states is mani-
fested in the energy spectrum by the slitting of
the degenerate level W, into two nondegenerate
levels W, — eEx and W, 4 eEz. In other words,
the degeneracy is removed under the effect of the
external field,

4. Formation of Energy Bands in Crystals 27

Sec. 4. Formation of Energy Bands
in Crystals

Splitting of Energy Levels in a Crystal. Let
us do the following mental experiment. Take N
atoms of a substance and arrange them at a suffi-
ciently large distance from each other but in
such a way that this arrangement reproduces
the crystalline structure of the material. Since
the separation between the atoms is large, we
can ignore their interaction and consider them
free. In each of these atoms, there are degenerate
levels with degeneracies equal to the number of
differently oriented similar orbits in’correspond-
ing subshells. Let us now start bringing the
atoms closer, retaining their mutual arrange-
ment. As the atoms converge, come closer, they
begin to experience the influence of their ap-
proaching neighbours, which is similar to the
influence of an external electric field. The
smaller the separation between the atoms, the
stronger is the interaction between them. Owing
to this interaction, degeneracy of the energy
levels characterizing the free atoms is removed:
each degenerate level splits into (27 4 1) nonde-
generate levels. All the atoms in a crystal gen-
erally exist under the same conditions (except
for those which form the external boundary of
the crystal). It could seem therefore that each
atom should contribute the same set of nondegen-
erate sublevels into the energy spectrum that
characterized the crystal as a whole viz. one 1s-
sublevel, three 2p-sublevels, five 3d-sublevels,
and so on. Each sublevel may contain two elec-
trons with opposite spins. Although this splitting
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actually occurs, the corresponding sublevels ob-
tained from similar atomic levels differ from each
other in energy, some of them are higher in the
energy spectrum of the crystal than the initial
levels of the individual atoms, while others lie
somewhat lower. This difference can be explained
by Pauli’'s exclusion principle generalized
for the entire crystal as a single entity. According
to this principle, no two nondegenerate sublevels
in a crystal may have the same enegy. Therefore,
when the crystal is formed, each energy level
spreads into an energy band consisting of V (21 +
-+ 1) nondegenerate sublevels differing in energy.
For example, the 1s-level spreads into 1s-band
consisting of N sublevels which may contain 2V
electrons, the 2p-level spreads into 2p-band con-
sisting of 3N sublevels which may contain 6N
electrons, and so on.

The formation of energy band in a crystal from
discrete energy levels of individual atoms is
shown schematically in Fig. 7. The shorter the
distance r, the stronger the effect of the neighbour-
ing atoms and the more the levelsare “smeared”.
The energy spectrum of a crystal is deter-
mined by the smearing of the levels correspond-
ing to the interatomic distance a, typical of
a given crystal.

The degree of smearing of levels depends on
their depth in an atom. The inner electrons are
strongly coupled to their nuclei and are screened
from external effects by the outer electron shells.
Therefore the corresponding energy levels are
weakly smeared. Naturally, the electrons in the
outer shells are most strongly affected by the
field of the crystal lattice, and the energy levels
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corresponding to them 'are smeared the most.
It should be noted that smearing of levels into
energy bands does not depend on whether there
are electrons on these levels or whether they are
empty. In the latter case, the smearing of levels

14 W

Fig. 7

indicates the broadening of the range of possible
energies which the electron may acquire in the
crystal. :

Allowed and Forbidden Bands. From what
has been said above, it follows that there is an
entire band of allowed energy values correspond-
ing to each allowed energy level in a crystal,
i.e. there is an allowed band. Allowed bands
alternate with the bands of forbidden energy, or
forbidden bands. Electrons in a. pure crystal
cannot have an energy lying in the forbidden
bands. The higher the allowed atomic level on

the energy scale, the more the corresponding band
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is smeared. As the energy increases, the forbid-
den bands become narrower.

The separation of sublevels in an allowed band
is very small. In real crystals ranging from 1 to
100 cm?® in size, the sublevels are separated by
10-22-10-2* V. This difference in energy is so
small that the bands are considered to be contin-
uous. Nevertheless, the fact that sublevels in
the bands are discrete and the number of sublevels
in the band is always finite plays a decisive
role in crystal physics, since depending on the
filling of the bands by electrons, all solids can be
divided into conductors, semiconductors, and
dielectrics.

Sec. 5. Filling of Energy Bands
by Electrons

Filled Levels Create Filled Bands While Empty
Levels Form Empty Bands. Since the energy
bands in solids are formed from the levels of
individual atoms, it is quite obvious that their
filling by electrons will be determined above all
by the occupancy of the corresponding atomic
levels by electrons.

Let us consider by way of an example the lith-
ium crystal. In the free state, the lithium atom
has three electrons. Two of these are in the 4s-
shell, which is thus completed. The third electron
belongs to the 2s-subshell, which is half-filled.
Consequently, when a crystal is formed, the 1s-
band turns out to be filled completely, the 2s-
band is half-filled, while the 2p-, 3s-, 3p-, ete.
bands in an unexcited lithium crystal are empty,

5. Filling of Bnergy Bands by Electrons BT

since the levels from which they are formed are
unoccupied.

The same is true for all alkali metals. For exam-
ple, when a sodium crystal is formed, the
1s-, 2s-, and 2p-bands are completely filled, since
the corresponding levels in sodium atoms are
completely packed by electrons (two electrons
in the 1s-level, two electrons in the 2s-level,
and six electrons in the 2p-level). The eleventh
electron in the sodium atom only half-fills the
3s-level, hence the 3s-band too is half-filled with
electrons.

When crystals are formed by atoms with com-
pletely filled levels, the created bands in general
are also filled completely. For example, if we
constructed a crystal from neon atoms, the 1s-,
2s-, and 2p-bands in the energy spectrum of
such a crystal would be completely filled (each
neon atom has 10 electrons which fill the cor-
responding energy levels). The remaining upper-
lying bands (3s, 3p, etc.) would turn out to be
empty.

Overlapping of Energy Bands in a Crystal.
In some cases the problem of filling the energy
bands by electrons is more complicated. This
refers to crystals of rare-earth elements and those
with a diamond-type lattice, among which the
most interesting for us are the crystals of typical
semiconductors, viz. germanium and silicon.

At a first glance, the crystals of rare-earth ele-
ments must only have completely filled and emp-
ty bands in their energy spectrum. Indeed,
the beryllium atoms, for example, which have
four electrons each, are characterized by two
completely filled levels, 1s and 2s levels. In mag-
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nesium atom, which has 12 electrons, the levels
1s, 25, 2p and 3s are also completed. However,
the upper energy bands in crystals of the rare-
earth elements, which are created by completely
filled atomic levels, are in fact only partially
filled. This can be explained by the fact that the
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energy bands corresponding to the upper levels
are smeared so much in the process of crystal
formation that the bands overlap. As a result
of' this overlapping, hybrid bands are formed,
which incorporate ‘both filled and empty levels.
For example, a hybrid band in a beryllium crys-
tal is formed by the completed 2s-levels and
the empty 2p-levels (Fig. 8), while in the magne-
idium erystal, by the filled 3s-levels and empty
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3p-levels. It is due to the overlapping that the
upper energy bands in rare-earth crystals are
filled only partially.

In semiconductor crystals with diamond-type
lattices band overlapping leads to quite the
opposite result. In silicon atoms, for example,
the 3p-level (3p-subshell) contains only two

w w

Fig, 9

electrons, though this level may be occupied by
six electrons. It is natural to expect that during
the formation of a silicon crystal, the upper
energy band (the 3p-band) will only be filled
partially, while the preceding band (the 3s-band)
will be filled completely (since it is formed by
the completely filled 3s-level). Actually the over-
lapping during the formation of a silicon crystal
not only leads to the appearance of a hybrid
bands composed of the 3s- and 3p-sublevels, but
also to a further splitting of the hybrid band

3—01486
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into two sub-bands separated by the forbidden
energy gap W, (Fig. 9). In all, the 3s -+ 3p
hybrid band must have 8 electron vacancies
per atom (2 vacancies in the 3s-subshell and 6 in
the 3p-subshell). After the splitting of the hy-
brid band, 4 vacancies per atom are found to be
in each sub-band. Trying to occupy the lower
energy levels, electrons of the third shells of sili-
con atoms (there are four of them—two in the
3s-subshell and two in the 3p-subshell) just fill
the lower sub-band, leaving the upper sub-band
empty.

Seec. 6. Division of Solids into Conductors,
Semiconductors, and Dielectrics

Physical properties of solids, and first of all
their electric properties, are determined by the
degree of filling of the energy bands rather than
by the process of their formation. From this
point of view all crystalline bodies can be di-
vided into two quite different groups.

Conductors. The first group includes substances
having a partially-filled band in their energy
spectrum above the completely filled energy
bands (Fig. 10a). As was mentioned above,
a partially filled band is observed in alkali
metals whose upper band is formed by unfilled
atomic levels, and in alkali-earth crystals with
a hybrid upper band formed as a result of the
overlapping of filled and empty bands. All
substances belonging to the first group are
conductors.

Semiconductors and Dielectrics, The second
group comprizes substances with absolutely emp-
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ty bands above completely filled bands (Fig. 10b,
¢). This group also includes crystals with dia-
mond-type structures, such as silicon, germanium,
grey tin, and diamond itself. Many chemical
compounds also belong to this group, for ex-
ample, metal oxides, carbides, metal nitrides,
corundum (Al,O;) and others. The second group
of solids includes semiconductors and dielectrics.
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The uppermost filled band in this group of crys-
tals is called the valence band and the first empty
band above it, the conduction band. The upper
level of the valence band is called the top of the
valence band and denoted by W,. The lowest
level of the conduction band is called the bottom
of the conduction band and denoted by W..

In principle, there is no difference between
semiconductors and dielectrics. The division in
the second group into semiconductors and dielec-
trics is quite arbitrary and is determined by the
width W, of the forbidden energy gap separating
the completely-filled band from the empty band.
Substances with forbidden band widths W, <
<2 eV belong to the semiconductor subgroup.

g
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Germanium (W, 2¢0.7 V), silicon (W, >~ 1.2 eV)
gallium arsenide GaAs (W, ~ 1.5 eV), and
indium antimonide InSb (W, ~ 0.2 eV) are
typical semiconductors.

Substances for which W, > 3 eV belong to
dielectrics. Well-known dielectrics include corun-
dum (Wg~7 eV), diamond (W,>5 eV),
boron nitride (Wy ~ 4.5 eV), and others.

The arbitrary nature of the division of second-
group solids into dielectrics and semiconductors
is illustrated by the fact that many generally
known dielectrics are now used as semiconductors.
For example, silicon carbide with its forbidden
band width of about 3 eV is now used in semicon-
ductor devices. Even such a classical dielectric
as diamond is being investigated for a possible
application in semiconductor technology.

Energy Band Occupancy and Conductivity of
Crystals. Let us consider the properties of a
crystal with the partially filled upper band at
absolute zero (7 = 0). Under these conditions
and in the absence of -an external electric field, all
the electrons will occupy the lowest energy levels
in the band, with two electrons in a level, in
accordance with Pauli’s exclusion principle.

Let us now place the crystal in an external
electric field with intensity £. The field acts on
each electron with a force F = — eE and accele-
ratesit. Asa result, the electron’s energy increases,
and it will be able to go to higher energy
lIevels. These transitions are quite possible, since
there are many free energy levels in the partially
filled band. The separation between energy
levels is very small, therefore even extremely
weak electric fields can cause electron transitions
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to upper-lying levels. Consequently, an external
field in solids with a partially filled band accele-
rates the electrons in the direction of the field,
which means that an electric current appears.
Such solids are called conductors.

Unlike conductors, substances with only com-
pletely filled or empty bands cannot conduct
electric current at absolute zero. In such solids,
an external field cannot create a directional mo-
tion of electrons. An additional energy acquired
by an electron due to the field would mean its
transition to a higher energy level. However,
all the levels in the valence band are filled. On
the other hand, there are many vacancies in the
empty conduction band but there are no electrons.
Common electric fields cannot impart sufficient
energy for electron to transfer from the valence
band to the conduction band (here we do not
consider fields which cause dielectric breakdown).
For all these reasons an external field at absolute
zero cannot induce an electric current even in
semiconductors. Thus, at this temperature a
semiconductor doesnot differ at all from a dielec-
tric with respect to electrical conductivity.



Chapter 2

Electrical Conductivity
of Solids

Sec. 7. Bonding Forees in
a Crystal Lattice

Crystal as a System of Atoms in Stable Equilib-
rium State. How is a strictly ordered crystal
lattice formed from individual atoms? Why
cannot atoms approach one another indefinitely
in the process of formation of a crystal? What
determines a crystal's strength?

In order to answer these questions, we must
assume that there are forces of attraction F,;
and repulsive forces F,,, which act between
atoms and which attain equilibrium during the
formation of a crystal structure. Irrespective of
the nature of these forces, their dependence on
the interatomic distance turns out to be the same
(Fig. 11a). At the distance r > a,, attractive
forces prevail; while for r << a,, repulsive forces
dominate. At a certain distance r = a,, which is
quite definite for a given crystal, the attractive
and repulsive forces balance each other, and the
resultant force F, (which is depicted by curve 3)
becomes zero. In this case, the energy of interac-
tion between particles attains the minimum value
Wo, (Fig. 11b). Since the interaction energy is
at its minimum at r = aq,, atoms remain in this
position (in the absence of external excitation),
because removal from each other, as well as any
further approach, leads to an increase in the
energy of interaction. This means that at r = a,,

7. Bonding Forces in a Crystal Lattice
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the system of atoms under consideration is in
stable equilibrium. This is the state which corre-
sponds to the formation of a solid with a strictly
definite structure, viz. a crystal.

Repulsive and Attractive Forces. Curve 2 in
Fig. 11a shows that repulsive forces rapidly
increase with decreasing distance r between the
atoms. Large amounts of energy are required in
order to overcome these forces. For example,
when the distance between a proton and a hy-
drogen atom is decreased from r = 24 to r = a/2
(where a is the radius of the first Bohr orbit),
the energy of repulsion increases 300 times.
For light atoms whose nuclei are weakly screened
by electron shells, the repulsion is primarily
caused by the interaction between nuclei.
On the other hand, when many-electron atoms get
closer, the repulsion is explained by the interac-
tion of the inner, filled electron shells. The
repulsion in this case is not only due to the
similar charge of the electron shells but also due
to rearrangement of the electron shells. At very
small distances, the electron shells should over-
lap, and orbits common to two atoms will appear.
However, since the inner, filled orbits have no
vacancies, and extra electrons cannot appear in
them due to thePauliexclusion principle, some
of these electrons must go to higher shells.
Such a transition is associated with an increase in
the total energy of the system, which explains
the appearance of repulsive forces.

Obviously, the nature of repulsive forces is
the same for all atoms and does not depend on
the structure of outer, unfilled shells. On the
contrary, forces of attraction which act between
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atoms are much more diverse in nature, which
is determined by the structure and degree of
filling of the outer electron shells. Bonding
forces acting between atoms are determined by the
nature of attractive forces. When considering the
structure of crystals, the most important bonds
are the ionic, covalent, and metallic, and these
should be well known to you from the course of
chemistry. Here, we shall only consider the
covalent bond, which determines the basic prop-
erties of semiconductor crystals.

Covalent bond is the main one in the formation
of molecules or crystals from identical or similar
atoms. Naturally, during the interaction of iden-
tical atoms, neither electron transfer from one
atom to another nor the formation of ions takes
place. The redistribution of electrons, however,
is very important in this case as well. The pro-
cess is completed not by the transfer of an elec-
tron from one atom to another but by the collectiv-
ization of some electrons: these electrons simul-
taneously belong to several atoms.

Let us see how the covalent bond is formed
in the molecule of hydrogen, H,. Whilst the
two hydrogen atoms are far apart, each of them
“possesses” its own electron, and the probability
of detecting “foreign” electrons within the limits
of a given atom is negligibly small. For example,
when the distance between the atoms isr = 5 nm,
an electron may appear in the neighbouring atom
once in 101% years. As the atoms come closer, the
probability of “foreign” electron appearing sharp-
ly increases. For r = 0.2 nm, the transition
frequency reaches 10'* sec~!, and at a further
approaching the frequency of electron exchange
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becomes so high that “own” and “foreign” elec-
trons appear at the same frequency near the two
nuclei. In this case, the electrons are said to be
collectivized. The bond based on the “joint pos
session” of two electrons by two atoms is called
the covalent bord.

w
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Fig. 12

The formation of the covalent bond must natu-
rally be advantageous from the point of view of
energy. Curve 7 in Fig. 12 shows the total energy
of two hydrogen atoms as a function of their
separation (the total energy of two infinitely
remote hydrogen atoms not interacting with one
another is taken as the zero level). It can be seen
that as atoms approach one another, their total
energy decreases and attains its minimum value
at r = a,, which corresponds to the separation
of atoms in a hydrogen molecule.
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Not Every Two Hydrogen Atoms May Form
a Molecule. The above process of the forma-
tion of the hydrogen molecule is possible only
when the electrons in atoms being combined
have opposite spins. Only in this case may the
electrons occupy the same electron orbit, which
is a common orbit for the combined atoms. If,
however, the electrons of the approaching hydro-
gen atoms have parallel spins, i.e. are in the
same state determined by the same set of four
quantum numbers (n, I, m, and o), then accord-
ing to Pauli’s exclusion principle they cannot
occupy the same orbit. Such atoms will be repel-
led rather than attracted to one another, and
their total energy will increase and not decrease
with decreasing r (curve 2 in Fig. 12). Obviously,
a molecule is not formed in this case.

An important feature of covalent bonds is their
saturation. This property is also one of the
manifestations of Pauli's exclusion principle
and consists in the impossibility of a third
electron to take part in the formation of the
covalent bond. Having combined into the cova-
lent bond, electrons are unable to form another
bond and at the same time they “do not allow”
other electrons to penetrate the combined orbit.
For this reason hydrogen molecule, for example,
consists of two atoms, and the H, molecule can-
not be formed.

Semiconductors as Typical Covalent Crystals.
The diamond-type crystals exhibit the most
typical features of covalent bonds. Typical
representatives of this group are semiconductor
crystals and among them the well-known germa-
nium and silicon. Atoms of these elements have
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four electrons in the outer shell, each of which
forms a covalent bond with four nearest neigh-
bours (Fig. 13). In this process, each atom gives
its neighbour one of its valence electrons for
“partial possession” and simultaneously gets amn
electron from the neighbour on the same basis.

Fig. 13 Fig. 14

As a result, every atom forming the crystal
“fills up” its outer shell to complete the popula-
tion (8 electrons), thus forming a stable struc-
ture, which is similar to that of the inert gases
(in Fig. 13, these 8 electrons are conventionally
placed on the circular orbit shown by the dashed
curve). Since the electrons are indistinguishable,
and the atoms can exchange electrons, all the
valence electrons helong to all the atoms of the
crystal to the same extent. A semiconductor
crystal thus can be treated as a single giant
molecule with the atoms joined together by
covalent bonds. Conventionally, these crystals
are depicted by a plane structure (Fig. 14),
where each double line between atoms shows a co-
valent bond formed by two electrons.
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Sec. 8. Electrical Conductivity
of Metals

The best account of this phenomenon is given
by the quantum theory of solids. But to elucidate
the general aspects, we can limit ourselves to
a consideration based on the classical electron
theory. According to this theory, electrons in
a crystal can, to a certain approximation, be
identified with an ideal gas by assuming that
the motion of electrons obeys the laws of classi-
cal mechanics. The interaction between electrons
is thus completely ignored, while the interaction
between electrons and ions of the crystal lattice
is reduced to ordinary elastic collisions.

Metals contain a tremendous number of free
electrons moving in the interstitial space of
a crystal. There are about 10?® atoms in 1 cm?®
of a crystal. Hence, if the valence of a metal is Z,
the concentration (number density) n of free
electrons (also called conduction electrons) is equal
to Z x 10%® em™3. They are all in random
thermal motion and travel through the crystal
at a very high velocity whose mean value
amounts to 108 cm/sec. Due to the random nature of
this thermal motion, the number of electrons
moving in any direction is on the average always
equal to the number of electrons moving in the
opposite direction, hence in the absence of an
oxternal field the electric charge carried by
electrons is zero. Under the action of an external
field, each electron acquires an additional veloci-
ty and so all the free electrons in the metal move
in the direction opposite to the direction of the
applied field intensity. The directional motion of
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electrons means that an electric current appears
in the conductor.

In an electric field of intensity £, each electron
experiences a force F = eE. Under the action
of this force, the electron acquires the accelera-
tion
ek
m ?

F
a=—=
m

where e is the charge of an electron and m is its
mass.

According to the laws of classical mechanics,
the velocity of electrons in free space would
increase indefinitely. The same would be ob-
served during their motion in a strictly periodic
field (for example, in an ideal crystal with the
atoms fixed at the lattice sites).

Actually, however, the directional motion of
electrons in a crystal is quite insignificant due
to imperfections in the lattice’s potential field.
These imperfections are mostly associated with
thermal vibrations of the atoms (in the case
of metals, atomic cores) at the lattice sites, the
vibrational amplitude being the larger the
higher the temperature of the crystal. Moreover,
there are always various defects in crystals
caused by impurity atoms, vacancies at the lattice
sites, interstitial atoms, and dislocations. Crystal
block boundaries, cracks, cavities and other
macrodefects also affect the electric current.

In these conditions, electrons are continuously
colliding and lose the energy acquired in the
electric field. Therefore, the electron velocity
increases under the effect of the external field only
on a segment between two collisions. The mean
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length of this segment is called the mean free
path of the electron and is denoted by A.

Thus, being accelerated over the mean free
path, the electron acquires the additional ve-
locity of directional motion

Av = ar,

where T is the mean free time, or the mean time
between two successive collisions of the electron
with defects. If we know the mean free path A,
the mean free time can be calculated by the
formula
A
= v+ Av ? .
where v, is the velocity of random thermal motion
of the electron. Usually, the mean free path A of
the electron is very short and does not exceed
10 cm. Consequently, the mean free time <
and the increment of velocity Av are also small.
Since Av< v,, we have
PR
Yo
Assuming that upon collision with a defect
the electron loses practically the velocity of
directional motion, we can express the mean
velocity, called the drift velocity, as follows:

;:ﬂ=i-1— eh E =uE.

2 2m 2mv,
The proportionality factor
-t
- 2m Vo

between the drift velocity v and the field intensi-
ty E is called the electron mobility.
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The name of this quantity reflects its physical
meaning: the mobility is the drift velocity
acquired by electrons in an electric field of unit
intensity. A more rigorous calculation taking
into account the fact that in random thermal
motion electrons have different velocities rather
than the constant velocity v, gives a double
value for the electron mobility:

u =

e A
m vy °

Accordingly, a more correct expression for the

drift velocity is given by the formula

v="2* g,

mv,

Let us now find the expression for the current
density in metals. Since electrons acquire an
additional drift velocity v under the action of
an external electric field, all the electrons that are
at a distance not exceeding v from a certain area
element normal to the direction of the field inten-
sity will pass through it in a unit of time. If the
area of this element is S, all the electrons con-
tained in the parallelepiped of length v will pass
through it in a unit of time (Fig. 15). If the
concentration of free electrons in the metal is n,
the number of electrons in this volume will be
nvS. The current density, which is determined
by the charge carried by these electrons through
unit area, can be expressed as follows:

. enmvS _ ne®h E
TS T my, :
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_The ratio of the current density to the inten-
sity of the field inducing the current is called
electrical conductivity and is denoted by o. Obvi-
ously, we get
J__ ne%

0 —
E muvg

— neu.

The reciprocal of electrical conductivity is
called resistivity, p:

1
p==5-

~ Note that the appearance of an electric current
in a conductor is clearly connected  with the

——

E

———

=

—_—

=S

<l

e

electron drift. The drift velocity turns out to be
quite low and in real electric fields it usually
does not exceed the velocity of a pedestrian. At
the same time, current propagates through wires
almost instantaneously and can be detected in
every part of a closed circuit practically at the

4—01486

Fig. 15



50 Ch. 2. Electrical Conductivity of Solids

same time. This can be explained by the extreme-
ly high velocity of propagation of the electric
field itself. When a voltage source is connected
to a circuit, the electric field reaches the more
remote sections of the circuit at the velocity of
light and causes the drift of all the electrons at
once,

Sec. 9. Conductivity of Semiconductors

As in the case of metals, electric current in semi-
conductors is related to the drift of charge car-
riers. In metals the presence of free electrons in
a crystal is due to the nature of the metallic
bond itself, while in semiconductors the appear-
ance of charge carriers depends on many factors
among which the purity of a semiconductor and
its temperature are the most important.

i Semiconductors are classified as intrinsic, and
impurity (extrinsic), or doped. Impurity semi-
conductors, in turn, can be divided into electron-
ic, or n-type semiconductors and kole, or p-type
semiconductors depending on the type of impu-
rity introduced into it. Let us consider each of
these groups separately.

Intrinsic Semiconductors

Intrinsic semiconductors are those that are very
pure. The properties of the whole crystal are
thus determined only by the properties of atoms
of the semiconductor material itself.

Electron Conductivity. At temperatures close
to absolute zero, all the atoms of a crystal are
connected by covalent bonds which involve all
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the valence electrons. Although, as we mentioned
above, all valence electrons belong equally to
all the atoms of the crystal and may go from one
atom to another, the crystal does not conduct.
Every electron transition from one atom to
another is accompanied by a reverse transition.
These two transitions occur simultaneously, and

Fig.['16

the application of an external field cannot create
any directional motion of charges. On the other
hand, there are no free electrons at such low
temperatures.

'Frox.n the point of view of band theory, this
situation corresponds to the completely filled
valence band and an empty conduction band.
'As the temperature increases, the thermal
V}brations of the crystal lattice impart an addi-
t{onal energy to electrons. Under certain condi-
tions, the energy of an electrons becomes higher
than the energy of the covalent bond, and the
electron ruptures this bond and travels to the

A*



52 Ch. 2. Electrical Conductivity of Solids

crystal interstice, thus becoming “free”. Such an
electron can freely move in the interstitial space
of the crystal independent of the movements of
other electrons (electron I in Fig. 16).

On the energy levels diagram, the “liberation”
of an electron means the electron transition

.
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Fig.§17

from the valence band to the conduction band
(Fig. 17). The energy of rupture of the covalent
bond in a crystal is exactly equal to the forbid-
den band width W,, i.e. the energy required
for an electron to change from a valence elec-
tron to a conduction electron. It is clear that the
narrower the forbidden gap for a crystal, the
lower the temperature at which free electrons
begin to appear. In other words, at the same
temperature, crystals with a narrower forbidden
band will have higher conductivity due to a high-
er electron number density » in the conduction
band. Table 2 presents the data on W, and n for
some materials at room temperature.

If, for example, we heat diamond to 600 K,
the number density of free electrons in it will
increase so much that becomes comparable with
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Table 2

Material Wg (ev) n (cm~—3)

Indium antimonide 0.2 1018
Germanium 0.7 1013
Diamond 5.0 102

that of the conduction electrons in germanium
at room temperature. This is another reason why
the division of solids into dielectrics and semi-
conductors is arbitrary. ‘

Hole Conductivity. A great number of free
electrons appearing with increasing temperature
isonly one of the causes of intrinsic conductivity
of a semiconductor. Another cause is associated
with a change in the structure of the valence
bonds in the crystal, and this is due to a transfer
of valence electrons to the interstitial space.
Each electron which moves into interstices and
becomes a conduction electron leaves a vacancy, or
“hole”, in the system of valence bonds of the
crystal (in Fig. 16 the hole is shown as a light
circle; the cross indicates the rupture of the
bond caused by this transition). This vacancy
may be occupied by a valence electron from any
neighbouring atom. The vacancy formed as
a result of this process may in turn be occupied
by an electron from a neighbouring atom, and so
on. Such electron transitions to vacant places do
not require reverse transitions (as it was in the
case of a completely filled system of valence
bonds in a crystal), and the possibility of a direc-
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tional charge transfer appears in the crystal.
Ip the absence of an external field, these transi-
tions are equally possible in all directions
hence the total charge carried through any area{
element in the crystal is zero. However, when
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Fig. 18

the external field is switched on, these transi-
tions become directional: electrons in the system
of valence bonds move in the same direction as
free conduction electrons. The movement of
electx:ons in such a transition chain occurs con-
secutively, as if each electron in turn moves
into the vacancy left by its predecessor. If we
{malyze the result of this consecutive process
it can be treated as the movement of the vacanc3;
itself in the opposite direction.

For.the sake of illustration, let us consider
a chain of checkers with a vacancy (Fig. 18a).
The consecutive motion of four checkers from
left ‘to right (Fig. 18b) can be considered as the
motion of the vacancy itself by four steps in the
opposite direction. Something of this kind takes
p.lace in a semiconductor. The consecutive transi-
tion of elecirons 2 and 3 (Fig. 16) into the vacancy
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left by electron 7 is equivalent to the transition
of the vacancy in the opposite direction, as
shown by the dashed line.

In semiconductor physics, these vacancies are
called holes. Each hole is ascribed a positive
charge +-e, which is equal numerically to the
electron charge. This approach allows us to
consider a series of transitions of a single hole
instead of describing the consecutive transitions
of a chain of electrons (each to the neighbouring
atom), and this considerably simplifies our
calculations,

The hole conductivity in an intrinsic semicon-
ductor can be explained by the band theory.
A transfer of electrons to the conduction band
(see Fig. 17) is accompanied by the formation of
vacancies (holes) in the valence band, which
previously was completely filled. Therefore, elec-
trons remaining in the valence band now can
move to vacant higher energy levels. This means
that in an external electric field they may acquire
an acceleration and thus take part in the direc-
tional charge transfer, viz. in creating electric
current.

The Number of Holes Equals the Number of
Free Electrons. In an intrinsic semiconductor,
there are two basic types of charge carriers:
electrons (which carry negative charge) and holes
(carrying positive charge). The number of holes is
always equal to the number of electrons because
the appearance of an electron in the conduction
band always leads to a hole appearing in the
valence band. Hence, electrons and holes are
equally responsible for the conductivity of an
intrinsic semiconductor. The only difference is
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that electron conductivity is due to the motion
of free electrons in the interstitial space of the
crystal (i.e. the motion of electrons travelling
to the conduction band), while hole conductivity
is associated with a transfer of electrons from
atom fo atom in the system of covalent bonds of
the crystal (i.e. transitions of electrons re-
maining in the valence bands).

Since there are two types of charge carriers
in intrinsic semiconductors, the expression for
its electrical conductivity can thus be repre-
sented as the sum of two terms:

0 = en;u, + epiup,

where n; is the electron number density in an
intrinsic semiconductor, p; the hole concentra-
tion, and u, and u, the mobilities of electrons
and holes, respectively *.

In spite of the apparent equivalence of elec-
trons and holes and the equality of their concen-
trations, the contribution of electron conductiv-
ity to the conductivity of an intrinsic semicon-
ductor is much larger than that of hole conductiv-
ity. This is because of the higher mobilityof
electrons in comparison with holes. For example,
the electron mobility in germanium is almost
twice the mobility of holes, while in indium
antimonide InSb the ratio between the electron
and hole mobilities is as much as 80.

Although we shall cover the topic later, note

* In semiconductor technology, letter n denotes elec-
trons, their density, or is used as a subseript to indicate
that a physical quantity refers to electrons Srllegutive),
letter p (positive) is used in the same way for holes, and
the subscript ; means “intrinsic”,
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that conductivity in a semiconductor may be
caused not only by an increase in temperature
but also by other external effects such as irradia-
tion by light or bombardment by fast electrons.
What is necessary, is that an external effect
causes a transition of electrons from the valence
band to the conduction band or, in other words,
there must be conditions for generating free
charge carriers in the bulk of the semiconductor.

Intrinsic conductivity with the strict equality
of number densities of unlike charge carriers
(n; = p;) can only be realized in superpure,
ideal semiconductor crystals. In reality we al-
ways have to deal with crystals contaminated
to some extent. Moreover, it is doped semiconduc-
tors that are most important for semiconductor
technology.

Doped (Impurity) Semiconductors

Donor Impurities. The presence of impurity atoms
in the bulk of an intrinsic semiconductor leads to
certain changes in the energy spectrum of the
crystal. While the valence electrons in an in-
trinsic semiconductor may only have energy in
the allowed band region (within the valence
band or the conduction band) and their presence
in the forbidden band is ruled out, the electrons
of some impurity atoms may have energies
lying within the forbidden band. Thus, addi-
tional allowed impurity levels appear in the energy
spectrum in the forbidden band between the
top W, of the valence band and the bottom W,
of the conduction band.

Let us first consider how impurity levels appear
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by using an electronic (n-type) semiconductor
as an example. This isobtained when pentavalent
arsenic atoms are introduced as an impurity
into a tetravalent germanium crystal (Fig. 19).
Four of the five valence electrons of arsenic take
part in the formation of covalent bonds with the
four nearest neighbouring germanium atoms,

Fig. 19

thus participating in the construction of a crys-
tal lattice. These electrons are in the same
conditions as the electrons of the atoms of the
parent material (germanium), and thus have the
same energy values as the electrons of germanium
atoms and lie within the valence band of the
energy spectrum. Consequently, these electrons
of arsenic atoms do not change the energy spec-
trum of germanium. The fifth electron, however,
does not participate in the formation of covalent
bonds. Since it still belongs to the arsenic atom,
it continues to move in the field of the atomic
core. The interaction between the electron and
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the atomic core is, however, considerably weak-
ened like the Coulomb force of interaction
between two charges placed in a dielectric. The
dielectric constant for germanium is & = 16,
hence the force of interaction between the arsen-
ic atomic radical and the fifth valence electron
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Fig. 20

is weakened 16 times and the energy of their
bond becomes almost 250 times less. Owing to
this, the orbital radius of the fifth electron in-
creases 16 times, and in order to detach it from
the atom and make it into a conduction elec-
tron, only 0.01 eV energy is required.

In terms of the band theory, this situation just
means that an additional allowed level corre-
sponding the energy of the fifth valence electron
of the arsenic atom has appeared in the energy
spectrum of the crystal. This level lies near the
bottom of the conduction band (Fig. 20) and is
separated from it by Wy o~ 0.01 eV *,

* The subscript d is the abbreviation of the word “donor”.
Correspondingly, the impurities and the energy levels
formed upon their introduction are called donor impurities
and donor levels.
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At temperatures close to absolute zero, all the
fifth electrons of the arsenic atoms remain bond-
ed to their atomic cores, in other words, are on
their donor levels. The conduction band is
therefore empty, and at 7 = 0 an electronic
semiconductors does not differ from a typical
dielectric as was the case for an intrinsic semi-
conductor. However, given a slight increase in
temperature so that the energy of thermal vibra-
tions of the lattice becomes comparable with the
bond energy W, ~ 0.01 eV, the fifth electrons
are detached from their arsenic atoms and go to
the conduction band. The electronic semiconduc-
tor acquires conductivity due to free electrons
appearing in the interstitial space of the crystal.

It should be emphasized that positive charges
that remain after electrons have left the donor
levels differ in principle from the holes of intrin-
sic semiconductors. The escaping electrons of
impurity atoms did not take part in the formation
of covalent bonds in the crystal nor did they
belong to the valence band. Therefore, the re-
maining positive charges are positively charged
ions of the donor impurity (arsenic in the case
under consideration), fixed in the crystal lattice
and making no contribution to the conductivity
of the crystal.

Since electron conductivity is the major type
of conductivity in crystals with a donor impurity,
semiconductors containing this impurity are
called elecironic, or n-type semiconductors.

In n-type semiconductors at low temperatures,
electron conductivity is predominant. At elevat-
ed temperatures, say, at room temperature, the
conduction band also contains electrons coming
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from the valence band due to the rupture of valence
bonds as well as electrons from the donor
level. These transitions are, as we know, accom-
panied by holes appearing in the valence band
and by consequent lole conductivity. Never-
theless, the electron conductivity exceeds the hole
conductivity by many times.

For example, if there is only one arsenic
atom per 107 germanium atoms, in a germanium

Fig. 21

crystal, the concentration of conduction electrons
at room temperature is 2000 times higher than
the hole concentration.

Charge carriers whose concentration dominates
in a semiconductor under consideration are
called majority carriers; charge carriers of the
opposite sign are called minority carriers. Natural-
ly, electrons are majority carriers in an electronic
semiconductor, while holes are minority carri-
ers.

Hole Semiconductors. Let us now consider
the case when a germanium crystal contains
a trivalent indium atom (Fig. 21) instead of
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a pentavalent arsenic atom. The indium atom
lacks one electron to create covalent bonds with
its four nearest germanium atoms; in other
words, in the germanium crystal lattice one
double bond is not satisfied. In principle, a satu-
rated covalent bond with the fourth neighbour
can be ensured by a transition of an electron from
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apother germanium atom to the indium atom,
but, the electron will need some additional ener-
gy to do this. Hence, at temperatures close to
T = 0, when there is no source of this additional
energy, valence electrons of the germanium re-
main with their atoms, and the indium impurity
atoms remain neutral with unsatisfied fourth
bonds. However, the presence of indium atoms
in the crystal makes possible in principle transi-
tions of electrons which have acquired a certain
additional energy W,, to the higher energy
levels required to form additional bonds with
indium atoms (Fig. 22). Obviously, at T = 0 our
semiconductor does not conduct electricity be-
cause there are no free charge carriers in it (nei-
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ther’electrons in the conduction band nor holes in
the valence band),

As the temperature rises, electrons acquire
additional energy of the order of W, due to
thermal lattice vibrations (in the case under
consideration, W, ~z 0.01 e¢V) and may go from
germanium atoms to indium atoms. A vacancy

Fig.; 123

(hole) is left where the electron moved from.
Naturally, a reverse transition is also possi-
ble, i.e. the electron may return to the ger-
manium atom. If another valence electron occu-
pies the vacancy while the original electron is
at the indium atom, the original electron will
have to remain there, thus converting the indium
atom to a negatively charged ion bonded with
the lattice and hence immeobile. The vacancy in
the system of valence bonds, formed after the
departure of the electron (Fig. 23), thus becomes
a free hole. The formation of holes in the valence
band (see Fig. 22) signifies that the hole-type
conductivity has become possible in the crystal.
This type of conductivity determined the name
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hole, or p-type semiconductors. Impurities intro-
duced into a semiconductor to trap electrons
from the valence band are called acceptor impuri-
ties, and the energy levels associaied with them
are called acceptor levels.

Sec. 10. Effect of Temperature
on the Charge Carrier Concentration
in Semiconductors

When we considered semiconductors with differ-
ent types of conduction, we emphasized that
their conductivity is in principle determined
by temperature. Semiconductors become capable of
conducting electric current only at temperatures
considerably higher than absolute zero because
it is only then that free charge carriers appear.
Let us now see what difference there is between
the effect of temperature on the electric proper-
ties of intrinsic and on those of extrinsic semi-
conductors. :
Effect of Temperature on Conductivity of
Intrinsic Semiconductors. A peculiar feature of
intrinsic semiconductors is that both types of
charge carrier—electrons and holes—appear in
them simultaneously and in equal amounts.
From the moment the energy of thermal lattice
vibrations becomes high enough for the electron
transfer from the valence band to the conduction
band, any further increase in temperature is
accompanied by an exceptionally rapid increase
in free charge carrier concentration. For example,
an increase in temperature from 100 to 600 K in
intrinsic germanium raises the carrier concen-
tration by 17 orders of magnitude (10! times).

A -
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In order to depict this dependence graphically,
a semilogarithmic scale is normally used. The
reciprocal of temperature, 1/7, is plotted along
the z-axis, while the value of log n; (logarithm
of concentration) is plotted along the y-axis
(Fig. 24). On this scale, the rn; = f (1/T') depen-
dence is a straight line intersecting the z-axis at

log n;
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a certain point 1/7. The charge carrier concen-
tration rises with temperature because electrons
from deeper and deeper levels of the valence band
move to the conduction band.

If we extrapolated the straight line n; =
= f (1/T) to the intersection with the y-axis
(this would correspond to T = o), we would
obtain the value of log n;, (where n;, is the
concentration of the valence electrons in the
given semiconductor). It is impossible to attain
this state experimentally because the crystal
lattice would be desroyed and the semiconductor

5—01486
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would be melted before all the electrons parti-
cipating in the formation of covalent bonds travel
to the conduction band.

Since the concentration of electrons and holes

in an intrinsic semiconductor is the same at any
temperature, the log p; = f (1/T) dependence
will also be the straight line identical to one
shown in Fig. 24. Using the equality n; = p;, we
can write
n;py = ni.
And since the concentration of charge carriers
in each intrinsic semiconductor only depends on
the temperature, it is clear that at any fixed
temperature the product n,p; is constant (the
law of mass action):

n;p; = n} = const,

At T = 300 K (which is usually taken as room
temperature), the value of n% for silicon is equal
to 4.2 X 10%t cm-%, while for germanium nj =
= 6.25 X 102% cm~% It is interesting to note
that the law of mass action is also valid for im-
purity semiconductors.

Impurity Semiconductors. The free carrier con-
centration in electronic and hole semiconductors
depends on temperature in the same way, so we
can limit ourselves to only r-type semiconduc-
tors.

Figure 25 shows a typical log n, =f{/T)
curve for impurity semiconductors. Close to
absolute zero, there are no free carriers in the
conduction band of an electronic semiconductor,
as was the case with intrinsic semiconductors.
As the temperature rises, however, the conduc-
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tion electrons in the electronic semiconductor
appear much earlier than in the intrinsic semi-
conductor. The reason for this is clear and is
because the energy required to detach the fifth

tog n, |
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Fig. 25

valence electron from a donor atom, i.e. to
move an electron from the donor levél Wd to
the conduction band, is almost 100 times less
than that needed for the electron transition from
the valence band to the conduction band. Recall
for. example, that for silicon, W4 ~ 0.01 BV‘
while W, o~ 1.2 eV. Hence, electrons resultiné
from transitions labelled 7 in Fig. 26 will be the
first to appear in the conduction band. Natural-
ly, there is no difference between these elsctrons
and the electrons arriving to the conduction band
tf)lrom ghe irlalen(.:e banfl, but sometimes the form-
t}l;ei:roricg?n?d impurity electrons to emphasize

As the temperature rises further, the number
of impurity electrons arriving to the conduction
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band increases rapidly, while the number of
electrons remaining on the donor level decreases.
In other words, the impurity level is depleted.
At a certain temperature 7', (depletion tempera-
ture) all the electrons from the donor level are
transferred to the conduction band. In this case,
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the concentration of conduction electrons be-
comes practically equal to the concentration of
the donor impurity N4 (doping level) of the
semiconductor:

np, = Nd.

In most semiconductors impurity levels are
depleted at low temperatures. For example, in
germanium with a doping level of arsenic atoms
N4 ~ 10" ¢m~3, the temperature of depletion
of the donor level is about 30 K. Naturally,
the depletion process is dependent on the value
of the activation energy W, of the impurity
centres and on their concentration V4. Thus the
depletion temperature I’y is the higher, the

-
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larger the activation energy and the impurity
concentration.

At T > T, thenumber of free electrons remains
constant over rather a wide temperature
range (region bec in Fig. 25). This can be ex-
plained by the fact that impurity levels are com-
pletely depleted, and the energy of thermal lattice
vibrations is still insufficient to excite the
valence electrons. In this temperature range, the
free carrier concentration can be determined from
the relation n, ~ N,.

With a further increase in temperature, the
process of electron transitions from the valence
band to the conduction band becomes more and
more intense (these transitions are denoted by 2
in Fig. 26). At a certain temperature T;, the
number of such transitions becomes so large
that the concentration of intrinsic electrons,
i.e. electrons coming from the valence band,
becomes comparable with the concentration of
impurity electrons. The temperature T, is called
the temperature of transition to intrinsic conduc-
tivity. Any further increase in temperature re-
sults in such a rapid growth of intrinsic carrier
concentration (region c¢d in Fig. 25) that we can
ignore the impurity electrons and assume that
n, ~ n;. In this temperature range, an electron-
ic impurity semiconductor does not differ from
an intrinsic (pure) semiconductor either in the
nature of conductivity (which is now mixed—
electron and hole, since the departure of electrons
from the valence band is associated with a simul-
taneous appearance of holes) or in the concen-
tration of free charge carriers.

For most impurity semiconductors, the temper-
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ature of transition to intrinsic conduetivity
considerably exceeds room temperature. For
example, the T, for n-type germanium with a dop-
ing level of Ny ~ 10 cm=® is approximately
450 K. The value of 7; depends on the doping
level N, and on the forbidden band width W,
of the semiconductor: the higher the doping level
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and the wider the forbidden gap, the higher is
the temperature of transition to intrinsic con-
ductivity.

Degenerate Semiconductors., Semiconductors
with very high doping level (~1018-10' cm-%)
are especially interesting. They are called
degenerate semiconductors, or semimetals. Degen-
erate semiconductors are very important in
semiconductor technology.

It was mentioned above that the addition of
a donor impurity to an intrinsic semiconduc-
tor leads to a discrete donor level appearing ia the
energy spectrum of the semiconductor (t¢c be more
precise, in its forbidden band) and separated from
the bottom of the, conduction band by a quite
narrow energy interval W, (Fig. 27a). At quite
low impurity concentrations (the impvrity atoms
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are so far apart that their interaction can be
ignored), this donor level can be represented as
a line. Asthe concentration of impurity increases,
the impurity atoms become closer and closer
to each other, and the orbits of their fifth valence
electrons, which are not involved in the lattice
formation, start overlapping. These electrons
can now move freely from one impurity atom
to another. In other words, the valence electrons
no longer belong to individual impurity atoms
and become common. This means that they can
move from one impurity atom to another within
the entire crystal.

In the language of the band theory, an increase
in the impurity concentration, accompanied by
the mutual effects of impurity atoms on each
other, leads to the removal of degeneracy in
these atoms, the splitting of the donor impurity
level into sublevels, and the formation of the
impurity band (Fig. 27b). Essentially, the for-
mation of the energy band from an individual
dégenerate level in a system of impurity atoms
is similar to the band formation from the energy
levels of individual atoms when they approach
each other to form a crystal (see Fig. 7).

The higher the doping level, the closer are
impurity atoms to each other, the stronger their
mutual effect and the more the impurity level
is smeared. Finally, the impurity band broadens
so much that it overlaps with the conduction
band (Fig. 27¢) thus forming a hybrid band filled
only partially by electrons. Now the impurity
electrons which previously occupied the impurity
band can travel freely to the conduction band.
Since this band contains free higher-lying energy
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levels, the impurity electrons may acquire an
additional energy in an external electric field
and hence get accelerated. As was shown above,
this indicates the appearance of conductivity
in a crystal.

It should be stressed here that the conductivity
in degenerate semiconductors is only associated
with a high concentration of donor impurity,
that leads to overlapping between the impurity
band and the conduction band, and is not associat-
ed with the temperature of the crystal. In this
type of semiconductors, high concentration of
conduction electrons can be observed even at
absolute zero (T = 0). For this reason, they some-
times are called semimetals. The independence
of the conduction electron concentration on
temperature in degenerate semiconductors is
retained up to T;. At higher temperatures, elec-
tron transitions from the valence band to the
conduction band become dominating, which
causes intrinsic conductivity in'the semiconductor.

As the impurity concentration increases, the
broadening of impurity levels into a band is
first accompanied by a decrease in the energy
of activation of impurity electrons, since the
value of Wy (see Fig. 27b) is lower than W,
(see Fig. 27a). This leads to the appearance of
impurity electrons at lower temperatures. When
the impurity concentration becomes so high
that the impurity band and the conduction
band overlap, the forhidden band width becomes
smaller: W; (see Fig. 27c) is less than W, (see
Fig. 27a). For example, the forbidden band
width in germanium with a doping level of the
order of 10" cm~3 decreases from 0.7 to 0.5 eV.
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The log pp, = f (1/T) dependence for p-type
semiconductors is described by a curve identical
to the one shown in Fig. 25. In this case, the
regions ab and bc¢ correspond to the hole conduc-
tivity and cd, to the intrinsic conductivity. The
increase in the hole concentration with temper-
ature in the ab region is due to the trapping of
electrons from the valence band by acceptor
impurity atoms and the appearance of free holes
capable of carrying the charge. When the accep-
tor level is filled, i.e. when all impurity atoms
complete their bonds in the crystal lattice, sat-
uration is attained, characterized by the inde-
pendence of hole impurity concentration on tem-
perature (bc region). At higher temperatures
(cd region), a sharp increase in the intrinsic car-
rier concentration is observed due to the tran-
sition of electrons from the valence band to the
conduction band.

It should be noted that all impurity semicon-
ductors always contain, in addition to the majo-
rity carriers, minority carriers as well, practi-
cally at any temperature. Naturally, the number
of minority carriers in the low temperature re-
gion is small. Concentrations of majority and
minority carriers are related through the laws
of mass action, which states that the product
of concentrations of majority and minority car-
riers in any semiconductor is equal to the square
of the concentration of intrinsic carriers in the
corresponding intrinsic semiconductor at the
same temperature: n,p, = n} and ppn, = ni,
where n, and p, are the concentrations of elec-
trons and loles in electronic semiconductor,
while p, and n, are the concentrations of holes
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and electrons in a hole semiconductor. The law
of mass action implies that the addition of an
active impurity to a semiconductor increases
the concentration of the majority carriers and
simultaneously decreases the concentration of
the minority carriers so that the product of
the concentrations of these carriers remains un-
changed. For example, if pure germanium with
an intrinsic carrier concentration at room tem-
perature n; ~ 101% ¢cm~% is doped with such an
amount of donor impurity that the number of
free electro/ns increases 1000 times, and the
majority carrier concentration becomes n, ~
~ 10 ¢m-3, the number of minority carriers
(holes) in this case will decrease 1000 times,
and their concentration would become p, ~~
~ 10 ¢m-3 Thus, the minority carrier con-
centration will be million times lower than
the majority carrier concentration. This decrease
in the minority carrier concentration can be
explained as follows.

As a result of the appearance of the large num-
ber of conduction electrons, the lower energy
levels in the conduction band are filled. Hence,
the electrons from the valence band may move
only to the higher-lying, unfilled levels of the
conduction band. The energy required for these
transitions is higher than in the case of a free
conduction band. As a result, the probability
of electron transitions from the valence band
to the condnction band, and hence the number
of holes formed in the valence band, decrease.
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Sec. 11. Temperature Dependence
of Electrical Conductivity
of Semiconductors

It was shown above that electrical conductivity
is expressed by the formula

o = enu,

where n is the charge carrier concentration that
determines the conductivity of a given substance
and u the mobility of these carriers. Charge
carriers can be either electrons or holes. It is
interesting to note that although electrons are
known to act as free charge carriers in most
metals, this role is played by holes in some me-
tals. Zinc and beryllium are typical examples of
metals with the hole conductivity.

In order to determine how the conductivity
depends on temperature, we must know how the
concentration of free carriers and their mobili-
ties depend on temperature. In metals, the
concentration of free charge carriers is indepen-
dent of temperature. Hence, the temperature
variation of the conductivity of metals is com-
pletely determined by the temperature dependence
of the mobility of carriers. On the contrary, the
charge carrier concentration in semiconductors
strongly depends on temperature, while temper-
ature variations of the mobility are insignifi-
cant. However, in the temperature regions where
the carrier concentration is constant (the deple-
tion region and the impurity saturation region),
the temperatur: dependence of conductivity is
fully determined by the temperature variations of
the mobility of carriers.
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Mobility is determined by the scattering of
charge carriers bv various defects of the crystal
lattice, i.e. by the change in the velocity of direc-
tional motion of carriers when they interact
with various defects. The most important is
the interaction between carriers and the ionized
atoms of various impurities and the thermal
vibrations of the crystal lattice. Scattering
processes determined by these interactions have
different effects in different temperature regions.

At low temperatures, when the thermal vibra-
tions of atoms are so small that they can be
neglected, the scattering by ionized impurity
atoms plays the major role. On the other hand,
at higher temperatures the atoms at the lattice
sites are considerably displaced from their
equilibrium position in the crystal due to the
thermal vibrations and so thermal scattering
predominates.

Scattering by Tonized Impurity Atoms. In im-
purity semiconductors, the concentration of im-
purity atoms is many times higher than the
concentration of impurities in metals. Even
at quite low temperatures, most of the impurity
atoms in a semiconductor are ionized. This is
quite natural as the origin of the conductivity
of these semiconductors is primarily associated
with the ionization of impurities. The scattering
of carriers by impurity ions turns out to be much
stronger than the scattering by neutral atoms.
This is because for the scattering by ionized
atom the carrier need only stray into the elec-
tric field created by the ion (Fig. 28), whereas
the scattering by aneutral atom requires a direct
collision. When an electron - flies through the
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electric field created by a positive ion, its trajec-
tory bends, as shown in the figure, and the
velocity, vy it acquired in the external field
will decrease to vg. If the electron comes close

-
E
~¢ 22—
Vg {
Region of '
electric field
ofion
Fig. 28

enough to the ion its motion after scattering may
in general become opposite in the direction to
that of the external field.

When he was considering theé scattering of
charged particles by charged centres, Rutherford
concluded that the mean free path of particles
should be proportional to the fourth power of
their velocity:

4
Ao g

The application of this dependence to the
scattering of carriers in semiconductors has led
to a very interesting and at first sight unexpected
result: at low temperatures the mobility of carriers
must increase with temperature. In reality the
mobility of carriers turns out to he proportional
to the third power of their velocity:

A v 3

U o< — o< — =V,
vy U
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On the other hand, the mean kinetic energy
of charge carriers in semiconductors is propor-
tional to temperature, W, o« kT, and hence
the mean thermal velocity is proportional to the
square root of T (since W} = miv?*/2). Consequent-
ly, we get the following relationship between
the mobility of carriers and the temperature:

uocvﬁoc(VT)':Talz.

At low temperatures where the scattering by
ionized impurity atoms dominates and the ther-

u

Fig. 29

mal vibrations of the lattice atoms can be ig-
nored, the mobility of carriers increases with tem-
perature in proportion to 7'%/? (the left branch
of the u (T) curve in Fig. 29). Qualitatively,
this dependence can be easily explained because
the higher the thermal velocity of carriers, the
shorter is the time they stay in the field of an
ionized atom and hence the less their trajectory
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is distorted. Thus their mean free path and mo-
bility increase.

Scattering by Thermal Vibrations. As the
temperature increases, the mean velocity of
the thermal motion of carriers increases to such
an extent that the probability of their scatter-
ing by ionized impurity atoms becomes very low.
At the same time, the amplitude of thermal vibra-
tions of the lattice atoms increases so that the
scattering of carriers by thermal vibrations
becomes predominant. The mean free path of
carriers, and hence their mobility, decrease as
the material is heated further due to the inten-
sification of the scattering by thermal vibra-
tions.

The shape of the u (I') curve in the high-tem-
perature region is different for different semi-
conductors. It depends on the nature of the
semiconductor, the width of the forbidden band,
doping level, and some other factors. For typical
covalent semiconductors, germanium and sili-
con in particular, the u (7) dependence has the
form

uo I-32

for moderate doping levels (see the right branch
in Fig. 29).

Thus, the mobility of carriers in semiconduc-
tors grows in proportion to 7% at low tempera-
tures and decreases in inverse proportion to 7'%/2
at high temperatures.

Temperature Dependence of Conductivity of
Semiconductors. If we know how the mobility
and carrier concentration depend on the tem-
perature in a semiconductor, we can establish
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how its conductivity depends on temperature.
The log ¢ = f (1/T) curve is shown schematical-
ly in Fig. 30. It can be seen that the shape of
this curve is similar to that for the log n = f (1/7T)
curve shown in Fig. 25. Since the temperature
dependence of the carrier concentration is much
stronger than the temperature dependence of
the mobility, the temperature dependence _of
the conductivity o (7) in the regions of impurity

log o

Fig. 30

conductivity (region ab) and intrinsic conduec-
tivity (region cd) is almost completely deter-
mined by the temperature dependence of the
carrier concentration. The slopes of these sec-
tions of the graph depend on the ionization ener-
gies of the donor impurity atoms and on the
forbidden band width of the semiconductor.
The slope y, is proportional to the energy of de-
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tachment of the fifth valence clectron from the
atom of the donor impurity. Therefore, if we
can obtain experimentally a graph describing
the temperature wvariation of the conductivity
of a semiconductor in the impurity region ab,
we can find the value of the activation enecrgy
for the donor level, i.e. the separation W, be-
{tween the donor level and the bottom of the
conduction band (see Fig. 20). The slope v;
is proportional to the energy required for an
electron to go from the valence band to the
conduction band, viz. the energy required to
create intrinsic carriers in a semiconductor.
Consequently, having determined -experimen-
tally the temperature dependence of the conduc-
tivity of a semiconductor in the intrinsic re-
gion cd, we can find the forbidden band width
Wg (see Fig. 17). The values of Wy and Wy
are the most important characteristics of a semi-
conductor.

The difference between the o (7) and n (T)
dependences is mainly observed in the bc region
which lies between the impurity depletion
temperature Ts and the temperature 7; of the
transition to intrinsic conductivity. This region
corresponds o the ionized state of all the impu-
rity atoms, while the energy of the thermal vibra-
tions is still insufficient for creating intrinsic
conductivity. For this reason, the carrier con-
centration (which is practically equal to the
concentration of impurity atoms) does not change
with increasing temperature. In this region,
the temperature dependence of conductivity is
determined by the temperature dependence of
the carrier mobility. At a moderate impurity

6 —01486
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concentration, the scattering by thermal lattice
vibrations is the main scattering mechanism in
this temperature region for most of semiconductors.
This mechanism is responsible for a decrease
in the mobility of carriers, and hence in the
conductivity of semiconductors, as the tem-
perature increases within bc.

For degenerate semiconductors, the scatter-
ing of carriers by ionized impurity atoms re-
mains the same up to high temperatures due
to the high doping level which causes the elec-
tric fields of ions to overlap. As we mentioned
above, this mechanism is characterized by an
increase in the carrier mobility with temperature.

Chapter 3

Nonequilibrium Processes
in Semiconductors

Sec. 12. Generation and Recombination
of Nonequilibrium Charge Carriers

Free Carrier Generation. It was shown that at
a temperature above absolute zero, all semi-
conductors have some free carriers. Generally,
the free carrier concer tration rises with temper-

14

Fig. 31

ature. The appearance of free carriers is ex-
plained by transitions of electrons from the valence
band or from the donor levels to the conduction
band. This process is called the generation of free
carriers (Fig. 31).

I'ree Carrier Recombination. If, however, the
generation of carriers were the only process in a
semiconductor, more and more electrons would
arrive to the conduction band, and in a certain

B*
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time all the valence electrons would be found
in the conduction band. Nothing of this kind is
observed experimentally. This is because the
generation of carriers is accompanied by the
recombination of free carriers. After a certain
time, the electrons from the conduction band
return to the valence band or to vacancies in the
impurity level (Fig. 32). In other words, after a
trip in the interstitial space of the crystal, a free

L ) ®
2 Won
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Fig. 32

electron soomer or later meets a vacancy and
occupies it. If this vacancy is a positively charged
impurity ion, then one conduction electron van-
ishes, but if the vacancy is a ruptured bond in
the lattice (hole), two free carriers, viz. the
electron and the hole, vanish simultaneously.
Equilibrium Carriers. Thus, the content of
free carriers in a semiconductor is determined
by two opposite and simultaneously occurring
processes, viz. generation and recombination.
Thermal processes in solids are always inertial,
i.e. they proceed quite slowly, hence thermal
generation and recombination have time to at-
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tain equilibrium at practically any temperature.
Consequently, a carrier concentration determined
only by the thermal processes is called an equi-
librium concentration, and the carriers them-
selves are called equilibrium carriers. Since the
generation and recombination of equilibrium
carriers are always balanced (a new pair of
charge carriers is immediately created as the
result of thermal excitation in place of each re-
combining pair), the generation and recombina-
tion processes are ignored in thermal equilibrium.

Nonequilibrium Carriers. Along with thermal
excitation, some other factors create free carriers
in semiconductors, for example, irradiation by
light or bombardment by particles causing ioni-
zation. Free carriers may also appear through
contact with another body. Free carriers ap-
pearing in a semiconductor due to these factors
are excess carriers with respect to the equilib-
rium carriers and are called nonequilibrium
carriers.

The mechanisin of generation of nonequilib-
rium carriers differs in principle from that of
equilibrium carriers. During thermal genera-
tion, the heat supplied from outside increases
the energy of the thermal vibrations of atoms
in the crystal lattice. When this energy becomes
high enough for the covalent bonds to rupture,
the atoms are ionized and equilibrium car-
riers thus appear. Consequently, the heat sup-
plied creates free carriers through a mediator,
viz. the crystal lattice of the semiconductor. For
this reason, the concentration of equilibrium
charge carriers is the same throughout the vol-
ume of the semiconductor.
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) On the other hand, when nonequilibrium car-

riers are generated, the energy of the external
source of excitation (the energy of photons,
the energy of bombarding electrons or other
particles) is supplied directly to the valence
electrons, while the energy of the crystal lattice
remains practically unchanged. Therefore the
nonequilibrium carriers are not in thermal equi-
librium with the crystal when they are formed
and their density distribution throughout the
volume can be very nonuniform (usually, the
concentration of nonequilibrium carriers de-
creases away from the crystal surface or from the
exposed region).

As a result of the direct energy transfer to a
charge carrier, the electron may acquire an
energy which is higher than that required to
overcome the forbidden gap. In this case, excess
electrons are transferred to the higher energy
levels of the conduction band (transition 3 in
Fig. 31), the kinetic energy of such nonequilib-
rium carriers being much higher than the
mean energy 3kT/2 which corresponds to the
energy of the thermal equilibrium electrons at
the bottom of the conduction band. This excess
kinetic energy dissipates over time during col-
lisions between the nonequilibrium electrons and
crystal lattice defects. During 10-1° sec, fast
electrons undergo about one thousand scatter-
ing acts as a result of which their kinetic energy
levels out to that of the thermal electrons. We
can assume that the kinetic energy of the nonequi-
librium carriers becomes comparable to the
energy of the equilibrium carries almost imme-
diately after their generation, and hence their
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mobility is the same as the mobility of the equi-
librium carriers. Therefore, the change in conduc-
tivity during the generation of nonequilibrium
carriers is only due to a change in the total
carrier concentration. The instantaneous differ-
ences in the energy and mobility of the nonequi-
librium carriers that occur immediately after
they are generated are insignificant.

Electroneutrality Condition. If we denote by
An and Ap the concentration of excess elec-
trons and holes respectively, the total carrier
concentration will be

n = ny, + An,
p = po+ Ap,

where n, and p, are the equilibrium concentra-
tions of electrons and holes. If only intrinsic
carriers are generated by the external action
on the semiconductor (i.e. transitions from the
valence band to the conduction band are excited),
and the semiconductor itself contains no volume
charge, the concentration of the nonequilibrium
electrons must be equal to that of the excess
holes:

An = Ap.

This is the electroneutrality condition.

It was mentioned above that the mability of
the excess carriers is practically the same as
the mobility of equilibrium carriers. Hence, we
can write the following expression for the addi-
tional conductivity Ac appearing in a semicon-
ductor under the effect of an external source of
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excitation:

Ao = e (up-An - u,- Ap),

and for the total conductivity,

o = elu, (ny + An) + u, (p, + Ap)l.

After the excitation source has been switched
off, the semiconductor gradually returns to
its equilibrium state. In this case, the free car-
rier concentration in it again acquires the equi-

librium value due to recombination. However, .

before the recombination occurs (i.e. before an
electron meets a hole), each carrier remains in
the free state for a certain time. This time dura-
tion depends on many factors and varies be-
tween 102 and 10-° sec. In order to characterize
nonequilibrium carriers as a whole, we introduce
the mean lifetime 1, for the nonequilibrium elec-
trons and 1, for the nonequilibrium holes. In
practice the mean lifetime of an electron, for exam-
ple, is defined as the mean time from the moment
of generation of the excesselectron to the moment
when it is trapped by a hole.

Recombination Rate. The concept of the mean
lifetime is closely related to that of the recombi-
nation rate (i.e. the rate at which the excess car-
rier concentration changes). The recombination
rate is defined as the number of recombining
pairs of carriers per unit time, An/t, (where
An is the nonequilibrium carrier concentration
at a given instant ). Clearly, the recombination
rate is the higher, the greater the nonequilibrium
carrier concentration. The recombination rate
decreases with time, because the number of
ex cess carriers decreases due to recombination.
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Simple calculations show that the nonequilib-
rium carrier concentration decreases exponen-
tially with time:

An = Ange-t/tn,
where An, is the initial excess carrier concen-
tration at the instant ¢ = 0 (the moment the

An

An,

Fig. 33

excitation source is switched off), e = 2.7 is the
natural logarithmic base. .

It follows from this formula that the nonequi-
libriwmn  carrier concentration has decreased e
times in a time 7T, after switching off the source
of excitation. Indeed at ¢t = 1,, the concentra-
tion An becomes equal to Any/e. The An vs. ¢
dependence is shown in Fig. 33. This curve can
be used to determine the value of 7, as a seg-
ment intercepted on the time axis by the tangent
to the curve at the point ¢ = 0. ]

The Concept of Trapping Cross Section. Recom-
bination implies the trapping of an electron by
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a hole. A hole’s ability of trapping an electron
is characterized by the so-called trapping cross
section. Let us draw through the hole a plane
perpendicular to the direction of the motion of
the electron approaching the hole. If the electron
crosses this plane far from the hole, it will not be
trapped but will only change the direction of its
motion to a certain extent. If, however, the
electron crosses this plane close to the hole, i.e.
within a circle of a sufficiently small radius, it
is trapped by the hole. The area of this circle
is called the effective trapping cross section, or
simply the trapping cross section. The trapping
cross section strongly depends on the electron
velocity relative to the hole and the origin of
this hole.

Types of Recombination. There are two types
of charge carriers. In the first case, an electron
directly moves from the conduction band to the
valence band (transition 7 in Fig. 32). This is
called interband (or band-to-band) recombina-
tion. In the second case, the electron transition
from the conduction band to the valence band
occurs in two stages: first, the electron goes from
the conduction band to a certain intermediate
level (transition 2) created in the crystal by an
impurity atom, and then it goes from this level
to a vacancy in the valence band (transition 2).
This process is called the recombination through
an impurity site. In both cases, the transition
of the electron from the conduction band to the
valence band is accompanied by the liberation
of energy approximately equal to the forbidden
band width W, (as a rule, electrons at the bot-
tom of the conduction band and holes at the
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:9p )of the valence band take part in recombina-
ion).

The energy liberated during recombination
can be either emitted in the form of a radiation
quantum or transformed to the energy of the
crystal lattice. Accordingly, we have either
radiative or nonradiative recombination.

Radiative Recombination. In this process,
the energy of an electron combining with a hole
is transformed into the energy hv of a photon.
The act of recombination in this case is similar
to the return of an excited atom to the ground
state (the electron goes over from the excitation
orbit to the ground-state orbit). According to
the law of the conservation of energy, the energy
of a photon emitted during the interband recom-
bination is given by

hv=W,—W,=W,,

where W, is the electron energy before recombi-
nation (at the bottom of the conduction band)
and W, the electron energy after recombination
(at the top of the valence band).

In the majority of cases, radiative recombina-
tion is associated with direct band-to-band elec-
tron transitions. However, these transitions can
occur only in very pure semiconducting crystals
with a narrow forbidden gap, e.g. indium anti-
monide (InSb) crystals for which the forbidden
band width W, is only 0.18 eV. The radiative
recombination lifetime of an electron in these
crystals is short (of the order of 10-? sec). Hence,
practically all the electrons recombine, emitt-
ing a photon.

As the forbidden band width increases, the
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probability of radiative recombination becomes
lower. For example, in intrinsic germanium, for
which W, = 0.72 eV at room temperature, the
electron lifetime relative to radiative recombi-
nation is 1 sec, while the lifetime relative to
nonradiative recombination equals 10-3-107*
sec. This means that one recombination accom-
panied by the emission of a photon occurs per
several thousand nonradiative recombination
transitions.

Nonradiative Recombination. This form of
recombination, which is typical of semiconduc-
tors with a sufficiently wide forbidden gap, in-
volves, as a rule, impurity sites. The energy
liberated during the transition of an electron
from the conduction band to the valence band
is rather high and cannot be transferred to the
crystal lattice at once. The probability of this
act is as low as the probability of a simultaneous
collision of ten particles at one point. On the
other hand, in the case of recombination through
impurity levels, the electron energy is trans-
ferred to the crystal lattice in two stages. In this
case, the closer the energy level of the impurity
atom to the centre of the forbidden gap, the
higher the probability that the recombination
proceeds through this atom, since with such an
arrangement the energy is liberated in two equal
portions both equal to W,/2. Band theory would
say that during the first stage the impurity
site traps an electron and during the second, a
hole. In principle, these stages can be passed in
the reverse order. Their sequence is determined
by the probabilities of trapping an electron and
a hole by the impurity site. If the energy level
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of the impurity site lies closer to the bottom of
the conduction band, the probability of trapp-
ing an electron will be higher than the probability
of trapping a hole, because the lower energy
will be liberated during the electron trapping
(in general, the lower the liberated energy, the
higher the probability of the process). In this
case, after having been trapped by the impurity
site, an electron has to ‘‘wait” for a hole for
some time. As a matter of fact, although there
are many holes, the electron cannot recombine
with any of them, The recombination is possible
only when the electron can give the liberated
cnergy Lo the crystal lattice. '

Trapping Sites and Trapping Centres. Il may
happen that the recombination of excess carriers
has already been completed but the electron
at the impurity centre is still awaiting the re-
quired hole. Such a situation usually occurs when
the level of the impurity centre is rather far
from the middle of the forbidden gap (transition
3 in Fig. 32). In this case, the impurity centre
is called the electron trapping site.

If the level of an impurity centre lies near the
bottom of the conduction band, so that the
energy difference W — Wi, becomes compara-
ble with the energy of thermal lattice vibrations,
an electron trapped by such a site may again be
thrown back to the conduction band (case 4 in
Fig. 32). This process may be repeated many times
before the electron “drops” down to the valence
band., Such impurity centres are called frapping
centres. The presence of these centres may consid-
eyably increase the mean lifetime of nonequilib-
rium carriers.



A Ch. 3. Nonequilibrium Processes

In high-frequency semiconductor devices it is
required that excess carriers rapidly vamish ai-
ter the excitation signal has been switched off.
For this reason, gold, nickel, copper, and some
other impurities are used to increase the recom-
bination rate in devices based on germanium or
silicon single crystals. These impurities form
recombination levels near the middle of the
forbidden gap.

Surface Recombination. Free charges may
disappear not only as a result of recombination
in the bulk but also due to surface recombinalion
which proceeds in many cases much more rapidly
than recombination in the bulk. This can be
explained by the fact that there are always many
adsorbed impurity atoms and various defects
on the surface of a semiconductor, which are
effective recombination centres. Surface recom-
bination plays an especially important role
in thin samples where the volume is small and
the surface is relatively large.

Since recombination on the surface is more
intense than that in the bulk, the number of free
carriers near the surface is less than in the bulk
of a semiconductor. This difference in concen-
tration causes a flux of free carriers from inside
to the surface. The greater the difference in the
concentrations (i.e. the more intense the surface
recombination), the higher the velocity of car-
riers moving to the surface. In order to sup-
press surface recombination, semiconductor sam-
ples are specially treated (chemical etching,
thorough washing, etc.) to remove recombina-
tion centres from the surface. An appropriate
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treatment of the surface can decrease the rate
of surface recombination by two orders of mag-
nitude.

Sec. 13. Diffusion Phenomena
in Semiconductors

Regardless of the way the nonequilibrium car-
riers were created (the introduction of excess
carriers through the interface with a metal or
their generation by irradiation or bombardment
by fast particles), the distribution of these car-
riers over the semiconductor is always nonuni-
form. It is quite clear that the concentration
of nonequilibrium carriers near the semiconduc-
tor surface where they are created is much higher
than in the bulk. The difference in concentra-
tions leads to a diffusion of the nonequilibrium
carriers from the region with the higher concen-
tration to the region with the lower concentra-
tion.

Diffusion Current. The diffusion flux of non-
equilibrium charge carriers creates an electric
current called the diffusion current. The diffu-
sion current can be either electron or hole in
nature. Let us consider some of the features and
regularities of the diffusion of the nonequilibrium
electrons.

Suppose the electron concentration in a semi-
conductor decreases, as shown by the curve in
Fig. 34, as we move from the outer surface (cor-
responding to z = 0) to the bulk. Now let us
cut the semiconductor by an imaginary plane
that passes through the point z = x, and is
perpendicular to the =z-axis, and isolate two
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adjacent layers of thickness Az. As a result of
random thermal motion, all the electrons con-
tained in layer I at an initial moment leave it after
some time. Since the electrons can move left or
right with equal probability, we can assume
that Lalf of electrons from layer I will cross
the plane 2 = z,. At the same time, half the
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electrons from layer 2 (which has the same thick-
ness Az) will cross this plane in the opposite
direction. As the average electron concentra-
tion n; in layer I is higher than the average elec-
tron concentration n in layer 2, the number of
electrons crossing the boundary between the
layers from left to right will be larger than the
number of electrons crossing it in the opposite
direction. The difference between these fluxes is
equal to the resultant diffusion flux which deter-
mines the appearance of the diffusion current.
The intensity of the diffusion flux is deter-
mined by the difference in the electron concentra-
tions of the layers in contact. In turn, the diffe-
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rence between n, and n, is determined by the
change in the electron concentration per unit
length in the direction perpendicular to the
boundary between the layers (An/Az). The den-
sity i, of the electron diffusion current can be
expressed by the formula

, A
in,=eD, K;is
where D, is the electron diffusion coefficient.

For p-type semiconductors, the density of
current due to the motion of holes is expressed
by a similar formula:

where Dy is the hole diffusion coefficient,.

The Einstein Relation. The diffusion coef-
ficient D depends on the nature and structure of
a material. It is proportional to the carrier
mobility « and the absolute temperature I of
the crystal:

This is the Einstein relation.

Since the mobility of electrons is greater than
the mobility of holes, the diffusion coefficient
for electrons is always higher than that for
holes. For example, in germanium at room
temperature, the electron diffusion coefficient
is twice the hole diffusion coefficient, and in
silicon, it is three times greater.

Holes Pursue Electrons. It is interesting to
note that in a homogeneous semiconductor the

7—01486
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closely related. We shall illustrate this by con-
sidering the propagation of nonequilibrium holes
in an electronic semiconductor. Suppose that
there is a source of holes on one surfaces of an
n-type semiconductor that creates on this face
(where z = 0) a certain excess concentration
Ap, of nonequilibrium holes. Since the concen-
tration of holes in the bulk of the semiconductor
is lower than at the surface, holes diffuse into
the semiconductor, i.e. the diffusion current
appears. If there were no carrier recombination
in the bulk of the semiconductor, the excess holes
would reach in a certain time the opposite face
of the sample, and the constant concentration
Ap, of excess carriers would be established
throughout the semiconductor. However, this
is not observed in reality because after diffusing
from the surface, the nonequilibrium holes recom.
bine with electrons which move to the surface
layer from inside, and their concentration de-
creases in the direction from the surface to the bulk
of the sample.

The decrease in the excess hole concentration
away from the semiconductor surface on which
they were created is expressed by the exponen-
tial law (Fig. 35):

Ap=Ap,e-=/L .

The parameter L (L, in the case of holes) is
called the diffusion length for carriers. The value of
Lp is equal to the distance over which the excess
hole concentration decreases e times.

The relation between the diffusion and recom-
bination processes is described by the following

T*
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expression:
L=V Dy,

where T (1, for holes) is the mean lifetime of
nonequilibrium carriers (recall that the mean

Ap

Apy

Fig. 35

lifetime of nonequilibrium carriers is the mean
time between their generation and recombina-
tion). The diffusion length L is the average dis-
tance covered by nonequilibrium carriers dur-
ing their lifetime, i.e. the distance between
their generation and recombination sites.

Sec. 14. Photoconduction
and Absorption of Light

Photoconduction is one of nonequilibrium pro-
cesses that occurs in semiconductors. It consists
in the appearance of a change in the conductivity
of a semiconductor under the effect of some ra-
diation (infrared, visible, or ultraviolet). As a
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rule, when a semiconductor is irradiated its
conductivity o-reu increases owing to an in-
crease in the free carrier concentration n (the mo-
bility u of the nonequilibrium carriers is practi-
cally the same as the mobility of equilibrium
carriers).

Photoinduced Processes., There are three main
causes of generation of excess mobile carriers
under the action of light (Fig. 36):

(1) the light quanta interacting with electrons
in the donor impurity levels transfer them to the
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conduction band, thus increasing the concentra-
tion of conduction electrons (case 1);

(2) the light quanta excite the electrons in the
valence band and transfer them to the acceptor
levels, thus creating free holes in the valence
band and increasing the hole conductivity of
the semiconductor (case 2);

(3) the light quanta directly transfer the elec-
trons from the valence band to the conduction
band, thus creating simultaneously both mobile
holes and free electrons (case 3).

In the first two cases every effective interac-
tion between a quantum and an electron is ac-
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companied by the appearance of one iree carrier
(either an electron or a hole), while in the third
case each interaction results in the formation
of two mobile charge carriers.

Laws Governing Photoconductivity. Let us
consider the variation of conductivity of a
semiconductor under the action of light by using
as an example the electron photoconduction
created during the excitation of impurity levels.
If we assume that after the source of light is
switched on, g free electrons are generated every
second in a unit volume of the semiconductor,
at first the number of free conduction electrons
will increase very rapidly, but then the rate of
this increase will gradually fall. This is explai-
ned by the accelerating process of recombination
(the recombination rate is proportional to the
number of excess carriers; hence, the higher the
concentration of free electrons and the greater
the number of vacancies formed in the donor
levels, the more intense the recombination).
In the long run, the generation of electrons and
their recombination (to be more precise, their
return to vacant donor levels) balance each other,
and a stationary concentration Ans of excess
photoelectrons will be established:

Angy = g5,

where 1, is the lifetime of photoelectrons.
The increase in the concentration of electrons

generated by the light is expressed by the follow-

ing formula:

An = Angy (1 —e-t/%n).
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As time passes, the concentration An asymp-
totically tends to Ang;, asisshown in Fig. 37b
(Fig. 37a shows the change in the intensity [ of
light falling on the semiconductor surface).

(b)
Fig. 37

When the light is switched off, the generation
of electrons ceases, and as a result of recombina-
tion, the concentration An drops exponentially
to zero:

An = Ange-1/tn,

The semiconductor thus returns to the initial
state characterized by the equilibrium electron
concentration n, The rate of the increase (as
well as the rate of the decrease) in the photoelec-
tron concentration is completely determined by
the value of v, which depends on the properties
of a specific sample.

Since only the concentration of photoelectrons
changes upon irradiation, while their mobility
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remains the same, the photoconductivity of
a semiconductor can be expressed as follows:

Ao = eu,An.

The variation of photoconductivity with time
is almost completely identical to the time de-
pendence of the photoelectron concentration
shown in Fig. 37. The value of the stationary
photoconductivity is determined by the formula

AO’st = eunAnst = CUpfTn,

which indicates that the magnitude of photo-
conductivity is directly proportional to the
lifetime of photoelectrons.

Quantum Efficiency. The intensity of light
exciting a semiconductor is usually expressed
by the number of photons impinging on the
sample. Some of the photons are reflected by
the semiconductor’s surface, some may pass
through the sample, but the remaining photons
are absorbed in the bulk. The ratio of the num-
ber of photoelectrons g released upon absorption
of light to the total number N of absorbed
photons is called the quantum efficiency:
n=-=-.

If each act of photon absorption were accom-
panied by the generation of a free electron, the
quantum efficiency would be equal to unity.
However, besides photoinduced processes, there
are very many other processes of photon absorp-
tion which do not generate photoelectrons and
so the quantum efficiency is usually less than
unity. Sometimes, the quantum efficiency may

14. Photoconduction and Absorption of Light 105

exceed unity. This is possible if the energy of
a single photon is sufficient for creating two or
more photoelectrons (irradiation of a semicon-
ductor by ultraviolet light or X-rays). The situa-
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tion when n > 1 can be realized in an intrinsic
semiconductor in the following way.

If the energy of an absorbed photon is more
than double forbidden band width, the electron
receiving this energy and transferred to the
conduction band will have a high kinetic energy
whose value is determined by the -energy differ-
ence between the level to which the electron has
come and the bottom of the conduction band
(Fig. 38). During its trip through the crystal's
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interstitial space, the electron may give off some
of the acquired energy to the crystal lattice
by being scattered by various inhomogeneities
and impurities (region AB). But if it encounters
a semiconductor atom (point B on the diagram),
it may donate all (or a part) of its excess energy
to this atom by detaching an electron from it
and thus creating another pair of free charge
carriers. Hence, a single photon has created
four free carriers (two electrons and two holes)
as a result of two successive acts of ionization.
A photon with still greater energy can create
even more pairs of charge carriers.

Similarly, nonequilibrium conductivity can be
created by bombarding the semiconductor with
fast charged particles, e.g. electrons. The pri-
mary electrons generate fast secondary electrons
in the bulk of the semiconductor, and these in
turn create new pairs of carriers by ionizing the
atoms of the crystal lattice. This process of free
carrier multiplication continues till the energy
of the conduction electrons created upon ioni-
zation is sufficient to transfer an electron from
the valence band to the conduction band.

The quantum efficiency can also exceed unity
if the primary photon (quantum of light) that
has at least double the energy of the forbidden
band width (hv, > 2W,) does not lose all its
energy upon ionization when it enters a semi-
conductor but only loses that amount required
to transfer an electron from the valence band
to the conduction band (Fig. 39). As a result,
a new photon appears with an energy kv, that is
still higher than the forbidden band width.

Such a photon can create one more pair of car-
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riers by colliding with an atom of the semicon-
ductor. '

Photocurrent Spectral Distribution Curve. When
the semiconductor sample is connected to an
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electric circuit and illuminated, then in addition
to the dark current (i.e. the current flowing in
the sample without illumination), the photo-
current I, appears in it. The photocurrent
intensity depends on the wavelength of light il-
luminating the sample. At certain values of the
wavelength A the photocurrent has maxima, while
in some wavelength regions it is equal to zero.
The dependence of the photocurrent intensity on
the wavelength A of excitation light is called
the spectral distribution curve for photocurrent
(Fig. 40aq).

.Intrinsic Photoconductivity. The spectral dis-
tribution curve shown in Fig. 40a corresponds
to an impurity semiconductor. Two photocur-
rent maxima are clearly seen on it and corre-
spond to intrinsic (region ) and impurity (region
2) charge carriers appearing in the semiconductor
under the action of light. If a semiconductor con-
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tains no impurity atoms (an intrinsic semicon-
ductor), only maximum I will be observed on
the photocurrent spectral distribution curve.
In this case, the absence of photoconductivity at
A > Ay, is explained by the fact that in the
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long-wave range, the photon energy is insuf-
ficient for transferring electrons from the valence
band to the conduction band. This will be ob-
served for the entire long-wave range where hv <C
<< W,. At a wavelength corresponding to the
photon energy comparable with the forbidden
band width (kv ~ W,), an electron near the
top of the valence band can go to the conduction
band at the expense of the energy of absorbed
photon. Since this opportunity appears for a
large number of intrinsic electrons, and a pair
of carriers (an electron and a hole) is created
in each interaction between a photon and an
atom, the photocurrent increases very rapidly.
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The wavelength Ay, at which photoconduc-
tivity appears can be determined from the for-
mula

thhr == Wg

which defines the position of the photoeleciric
threshold*.

As the wavelength decreases to A <T Ay, the
photoconductivity of the semiconductor de-
creases, This can be explained as follows,

When hv>> W,, the light is absorbed so in-
tensely that practically all the incident light is
absorbed in a very thin surface layer of the semi-
conductor. Since the volume of this layer is
small, the concentration of free carriers (both
electrons and holes) in it becomes very high,
which causes a sharp increase in the recombina-
tion rate and a decrease in their lifetime. The
increase in the recombination rate is also fa-
cilitated by the presence of the large number of
various impurities and defects in the surface
layer, which sharply decrease the mobility of
carriers. Thus, intense recombination and strong
carrier scattering by the surface defects in the
long run nullify the contribution of photoconduc-
tivity to the total conductivity of the sample.
The better the surface finishing of the sample,
the shorter the waves to which a semiconductor
sample is photosensitive.

* Here we deal with the internal photoelectric (photo-
conductive) effect, when electrons under the action of light
go only to the conduction band, in contrast to the ezterrnal
photoelectric (photoemissive) effect, when the absorption
of a photon is accompanied by the ejection of an electron
from the semiconductor.
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Impurity Photoconductivity. Maximum 2 in
Fig. 40a corresponds to the peak of impurity pho-
toconductivity and is observed in rn-type semicon-
ductors at photon energy sufficient for exciting
electrons irom the donor level. In a p-type semi-
conductor this maximum corresponds to the
photon energy sufficient for the activation of
holes (after receiving this energy, the electrons
move from the valence band to the acceptor
levels leaving holes in the valence band). It
is interesting to note that on both sides of the
maximum, the impurity photoconductivity is
zero. While the absence of photoconductivity
in the long-waveregion indicates that the energy
of incident quanta is too low to ionize the impu-
rity centres, the absence of photocurrent in the
region of shorter waves means that the interac-
tion between photons and impurity atoms is
resonant in nature: the interaction does not
occur when the energy of excitation quanta con-
siderably differs from the energy of activation of
impurity centres.

Absorption Spectrum. Figure 400 shows the
spectral distribution curve for light absorption
by a semiconductor (the absorption coefficient K
is plotted along the ordinate axis). The absorp-
tion spectrum is similar to the photoconductivity
spectrum in many respects, but at the same
time it has its peculiarities. For example, in the
intrinsic absorption band (region I’) whicl, like
the band of intrinsic photoconductivity, is due
to band-to-band electron transitions and is
bounded by the photoelectric threshold Ay,
the absorption coefficient increases and not
decreases with decreasinc wavelength. This is
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because the reasons behind the drop in photo-
conductivity in the shorter wave range are not
important for light absorption. Therefore, an
increase in the energy of excitation photons is
accompanied by the transfer of elecirons from
deeper and deeper energy levels of the valence
band to the conduction band.

The impurity absorption band (region with
a maximum 2') is practically identical to the
impurity photoconductivity band (region 2)
and is due to absorption of photons generating
free impurity carriers during the ionization
of the donor or acceptor centres.

Along with the photoinduced processes of
light absorption accompanied by the generation
of excess free charge carriers, the absorption
spectrum may contain regions in which the
absorption of light quanta is not associated with
a generation of photocarriers. Region 3 corre-
sponds to the exciton absorption and is the most
interesting from the physical point of view.

Exciton Absorption. The concept of excitons
was introduced in 1931 by the Soviet physicist
Ya. I. Frenkel to explain why the light absorp-
tion clearly connected with the excitation of
electrons is not accompanied by a change in
photoconductivity. Frenkel’s ideas were later
brilliantly confirmed experimentally. It turned
out that intrinsic atoms of a semiconductor
can absorb energy not only when Av » W,
but also when hv << W,. Since in the latter case
the energy of the quantum being absorbed is
insufficient for the complete ionization of the
atom and for the transition of one of the valence
electrons to the conduction band, the atom goes
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energy to it by detaching an electron and creat-
ing an additional charge carrier. On the other
liand, the enorgy of exciton recombination may
also cause the transition of an electron from the
valence band to the acceptor level. In this case,
a free hole appears that is capable of carrying a
charge. An exciton may perish when it meets
somo inactive impurity centre or a lattice defect,
The energy of exciton recombination is then
transferred to thermal latiice vibrations.

See. 15. Luminescence

This name applies to all kinds of “cold” glow.
There are about a dozen different types of lumi-
nescence. Although they also include thermolumi-
nescence, which is a glow of some solids (for
example, marble or diamond) when heated slight-
ly, this heating is so insignificant that the
phenomenon has nothing in common with the
risc in body temperature required for visible
thermal radiation.

Some crystalline solid bodies begin to glow
when rubbed, deformed or fractured. This phe-
nomenon is called triboluminescence. Sometimes
luminescence accompanies various chemical reac-
tions in which case it is called chemiluminescence.
Another type of luminescence—cathodolumines—
cence—is observed when some materials are
bombarded by electrons. Electric current pass-
ing through rarefied gases causes a bright glow
whose colour depends on the nature of the gas,
and this is called electroluminescence. There are
radioluminescence, and

others. But the most widespread is photolumines-
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cence, viz. the luminescence produced by the
action of the radiant energy—light—on a
material,

Photoluminescence. This phenomenon was dis-
covered about 500 years ago by the Italian shoe-
maker called Vincencio Casciorola who spent his
spare time doing alchemy. But only recently,
after the quantum theory of light and the band
theory were developed, could photoluminescence
be explained sufficiently well. There are two
types of photoluminescence: fluorescence and
phosphorescence.

The term fluorescence takes its origin from
the mineral fluorite (feldspar). The phenomenon
consists in that certain materials become sources
of radiation under the action of incident light.
This radiation can be observed simultaneously
with the external irradiation and ceases as soon
as irradiation is discontinued. Besides fluo-
rite, this phenomenon can be observed in zinc
blende, some glasses and solutions of many
chemical compounds.

Unlike fluorescence, phosphorescence is char-
acterized by a certain duration of the lumines-
cence in a material after the source of the radia-
tion is switched off. The intrinsic glow of the
phosphorescent substances gradually attenuates
with time. Some materialsretain their phosphores-
cence for several months, especially when heated.
Phosphorescence is typical of many semiconduc-
tors doped with special impurities called activa-
tors. Trrespective of the duration of the afterglow,
all materials exhibiting luminescence under the
action of light are called luminophors. It should
be noted that luminophors may glow under the
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effect of invisible radiatio i '
violet radiation. . especially ultra-
Photoluminescence is due to the i
. absorption of
Ehe energy of the light and the transfer 01; atoms
rom t}}e g_round to an excited state. An atom
can exist in an excited state for a very short
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t.ime and must soon return to the groun
liberating the energy it previous%y abdsosrtl?;(ei’
However, although practically all bodies ab.
sorb light, only some exhibit luminescencé
Fluoreseence. The simplest diagram of a.ﬂuo-
rescent luminophor is shown in Fig. 41. A pecu-
liar feqture of this diagram is the presence of
the activator level W,. This level appears when
a crystal is doped with special impurities, viz
actlvatgrs. Activator impurities differ in ’theidl:
properties from donor and acceptor impurities
The energy levels associated with activator im-
purities lie near the valence band, i.e. in the
same place as the energy levels of acceptor impu-
rity atoms, which trap electrons from the valence
band. However, the activator atoms differ from
acceptor atoms in that they do not trap electrons

8*
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On the contrary, being in an unexcited state,
they rather exhibit the properties of donor atoms
and may give their electrons to the valence
band. At any rate, the energy required for de-
taching a valence electron from the activator
atom is less than that for an intrinsic semicon-
ductor atom (in Fig. 41, this property is il-
lustrated in that the separation W, between the
activator level and the conduction band is small-
er than the forbidden gap W). Thus, while creat-
ing energy levels in the region typical of accep-
tors, the activator impurity has some of the
properties of a donor. Activator levels may also
appear during the formation of crystals in na-
tural conditions. For this reason some minerals
exhibit photoluminescence.

When a fluorescent crystal is illuminated by
light with the energy of photons hv, > W,, the
photons are absorbed by the activator atoms
which become ionized. Electrons going from
the W, level to the conduction band (transition
1 in Fig. 41) become free conduction electrons
(photoluminescence is always accompanied by
photoconductivity). While travelling in the in-
terstitial space, an electron may meet already
jonized activator atom and recombine with it.
When the electron returns from the conduction
band to the W, level (tramsition 2), a photon
with the energy Av, is emitted, which is perceived
as fluorescence. During its voyage through the
interstitial space, the electron may spend a part
of its energy by being scattered by the lattice

atoms performing thermal vibrations or by
various defects. Therefore, the energy of the pho-

ton emitted in fluorescence cannot exceed the
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energy of the absorbed photon. Hence,
VoS Yy, OF Ay AL

These. relations express the rule established
experimentally by the English physicist G
Stokes. According to this rule, the wavelength of
light emitted by a fluorescent material cannot
be less than the wavelength of the source of ex-
citation. In other words, if a body capable of fluo-
rescence is illuminated, say, by blue light, . it
will emit green, yellow, or red light. ’

The time the electron spends in the conduction
band, i.e. the time between electron excitation
and recombination, turns out to be very short.
In pure semiconductors containing no impurity
atoms besides activators this time may only
amount to 10~ sec. Hence, fluorescence is only
ob§erved when the crystal is excited by the
primary radiation and ceases almost immediately
after the radiation source is switched off.

PhOSphprescence. In order to obtain more or
less persistent glow of a luminophor after the
excitation has been discontinued, a semiconduc-
tor crystal must be doped, in addition to ac-
tivators, with impurity sites that can trap elec-
trons. The energy levels created by such impuri-
ties lie near the hottom of the conduction band
Wim in Fig. 42), and in their physical properties
these sites are similar to trapping centres and
trapping sites (see Sec. 12).

The initial stage of luminophor excitation and
the creation of photoconductivity in phosphores-
cent materials are the same as in the case of
fluorescence. Uy absorbing photons with an
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energy hv,, the activalor atoms are ionized and
give their valence electrons to the conduction
band. When a liberated electron meets an ion-
ized activator atom, it may recombine, emitting
a photon of energy Av,. This is the same mecha-
nism of fluorescence. But electrons can also meet
trapping impurity sites (transition @ in Fig. 42).
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In this case, electrons can no longer move
through the crystal and thus are excluded from
photoconduction. Moreover, they cannot recom-
bine with the activator ions (a transition from
the level Wi, to the level W, is not allowed).
The electron can return to the conduction band
(transition 3) due to thermal lattice vibrations
(if the energy of thermal motion of atoms in the
crystal is comparable with the energy of activa-
tion of the trapping site, i.e. if W, o~ kT). After
this, the electron can again be trapped or it
can recombine with an ionized atom of the ac-
tivator (in the latter case, it emits a photon of
energy hv,, transition 4).
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Thus, the fate of a trapped electron does not
depend on the presence of the primary excita-
tion radiation. Hence, both residual photocon-
duction and the ability of a crystal to emit
secondary radiation (phosphorescence) can be
retained for quite a long time after the source
of excitation is switched off. The duration of
the afterglow is determined by the depth of the
level Wiy, and by the temperature 7 of the crys-
tal. If the trapping level is near the bottom
of the conduction band, and if the activation
energy for the trapping site at a temperature 7
is comparable with ‘the energy of thermal| lat-
tice vibrations (Wim ~ £T'), the afterglow will
not last long. At a deeper trapping level (when
Win > EkT), the duration of the afterglow may be
considerable, since in order to liberate an elec- .
tron from the trap in this case the energy of
fluctuations of thermal vibrations must be enough
for transferring the electron to the conduction
band, and this occurs not very often.

Luminescence can be stimulated by heating a
crystal (thermal luminescence). This is observed
when the energy of the thermal vibrations be-
comes comparable with Wi,. By gradual heating
a sample, it is possible to determine the depth
at which the trapping levels lie in the forbidden
band of the sample. Luminescence bursts are
observed at temperatures satisfying the condi-
tion Wiy, = kT. For example, for a crystal whose
energy level diagram is shown in Fig. 42, the
first afterglow maximum will appear upon heat-
ing to a temperature 7 for which k7 = Wy, and
the second maximum, at 7" satisfying the condi-
tion kT = Win. Since the Wiy, level lies déeper
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(Win > Wim) and requires higher energy for its
excitation, 7' = T. 1f the trapping level lies
far from the bottom of the conduction band, the
luminescent properties of the crystal can be
retained for an indefinitely long time. Some
crystals preserve their luminescence ability upon
heating for millions of years (from the time
they were formed until nowadays).

Chapter 4

Contact Phenomena

See. 16. Work Function of Metals

The concentration of free electrons in metals is
very high (of the order of 10%® cm~3). These
electrons randomly move through a conductor
and come continuously to its surface. If, however,
the metal is not heated, electrons practically
do not leave the sample. This can be explained
as follows.

Every free electron moving in the interstitial
space of a metal interacts with electrons surround-
ing it, as well as with positively charged atomic
cores which form the crystal lattice. Owing to
the uniform distribution of charged particles
in the bulk of the crystal, the resultant of all
the forces acting on the electron is equal to zero.
But when the electron reaches the surface, and
the more so when it leaves the crystal, the uni-
formity of the distribution of the charged par-
ticles aronnd it is violated, resulting in forces
preventing the eclectron from leaving the crystal.
Two phenomena hindering the electron escaping
can be distinguished: the double electric layer
formed at the boundary of the metal and the so-
called electrical image forces.

Double Electric Layer. Free electrons in a met-
al have rather high kinetic energies even at
absolute zero. However, the attraclion to the
positively charged lattice sites prevents the
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electron from leaving the metal completely.
For this reason, the metal is surrounded by the
electron cloud (Fig. 43). The double electrical
layer that is thus formed at the surface can be
considered as a parallel-plate capacitor one of
whose plates is formed by the positive surface
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Fig. 43

ions (their charge being uncompensated after
the departure of electrons) and the other plate
being formed by the electron cloud in the form
of a thin layer. Obviously, the field intensity
inside such a capacitor can be assumed constant.
If we denote the separation between these plates
by a, the force F, acting on an electron can be
expressed as '
e2

Fo=2a

and the energy W; required for the electron to
pass through the double layer will be given by

e2
Wix‘Fia :::E,

Electrical Image Force. Having passed through
the double layer, the electron is still subjected
to the influence of the metal. Further movement
away is hindered by the electrical image force:
an electron at a distance z from the surface is
acted upon by a force which can be defined as the
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force of thg interaction between the electron
and a particle having a positive charge equal

in magnitude to the electron’s charge and lyi
- m. ying
within the metal at the distance z from the

-e
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surface (Fig. {14). According to Coulomb’s law,
!vhe electrical image force acting on the electron
in a vacuum can be expressed by the formula

Fig. 44

If we assume that the force F; continuously
changes into the force ¥, as the electron leaves
the. double layer, we can represent the force
acting on the electron as it moves away from
the surface of the metal by the curve shown in

Eig. 45. The energy required to overcome the
image force is

2
W2=Z—a-
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Total Work Function. An electron leaving a
metal must overcome the potential barrier shown
in Fig. 46. Part of this barrier (in the region from
0 to a) is created by the double layer forces,
while the other part (in the region from a to oo)
by the image forces. The total height W, of

£

Fig. 45

the potential barrier is equal to the work which
must be performed by the electron on its way
from the metal’s surface to become completely
separated from the metal. The quantity W, is
called the total work function. The experimental
values of the work function for different metals
lie in the range from 3 to 20 eV.

The shape of the potential barrier can be treat-
ed as a curve describing the variation of the
potential energy of the electron as it moves away
from the metal surface. Indeed, the electron
inside a metal has a kinetic energy W, (con-
sider, for example the electron denoted by I)
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and can move in any direction without a change
in energy. If, however, it crosses the interface
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between the metal and a vacuum, its kinetic
energy, in accordance with the law of the con-
servation of energy, will be transformed into
potential energy. For example, if the electron
is a distance x, away from the interface, part
of its kinetic energy Wy will be transformed into
potential energy W7,. Since the electron at the
point z; still has a part of its kinetic energy Wi,
it can move further away from the surface.
However, at a distance z its entire kinetic
energy is transformed into potential energy
(point D on the potential energy curve). At this
point, the electron's velocity is zero, and it
returns to the metal.

"™In order to be able to leave the metal com-
pletely, an electron must have a kinetic energy
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not lower than the height W, of the potential
barrier. For example, the eleciron 2 in Fig. 46
can do this. Moreover, since the initial kinetic
energy of this electron exceeds the total work
function, even after leaving the metal it will
retain some velocity corresponding to the re-
maining excess kinetic energy:

' ]
P mv,
Wk,exc = G

Usually, the energy level corresponding to a
stationary electron in vacuum far enough away
from the metal surface not to be affected by it
is taken as the zero energy level rather than
the energy level of a stationary electron in the
bulk of the metal. In Fig. 46, the reference level
which is approached asymptotically by the elec-
tron potential energy curve is denoted as BB.
In this case, the bulk of metal is a potential well
of depth W,. This choice of the zero level means
that electrons inside the metal and below the
BB level have negative energy. Then the total
work function is defined as the work done by
the electron initially lying on the bottom of
the potential well in order to escape from it.

Sec. 17. The Fermi Level in Metals
and the Fermi-Dirac
Distribution Function

Fermi Level. In spite of the tremendous number
of free electrons in a metal, they are arranged
in the energy levels of the potential well in a
definite order. Each electron occupies a vacancy
in the lowest possible level. This is quite natu-
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ral, since every system left alone, i.e. not under
any external influence, tends to go to the state
with the lowest energy. The distribution of
electrons over energy levels obeys Pauli's
exclusion principle, which states that no two
electrons can exist in completely identical states.
For this reason, not more than two electrons

w

having opposite spins can occupy each energy
level. As the lower energy levels become filled,
higher and higher energy levels are populated.
If a metal sample under consideration contains N
free electrons, then in the absence of thermal
excitation, i.e. at absolute zero (I = 0), all the
free electrons are arranged pairwise in the N/2
lower levels (Fig. 47). The uppermost energy
level of the potential well in the metal, occupied
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by electrons at 7' = 0, is called the Fermi level*
and is denoted by p or Wp. The energy of an elec-
tron occupying this level is called the Fermi
energy. At T =0, all the energy levels lying
above the Fermi level are empty.

Obviously, the work required for electrons
in the Fermi level to leave the metal is given by

A=W, — 1

The quantity 4 equal to the energy difference
between the level BB of extracted electron and
the Fermi level is called the thermodynamic work
fjunction or simply the work function. 1t is this
quantity that determines how different metals
behave when in contact or when a metal-semi-
conductor junclion is formed.

Fermi-Dirac Distribution Function. The dis-
tribution of particles among various energy lev-
els or states under certain conditions is deter-
mined by a distribution function. In the general
case, the distribution function describes the
probability that a certain level is occupied by
particles. If we know for certain that a given level
is populated by a particle, it is said that the
probability of finding the particle in this level
is equal to unity. 1f, on the contrary, we can state
for sure that there are no particles in the level,
the probability of finding a particle in this state
is zero. Hovewer, in many cases we cannot say
for certain whether the level is occupied or emp-
ty. In this case, the probability that a particle

* This energy level was named after the Italian physicist
E. PFermi who, together with the English physicist
P. Dirac, developed a theory describing the behaviour of
collections of particles similar to electrons in metals.
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tation of electrons by thermal vibrations of
crystal lattice. Due to thisexcitation, some elec-
trons go from the upper-lying filled lﬁvels to
empty levels above the Fermi level (I*‘lg. 49).
The probability of detecting electrons in these
levels now becomes greater than zero. At the

- /

kT

W

Wy

7

0

Fig. 49

same time, the probability that some of the ener-
gy levels lying below the Fermi level are full be-
comes less than unity due to this departure of
electrons. Hence, an increase in temperature
leads to “blurring” of the boundaries of the Fermi
step: instead of the abrupt change from 1 to O,
the distribution function varies smoothly. The
dashed lines in Fig. 50 show the distribution func-
tion of electrons among levels at T = 0, while
solid lines correspond to the electron distributions
at temperatures above absolute zero. The area
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of curvilinear triangle under the distribution
curve to the right of W, (area 2) is proportional to
the number of electrons that have passed into ex-
citation levels, while the area of the triangle to
the left of the value W, above the distribution
curve (area 7) is proportional to the number of
electrons leaving the previously filled levels,

Jro kT,
1 >0 R
71
%\
7 T,
/“‘IT2>T,’/ A T
0 /. | .
We kT, w
j*»
Fig. 50

i.e. the number of vacancies below the Fermi lev-
els. Clearly, the areas of these two triangles are
equal, since they correspond to the same number
of electrons but considered from different points
of view.

It should benoted that at normal temperatures
the distribution curve for electrons in a metal
is not very blurred. This is because only those
electrons lying in the energy levels adjacent to
the Fermi level are thermally excited. The depth
of the energy levels that are excited can be esti-
mated qualitatively. It is known from molecular
physics that kinetic energy of particles due to
thermal motion is given by

my? 3
5y kT.

gw
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Consequently, the energy transferred to electrons
from the lattice atoms thermally vibrating is
equal in order of magnitude to kT. At room tem-
perature, kT ~ 0.025 eV, while the Fermi ener-
gy for metals at this temperature ranges between
3"and 10 eV. This means that not more than 1%
of all the free electrons may participate in tran-
sitions to higher energy levels in normal condi-
tions. These are precisely the electrons whose
energy is close to the Fermi level. As to the elec-
trons populating the energy levels which lie
in the bottom of the potential well and separated
from the Fermi level by more than kT, they do
not take part in thermal excitation, and so their
distribution remains the same as it was at abso-
lute zero.

Physical Meaning of the Fermi Level. When
we considered the electrical conductivity of sol-
ids (see Sec. 6), we concluded that this property
is related to the possibility of transferring elec-
trons to higher-lying energy levels, i.e. it is
determined by the ability of electrons to acquire
acceleration in an external electric field. In met-
als at 7 > 0, this is possible only for electrons
corresponding to the region where the distribu-
tion function is blurred because the electric
fields attainable cannot pull out electrons from
the bottom of the potential well and transfer them
to unfilled energy levels whose energy is higher
than Wpy. On the other hand, the deeper elec-
trons cannot go into neighbouring higher-lying
levels because all these levels are filled. Conse-
quently, at 7 > 0, the physical meaning of the
Fermi energy is that it is the most probable, or
average energy of electrons in metal which can
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take part in conduction at a given temperature.
These electrons are not only responsible for cre-
ating conductivity. They also determine the
contribution from the electron heat capacity to
the total heat capacity of the crystal and to a
large extent determine the heat conduction of
the crystal.

The Fermi level in metals practically does not
change its position with increasing temperature.
As the temperature rises, the degree of excita-
tion of electrons increases, and they go to higher
levels. At the same time, deeper levels having
lower energies become excited. At Ty, > T, the
distribution curve (Fig. 50) is blurred stronger
than it is at 7, and is blurred equally to the left
and to the right. Hence, the average energy of
electrons taking part in conduction is practically
unchanged. It is the more so, since there is a
constant electron exchange between the excited
levels.

See. 18. The Fermi Level
in Semiconductors

The subject of the Fermi level in semiconductors
is somewhat more complicated than it is in the
case of metals. First of all, this is because there
are no electrons in the Fermi levels in semiconduc-
tors. However, the physical meaning of the
W (or p) level remains the same as in the case
of metals: it is the level which determines the av-
erage energy of electrons (or other charge carriers)
taking part in conduction. For this reason, the
p level is called the Fermi level in the case of
semiconductors as well. ‘
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Let us consider the position of the Fermi level
in semiconductors.

Intrinsic Semiconductor. In the theory of
semiconductors, just as in metals, the level cor-
responding to the bottom of the conduction band
is taken as the zero energy reference.

Thermal excitation of an intrinsic semiconduc-
tor is accompanied by transitions of electrons
from the valence band to the conduction band.
The electrons entering the conduction band do

not stay there forever and they soon return to.

the valence band. At the same time, new elec-
trons from the valence band will replace them
in the conduction band. This exchange results
in electrons from the upper levels of the valence
band taking part in conduction as well the elec-
trons from the lower levels of the valence band.
In the reference frame indicated above, the
lower-level electrons have zero energy, while
the energy of the higher-level electrons
is equal to —W, (the minus sign indicates
that positive values of energy are layed off
upwards from the bottom of the conduction band).
Thus, the average energy of electrons taking part
in conduction is equal to —W /2. In other words,
the Fermi level of intrinsic semiconductors
lies in the middle of the forbidden gap
(Pig. 51a).

Impurity Semiconductors. At temperatures close
to absolute zero, thermal excitation in the elec-
tronic semiconductor can only transfer elec-
trons occupying the donor impurity level W,
to the conduction band. On the other hand, elec-
trons from the valence band cannot take part in
conduction, since in this temperature range, the
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energy of thermal lattice vibrations is insufficient
for transferring these electrons into the conduc-
tion band (W, > W,). Considering that elec-
trons which arrive to the conduction band are
near its bottom and thus have energies close to
zero, we can assume {as was the case with an in-
trinsic semiconductor) that the average energy of
electrons participating in conduction is equal
to — W,/2. Thus, the p level in the donor semi-
conductor at low temperatures lies in the forbid-
den band at a distance W,/2 from the bottom
of the conduction band (Fig. 51b). .
In order to create the hole conductivity in
p-type semiconductors, electrons from the valen-
ce band must be transferred to the acceptor lev-
els lying at a distance W, fro;n its top. Rea-
soning in the same way as we did above,.we may
conclude that the plevel in the hole semiconduc-
tor at low temperatures lies between the top
of the valence band and the W, level of the accep-
tor impurity. Since we measure the energy frqm
the bottom of the conduction band, we can write

Wa

U=— g+

(see Fig. 51c). o

Effect of Temperature on the Position of the
Fermi Level. The position of the Fermi level
in an intrinsic semiconductor does not dependﬁon
temperature because the processes that determine
the conductivity of intrinsic semiconductors
are the same regardless of the temperature. Of
course, as the temperature and the energy of
thermal excitation increase, electrons x.vvill go to
higher and higher levels of the conduction band,
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quite far from its bottom. However, at the same
time, thermal excitation will transfer electrons
from the deepest levels of the valence band to
the conduction band. Consequently, the average
energy of the charge carriers participating in con-
duction remains unchanged, and the Fermi lev-
el in the intrinsic semiconductor retains its
position in the middle of the forbidden gap,
regardless of the temperature.

Quite a different situation takes place ip im-
purity semiconductors. As was shown in Sec.
10, with increasing temperature the impurity
conductivity is replaced by intrinsic conductivi-
ty. This leads to a change in the position of the
Fermi level. For the sake of definiteness, let us
consider a n-type semiconductor.

In the low-temperature region, the conduction
in electronic semiconductors is determined by
transitions of electrons from the donor levels to
the conduction band. That is why the Fermi lev-
el lies between the impurity level and the bot-~
tom of the conduction band. As we showed above,
an increase in the temperature leads to the de-
pletion of the impurities, and at 7 > T, the
donor level is found to be practically empty. But
at these temperatures the transitions from the
donor level to the conduction band are replaced
to an increasingly larger extent by tranmsitions
from the valence band. In other words, intrinsic
conductivity becomes noticeable. Athigh temper-
atures, when 7T > T;, the conductivity of the
semiconductor is almost completely determined
by electron transitions from the valence band,
and the average electron energy becomes equal
to — W,/2 (the p level in this case is in the mid-
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dle of the forbidden band). Thus, we see that
with increasing temperature the Fermi .level in
the electronic semiconductor chang_es its posi-
tion from — Wy/2 to — W,g/2 (Fig. 52).
The position of the Fermi level_m the hole
semiconductor changes with increasing tempera-
ture in a similar way. While at 7 = 0 it lies

| I A P — =u'i

: v,

|

I i

L ! W,

|W Y
o— T

Fig. 52

een the acceptor level W, and the top of
?}?;wvalence band?it goes to the mi_ddle of the
forbidden band as the temperature rises.

The Fermi Level in Degenerate Semiconductors.
Unlike common (moderately doped) se.mwonduc—
tors whose Fermi level lies in the forbldQen gap,
degenerate semiconductors with high doping lev-
els are characterized by p levels lying in one
of the allowed bands: either in the v_alence
band or in the conduction band. By using an
n-type degenerate semiconductor as an example,
we will show how its Fermi level shifts from the
forbidden to the conduction band as the con-
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centration of the doping impurity increases.

Till the impurity concentration is not very
high and the donor impurity level is narrow and
close to the conduction band, the Fermi level
lies in the forbidden gap at a distance — W /2
from the bottom of the conduction band (Fig.
53a). But when the impurity concentration in-

W W,
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Fig. 53

creases so that the impurity level is blurred into
the impurity band, the activation energy of elec-
trons in the donor levels becomes lower because
the top of the impurity band is closer to the con-
duction band than the impurity level in the
initial state. Hence, the average energy of the
conduction electrons becomes lower, and conse-
quently the Fermi level becomes closer to the
bottom of the conduction band (Fig. 53b). At
a very high concentration of impurity atoms, the
donor band is blurred so much that it joins the
conduction band (Fig. 53¢). Electrons from the
upper levels of the donor band may then freely
move over empty levels of the conduction band,
and the semiconductor acquires the properties of
a metal (there is no need for thermal excitation).
After the bands are joined (at a high concentra-
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tion of impurity) the Fermi level which at a
low doping level was between the top of the im-
purity band and the bottom of the conduction
band, merges with the upper level of the impu-
rity band. Thus, in a degenerate semiconductor
the Fermi level plays the same role as it does in
metals: it is the uppermost level occupied by elec-
trons at 7 = 0. Since the lower level of the im-
purity band plays the role of the bottom of the
conduction band (level W; in Fig. 53c) after
the bands have joined, the Fermi level in a degen-
erate n-type semiconductor turns out to be in
the conduction band.

A similar situation occurs when the concentra-
tion of acceptor impurity in the hole semiconduc-
tor increases. In this case, the acceptor level
spreads into the impurity band and joins the
top of the valence band. Now the Fermi level of
the p-type degenerate semiconductor is found to
lie within the valence band, and the higher the
doping level, the deeper it lies in the valence
band.

The Fermi Level and Work Function in Semi-
conductors. The position of the Fermi level
determines not only the type of conduction but
also properties of the doping material: the lower
the activation energy of the impurity sites, the
closer the Fermi level is to the appropriate band.
Moreover, the position of the Fermi level charac-
terizes the concentration of impurity sites and
the temperature of the semiconductor.

Thus, we can say that the position of the Fer-
mi level determines the electrical properties of a
semiconductor.

The position of the Fermi level is also related
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to the work function. At first sight, this relation
may seem strange. How can the level in which
there are Do electrons in the general case affect
the magnitude of the work function? Neverthe-
less a relation does exist and can be explained as
follows.

In order to leave a semiconductor, a free elec-
tron at the bottom of the conduction band must

w
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perform work equal to the energy difference be-
tween the bottom and the top of the conduction
band, i.e. the level corresponding to the energy
of a .free electron removed from the semiconduc-
tor infinitely. This work A4,, is ecalled the
external work function (Fig. 54). However, there
are no electrons in the conduction band of a
nonexcited semiconductor. In order to generate
them, energy must be spent to transfer electrons
to the conduction band from the donor level or
from. the valence band. In other words, energy is
required for generating conduction electrons.
slnce the average energy of conduction electrons
is equal to the Fermi energy, i.e. the energy
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difference between the Fermi level and the bot-
tom of the conduction band, the work done for
creating a conduction electron and withdrawing it
from the bottom of the conduction band to be-
yond the limits of the semiconductor turns out
to be equal to the separation between the Fermi
level and the top of the conduction band. As
in the case of metals, this work is called the
thermodynamic work function, or simply the
work function.

Figure 54 gives the values of the work function
for an n-type (a), intrinsic (b) and p-type (c)
semiconductors, respectively. The value of the
thermodynamic work function determines the
behaviour of a semiconductor in all contact
phenomena and in all processes associated with
the emission of electrons from the crystals.

The external work function A, is determined
by the nature of a crystal and does not depend on
the type of impurity introduced. Therefore, the
difference between the values of the work func-
tion of similar semiconductors containing dis-
similar impurities (for example, in the interface
between silicon samples with electronic and hole
conductivity) can be found from the distances
between the Fermi levels and the bottom of the
conduction band, without taking into account the
position of the top of the conduction band and
the magnitude of the external work function 4y.

Sec. 19. The Contact Potential Difference

Let us consider processes which take place when
two metals with different work functions A4,
and A4, are brought close enough so that electron
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exchange between them becomes i i
situation can be observed even in fl?:saglsz}lf;zh;?
direct contact between metals, since there are
always some electrons in metals which can es-
cape from metal sample. It was shown above that
at low temperatures, most of these electrons re-
turn to the sample. However, if the metals are
so close that the surface forces capture “foreign”
zlecprgns whilch are far from “their own” crystal

n intense electron exc ible
hatwacn L ectzon xchange becomes possible

For some time after the metals are placed i
contact, this exchange will not be equiI\)raal(énqn ;Itl
all. At the same temperature, the electron flux
from the metal with the smaller work function
A, will be more intense than the opposite flux
from the metal with the larger work function 4
Hence, the surface of the first metal Will'b2€;
charged negatively, and the surface of the
second metal will be positively charged. The po-
tential difference which thus appears will pre-
vent further predominant flow of electrons
Whgn the potential difference &/, between the
bodies attains the value at which le | U, =
= A, — A,, the number of electrons crosging
the vacuum gap between the metals in both direc-
tions become equal, and the metal-vacuum-met-
al system under consideration will be in the state
of dynamic equilibrium. The potential differen-
ce U;between metals, corresponding to the estah-
lishment of such an equilibrium, is called the
corﬁaft potential difference.

et us consider the formation of the contact

Eg;znt;;t fl}xf’f.erence from the point of view of the
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Figure b5 shows the Fermi levels and the work
functions for the two metals under consideration.
The predominant transition of electrons from
metal 7 to metal 2 is accompanied by a change in
their potentials and the corresponding displace-
ment of their energy levels (on an external scale).
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)

Fig. 55

The energy levels of metall, which is being
charged positively become lower, while the energy
levels of metal 2, which is getting positively
charged, become higher. . The position of the
energy levels will change until conditions of ele-
ctron transfer from one metal to the other become
the same. For the electrons occupying the Fermi
level, the equilibrium condition is expressed as

follows:
A4, =4, + elU.,
where el is the work which must be done by an

electron going from metal 7 to metal 2 in order
to overcame the contact potential difference Ul.
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Figure 56 illustrates the ilibri
fagure B9 lustra state of equilibrium be-
There is an ener i
. gy difference between the Fer-
th levels of metal 7 and metal 2 before electroerll‘s
s;) art moving from one metal to the other (Fig. 55)
ut once the statistical equilibrium has set in,
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l[,?lesi&?vels equalize {on the external energy scale),
o | 18 respect, the establishment; of statis-
L1ca equilibrium . between the electrons of the
IWO metal§ is similar to the equalization of the
e\iils of liquid in two connected vessels.

; we know the work functions A, and 4
o tl?e twp metals, we can define the cc;nta 1 :
tential difference as follows: o

U, — A4

(o4
€

lhis value ranges from tenths of a volt to sever-

al volts, d ; .
netals. epending on the choice of the pair of
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izati i levels when two
he equalization of the Fermi L
bo'gies gre in contact is a necessary CODdlthIi
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i ot only for two metals bul
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not be less than the interatomic dlgtance in 4
crystal lattice, we shall take this dlstan’(i‘eil equi-
to the lattice constant a, =~ 0.3 nm.t atic?uas
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-plate capacitor.
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where ¢, is the permittivity of a vacuum. Hence,
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Substituting in numerical values, we find that
noa~ 2 x 10 em-2,

On the other hand, the number of free elecirons
per 1 cm? of the metal surface is of the order of
magnitude of 10'® cm -2, Consequently, even when
the gap is the minimum possible, only 2% of the
free electrons on the surface create the contact
potential difference when they go from one sur-
face to the other. For this reason, the contact elec-
tric field is localized in the contact gap and
does not exist in the bulk of metals.

Sec. 20. Metal-to-Semiconductor Contact

State of Equilibrium. For the sake of definite-
ness, let us first consider the electronic semicon-
ductor whose work function is less than that of
the metal in contact withit. Suppose that initial-
ly there is a vacuum gap between the semiconduc-
tor and the metal, and the gap is sufficiently nar-
row for effective electron exchange between the
crystals. After the semiconductor and the metal
have been placed in contact, the processes on the
interface are similar to those when two metals
are in contact. The contact potential difference es-
tablished upon equalization of the Fermi levels
is of the order of several volts. The main difference
between this case and a metal-to-metal contact
is that the depletion of only the external layer
of the semiconductor may happen to be insuffi-
cient, since in ordinary (nondegenerate) semicon-
hictors the concentration of free carriers is much
lower than that in metals.

to*
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Let us assess the number of electrons leaving
the semiconductor when the separation between
surfaces in contact is 1 um and in the case of a
close contact.

By using the formula obtained in the previous
section, we find that in order to create the con-
tact potential difference of 1 V and ¢ = 1 pm,
about 5 X 107 electrons must leave each square.
centimetre of the contact surface of the semi-
conductor to the metal. In a semiconductor with
a moderate doping level, the density of free elec-
trons at room temperature is usually about
10" ¢cm=-%. On the other hand, the number of free
electrons in the outer monoatomic layer is of
the order of magnitude of (10%)*%cm™ =

— 4019 ¢m-2. Hence, less than 1% of electrons
contained in the monoatomic layer of the semi-
conductor are needed to create the contact po-
tential difference in this case. Clearly, the contact
electric field does not embrace either the metal
or the semiconductor but is almost completely
concentrated in the vacuum gap.

Barrier Layer. A quite different situation occurs
when there is close contact between a metal and
a semiconductor, the separation between them
being of the order of the lattice constant a, (for
germanium, @, ~ 0.5 nm). In this case, in order
to create the contact potential difference of 1V,

about 108 electrons must pass through each square |

centimetre of interface. The arrival of this
quantity of electrons to the metal will not affect
its volume properties much because the total

number of transition electrons amounts to only |

1% of the number of free electrons contained in
the monoatomic layer of the metal. All these elec-
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gg?:l arjozgc;)mg}nodated in the surface layer of the
) 0 the contact area. In the semicon-
dulcto%lghe pattern is different. Since there a;]e
;)(g ly free electronsin 1 cm? of the monoatom-

_layer of a moderately doped sem conduclor,
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semiconductors ranges between 1073 and 107°
cm and exceeds many times the mean free path of
carriers. As this depleted region contains no free
carriers and has much greater thickness in com-
parison with} the mean free path, it has large re-
sistance and is thus called the barrier layer.
It is clear that in this case, the electric field
is no longer localized in the vacuum gap in the
interface, but also exists in the barrier layer,
which has a thickness d,. Moreover, since the
width of the vacuum gap is many times less
than the thickness of the barrier layer, we can
assume that the electric field is only created in
the depleted layer of the semiconductor.
Bending of Bands. The penetration of the con-
tact field into a semiconductor (and hence the
difference potentials in different cross sections
of the semiconductor) leads to the displacement
of energy levels and bands towards higher or
lower energy values, these displacements being
different for different cross sections (Fig. 57b).
The behaviour of free carriers in the electric
field existing in the contact layer of a semicon-
ductor can be visualized qualitatively in the fol-
lowing way. Imagine that electrons are heavy
balls, and holes are bubbles of gas in a liquid.
An electron would then slide down a bent energy
level towards its lowest point, while a hole com-
ing to the surface will move along the level
it is occupying towards its elevation. According
to this model, for the contact under considera-
tion electrons in the conduction band near the
interface must slide down to the bottom of the
band, thus leaving the contact region depleted
of majority carriers, On the other hand, holes in
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the valence band must rise towards the interface,
thus enriching the contact region in minority
carriers. Although the arrival of additional holes
to the contact region increases the hole concentra-
tion, it cannot noticeably compensate for the
departure of the majority carriers, since the con-
centration of the minority carriers is always much
lower than that of the majority carriers. For this
reason, the barrier region is characterized by a
high resistance. ..

Antibarrier Layers. A barrier layer can thus
be formed in the case 'of contact between an n-
type semiconductor and a metal, but only if the
work function of the metal Ay, is larger than the
work function 4 of the semiconductor (4, >
> 4,). If, however, A, < A, the reverse
situation is observed. In this case, after the
crystals are placed in contact, the electron flux
[rom the metal will prevail over the opposite
ﬂux- from the semiconductor until the dynamic
equll.ibrium sets in. The semiconductor will thus
acquire a negative charge and the metal, a posi-
tive charge. The direction of the electric field in
the boundary region of the semiconductor and the
corresponding changes in the semiconductor
potential will be such that the energy levels and
bands in the semiconductor are curved upwards
away from the interface with metal. Therefore
electrons arriving from the bulk of the semicon-
du.ctor “slide” to the interface, thus enriching
this _region with majority carriers (Fig. 58).
’I:he increase in the majority carrier concentra-
tion in the contact layer decreases its resistance.
For this reason, such a layer is called an antibar-
rier layer,
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Similar processes occur when a metal and a
p-type semiconductor are placed in contact.
The only difference is that the barrier layer in
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Fig. 58

this case appears when the work function of the
metal is less than that of the semiconductor
(Ap << 45). On the other hand, if 4, > 45,
an antibarrier layer is formed.

See. 21. Rectifier Properties
of the Metal-Semiconductor Junection

The most interesting types of contacts considered
above are those associated with the formation
of barrier layers, since such contacts have pro-
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nounced unipolar conductivity. 1f a closed circuit
contains a junction with a barrier layer, the
current intensity at one polarity (the forward
direction) is high, while in the case of opposite
polarity of the battery, the current intensity is
many times lower (cut-off direction). Let us
consider this phenomenon by using as an example
the contact between an n-type semiconductor
and a metal, with which we are familiar. The
energy band diagram of such a junction in equi-
librium is shown in Fig. 59a.

First of all, it should be noted that unlike
the diagram in Fig. 57, this diagram does not
show the energy levels corresponding to the
energy of electrons in a vacuum (levels B,
and B, are absent). Such a simplification can be
made when considering contact phenomena be-
cause we are not interested in the emission of elec-
trons into a vacuum, and hence there is no need
to indicate on the diagram the magnitudes of the
thermodynamic work functions A4, and A4 for
the metal and semiconductor. On the other hand,
the difference in the work functions of the bodies
in contact, which determines the conditions under
which equilibrium sets in and which character-
izes properties of the interface, is shown on the
diagram as the height of the potential barrier
Po = Am — 4.

The potential barrier appearing on the inter-
face regulates the electron flux from semiconduc-
tor to metal. When a junction is formed, the
number of electrons arriving per second to the
metal from the semiconductor greatly exceeds the
opposite flux, viz. the number of electrons per
second from the metal to the semiconductor. This
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is because the work function of the semiconductor
under consideration is less than the work function
of the metal. But as the potential difference, and
hence the intensity of the electric field, prevent-
ing the electrons from going from the semicon-
ductor to the metal, increases, these opposing
fluxes equalize. In this case, there is no current
through the junction.

As a result of applying an external potential
difference, the equilibrium is disturbed and an
electric current through the interface appears.
The current intensity depends on the polarity
of the power supply and the magnitude of the
potential difference applied.

External Potential Difference Apphed in the
Forward Direction. Let us first consider the
case when the external potential difference ap-
plied to the metal-to-semiconductor contact is
opposite to the contact potential difference. This
means that the semiconductor receives a nega-
tive potential with respect to the metal. As a re-
sult, all the energy levels of the semiconductor,
including the Fermi level, are raised by eU
(where U is the applied potential difference).
Such a displacement of levels (Fig. 59b) leads
to the lowering of the potential barrier which
must be surmounted by electrons going from the
semiconductor to the metal. Now, this barrier
has a height

o = ¢, — el.

The lowering of the potential barrier ¢ results
in a sharp increase in the number of electrons
going from the semiconductor to the metal. On
the other hand, the potential barrier for elec-
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trons moving from the metal to the semiconduc-
tor remains the same as it was in the absence of
the external field. Thus, the balance of currents
through the junction is disturbed: the electron
flux from the semiconductor to the metal is sev-
eral times more than the opposite flux of elec-
trons from the metal. This disturbance of the
balance between the fluxes leads to a current
through the junction from the metal to the se-
miconductor, the intensity of this current being
greater the larger the potential difference U
applied to the junction.

Since the resistance of the bulk of the semi-
conductor (and the more so of the metal) is many
times lower than the resistance of the barrier
layer, the potential drop occurs almost complete-
ly across the contact region of the semicon-
ductor. As a result, the potential difference in the
contact region and the intensity of the field
pushing electrons out of this region into the bulk
of the semiconductor decrease. Naturally, the
energy bands become less bent and the region
depleted in the majority carriers becomes nar-
rower. In other words, the application of the ex-
ternal potential difference in the case under con-
sideration not only lowers the potential barrier
¢ but also decreases the thickness d, of the bar-
rier layer, thus decreasing the resistance of the
junction. These two factors cause an increase in the
intensity of current flowing through the junction.

In this case, the external potential difference
is said to be applied in the forward, or through
direction.

External Potential Difference Acting in the
Cut-Off Direction. Quite the opposite situation
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occurs in the contact under consideration when
the external potential difference is applied in the
same direction as the contact potential difference.
In this case, the external potential difference
is said to be applied in the reverse, or cut-off
direction.

The application of this potential difference
lowers all the energy levels in the semiconductor,
including the Fermi level, by eU (Fig. 59¢) with
respect to the position they have in equilibrium
conditions. In this case, the height of the poten-
tial barrier which prevents electrons from going
from the semiconductor to the metal increases and
becomes equal to .

¢ = @, + eU,

while the intensity of the electron flux from the
semiconductor to metal decreases. Since the po-
tential barrier for electrons going from the metal
to the semiconductor remains unchanged, the bal-
ance of electron fluxes through the interface will
be disturbed: the electron flux from the metal
will be greater than the opposite flux, and hence
a current will flow through the junction from the
semiconductor to the metal.

It should be noted that the disturbance mechan-
ism for the balance of opposite electron fiuxes
through the metal-semiconductor junction are
different for the external potential differences ap-
plied in the forward and reverse directions. In
the first case, the balance is disturbed because of
an increase in the flux of electrons from the semi-
conductor to the metal. The current appearing
in the circuit is due to the prevailence of this
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flux over the opposite electron flux which remains
the same as it was in the absence of the external
potential. This prevailence is the greater the larg-
er the applied potential difference. For this rea-
son, the current may increase practically indefi-
nitely when external potential difference in-
creases within certain limits.

On the other hand, when the external poten-
tial difference acts in the cut-off direction, the
balance between the electron fluxes is disturbed
due to a decrease in the electron flux from the se-
miconductor to the metal. Consequently, the
current appears because the electron flux from
tbe metal to the semiconductor is not compensat-
ed by the opposite flux. In this case, the higher
the cut-off voltage, the less is the compensation.
When the potential barrier for electrons going
from the semiconductor to the metal becomes so
high that the transfer of electrons to the metal
practically ceases, the intensity of the current
through the junction reaches its maximum value.
No further increase in the cut-off voltage will
lead to an increase in the current intensity. This
is because the height of the potential barrier for
electrons moving from the metal to the semicon-
ductor does not depend on. the cut-off
voltage.

The maximum current flowing through the
junction in the cut-off direction is called the
saturation current and is denoted by I,.

The increase in the reverse current is also lim-
ited because the external potential difference
(distributed mainly in the contact region of the
semiconductor) is added to the contact potential
difference, and so the electric field pushing the
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majority carriers (electrons) into the bulk of the
semiconductor increases. This leads to an elec-
tron depletion of a wider contact region in the
semiconductor, and hence to an increase in the
barrier layer thickness and its resistance.
Current-Voltage Characteristic of the Metal-
Semiconductor Junection. The current-voltage

T; 7

Fig. 60

characteristic of a metal-semiconductor junction
is shown in Fig. 60 and illustrates the nonsymmet-
ric behaviour of this junction with respect to the
dependence of current on the external voltage.
Tt can be seen from the figure that the junction
exhibits a well-defined unipolar conductivity:
it unlimitedly conducts current in the forward
direction and almost does not in the reverse di-

rection.
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Ohmic Contact. Unipolar conductivity is not
exhibited by all junctions be‘Lwegn mgtals and
semiconductors but only by those in whlcl} a bgr-
rier layer is formed. Junctions with antibarrier
layers do not possess this property. ‘

Junction with antibarrier layers are also w14e—
ly used in radioengineering and electronics

I

Fig. 61

for connecting various devices. The main require-
ment to the joining contacts is that they should
not distort the shape and nature of a signal. Their
current-voltage characteristic should therefore be
linear and contacts with antibarrier layers satisfy
this requirement. Ohm’s law is observed for
them and so they are called ohmic contacts.
The typical current-voltage characteristic of
the ohmic contact is shown in Fig. 61.

22. p-n Junction 16

Sec. 22, p-n Junction

Most semiconductor devices used in modern tech-
nology contain the junction between two impu-
rity semiconductors with different types of con-
duction, which is called p-n junction.

Methods of Obtaining p-n Junctions. A junc-
tion between the electronic and the hole semi-
conductor can be obtained by placing two sam-
ples having different types of conductivity into
close contact. However, this method cannot be
used to create a device in practice because of the
presence of various defects and impurities, and
first of all oxide films which always cover semi-
conductor surfaces, sharply change properties of
the interface between semiconductors. Hence, in
order to obtain a p-n junction with controlled
and permanent properties, it is necessary to ob-
tain it in the forin of the inner interface on which
the semiconductor of one type continuously
transforms into the other type of semiconductor.
At present, there are many methods of preparing
p-n junction. Here, we shall only mention two
of them: the method of alloying and the diffu-
sion method.

In the alloying method, a small sample of a
trivalent metal (e.g. indium) is put onto a
plate of n-type semiconductor (Fig. 62a). This
is then placed into a furnace and heated up to
950-600 °C in an inert-gas atmosphere. At this
temperature, the indium melts and the droplet
formed as a result of melting dissolves the germa-
nium (Fig. 62b). Aftera certain time, the furnace
is switched off, and germanium containing
indium impurity atoms begins to precipitate

11-01486
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from the melt as it cools. If the cooling proceeds
sufficiently slow, the precipitating germanium
crystallizes in the form of a single crystal whose
orientation coincides exactly with that of
the substrate single crystal. However, unlike
the substrate, which has n-type conductivity,
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Fig. 62
the newly formed germanium region hgs p-type
conductivity. Therefore, p-n junction 1s formed
on the interface between the undissolved part of
the substrate and the region that hgs prystal-
lized (Fig. 62c). An alloyed p-n junction 1s char-
acterized by an abrupt change in the type of
conduction from the electronic to the h0.1e type,
and is thus called an abrupt p-n junction.

In contrast to an alloyed junction, the diffused
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junction is characterized by a gradual change in
conductivity from the r- to p-type, and there-
fore, it is called the graded p-n junction. This
junction is formed by the diffusion of the accep-
tor impurity from the gaseous or liquid phase
into the donor semiconductor, or that of the
donor impurity into the acceptor semiconductor.

Acceptor vapour

Fig. 63

If the donor semiconductor is used as the substrate,
the acceptor atoms penetrating into the bulk of
the sample as a result of diffusion first convert it
into a compensated semiconductor (i.e. they
neutralize the donor impurities and impart to
the sample properties of the intrinsic semiconduc-
tor), and then as impurity atoms are accumu-
lated turn it into the holesemiconductor. The dop-
ing level of the p-type semiconductor formed,
as well as the depth of penetration of the accep-
tor atoms into the substrate, are determined by
the temperature and duration of diffusion. The
interface between the part of the semiconductor
transformed into the p-region and the n-type sub-
strate that remains uncontaminated by the diffu-
sion forms p-n junction (Fig. 63). Naturally, the
interface between the acceptor and the donor se-

t*
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miconductors, which are actually different parts N

of the same sample, cannot be clear-cut because

the change in the conduction type occurs¥gradu- Y I

ally in diffused p-n junctions. . N alp N
There are symmetric and asymmetric p-n » A

junctions. If the doping levels on different sides

of the p-n junction are identical or quite close
we have a symmetric p-n junction. If, however,
the concentration of one of the impurities, say, the
donor, is higher than the impurity concentra-
tion on the other side of the junction (¥ 5 > N,),
the p-n junction is asymmetric. Although asymme-
tric p-n junctions are the ones mostly used in
semiconductor technology, for the sake of simpli-
city, we shall only consider a symmetric p-n
junction and assume that N, = N,4.

| |
p-n Junction at Equilibrium. Let us consider (b) ; : 3
an abrupt p-n junction with a symmetric distrib- | |
ution of impurities on both sides of the interface. ) | 2 I
Suppose that in the electronic semiconductor } — '
on the left of the interface (Fig. 64a) the concen- Pt III':—_Z;
tration of a donor impurity abruptly drops from ! |'+++111:_—:~| P
N, to 0, while in the hole semiconductor on the —tH
right the concentration of the acceptor impurity (c) I(_J’_,_:
abruptly increases from 0 to N ,. In the n-type ,' ]
semiconductor, the majority carriers are electrons, | P I
while in the p-type semiconductor, they are I ,
holes. The appearance of a large number of major- - i@ |
ity carriers in the contact regions is due to ther- I
mal excitation and the ionization of the donor N 0 } ~
and acceptor centres. At a moderately high (e.g. I U
room) temperature, practically all the donor ; d, 7 l'
and acceptor impurity atoms are ionized. There- (d) ey

fore, we can assume that the concentration of

electrons in the n-type semiconductor far from Fig. 64
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the interface is equal 1o the donor impurity con-
centration (n,, = N p), while the hole concentra-
tion in the p-type semiconductor is equal to the
concentration of the acceptor centres (p,, =
—= N,). The subscript “0” indicates that the
concentration corresponds to the equilibrium
state.

In each of the regions in contact, there is a
certain number of minority carriers in addition
to the majority carriers: there are holes in the
n-type region and electrons in the p-type region.
Their concentration can be found by using the
law of mass action (see Sec. 10). Suppose that
the impurity concentration is 10'® cm~3 in each
of the contact regions., The majority carrier con-
centration will be of the same value:

Npo = Png = Np = N, = 10® cm™2.

If we assume that at room temperature the car-
rier concentration in the intrinsic semiconduc-
tor is n; = 10¥® ¢m=3, for the minority carrier
concentration (e.g. electrons in the p-type se-
miconductor) we obtain

n% 1()26

Tpo = Jpe 1010

+ 1019 cm-3,

The number of holes in the electronic semi-
conductor will be the same. Thus, it can be seen
that the concentration of one type of carriers
(electrons or holes) changes 10® times as we cross
the interface. However, the carrier concentration
near the interface cannot change as abruptly as
does the concentration of the doping impurity
atoms, since the impurity atoms are involved
into the crystal lattice and are rigidly bound to
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it, while carriers are free and can move through-
out the crystal. The change in the carrier con-
centration in the contact region is schematically
shown in Fig. 64b.

However smooth the variation in the concen-
tration may be, the total change turns out to
be very large. This leads to intense diffusion of
the majority carriers through the p-n junction:
electrons go from the n-type to the p-type region
and holes diffuse in the opposite direction. As a
result of this diffusion, a diffusion current flows
through the p-r junction, and the contact poten-
tial difference appears.

Diffusion Current. The electrons arriving to
the p-type region, which isrichinholes, recombine
quite rapidly. Therefore, their concentration
in this region practically does not increase and
remains at the equilibrium level. At the same
time, as a result of continuous thermal genera-
tion, new electrons appear in the n-type region in
place of those which have left it. Hence, in spite
of the diffusion of electrons from the n-type re-
gion to the p-type region, the difference in their
concentrations and the electron diffusion rate in
these regions remain unchanged. This is also
true of the diffusion of holes from the p-type to
the n-type region. Such a steady-state direction-
al charge transfer through the p-rn junction is
called the diffusion current. It should be empha-
sized that the diffusion current created by tran-
sition of holes adds up with the diffusion current
created by the opposite electron flux.

Contacf{Potential Difference. Conduction Current.
The arrival of holes from the p-type semiconduc-
tor to the contact region of the electronic semi-
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conductor and, what is more important, the de-
parture of a large number of electrons from this
region, which leave uncompensated positively
charged immobile ions of the donor impurity,
create a positive charge at the interface in the
n-type semiconductor (Fig. 64c). Similarly, the
departure of holes from the contact region of the
p-type semiconductor, as well as the arrival of
electrons from the n-type semiconductor, create
a negatively charged region near the interface
in the p-type semiconductor. Let us denote by
d, and d, the widths of these regions in the n-
and p-type semiconductors respectively. Figure
64d shows the charge density distribution in the
contact regions. The contact potential difference
U. and the electric field which prevents the ma-
jority carriers from further diffusion are created
between oppositely charged regions. At the same
time, this field promotes rather than hinders the
transition of the minority carriers through the
interface. Indeed, electrons arriving at the p-
n junction from the bulk of the p-type semicondue-
tor and the holes from the bulk of the r-type
semiconductor are entrained by the contact field
and carried to the n-type and the p-type regions,
respectively. Thus, in contrast to the diffusion
current that appears as aresultof majority carriers
crossing the interface, reverse current appears,
which results from the transition through - the
same interface of minority carriers in the opposite
direction. This current is called the conduction
current. Its intensity does not practically depend
on the contact potential difference and is solely
determined by, the thermal generation of minor-
ity carriers and the conditions of their transition
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from the bulk of the semiconductor to the inter-
face.

Band Structure of the p-n Junction at Equilib-
rium. Figure 65a shows the band diagrams of
n-type and p-type semiconductors before the
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carriers start crossing the interface. The elec-
tron levels in a vacuum, the two bottoms of the
conduction bands and the tops of the valence
bands are aligned, while the Fermi level is near
the bottom of the conduction band in the n-
type region and near the top of the valence band
in the p-type region at room temperature. The
diffusion flow of the majority carriers, resulting
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in the stripping of the ionized donor and acceptor
atoms and appearance of uncompensated charges
in the contact regions, causes the displacement of
energy levels. In the n-type region, which re-
ceives a positive charge, all the levels are shifted
downwards, while in the p-type region, which
acquires a negative charge, they are shifted up-
wards. As was shown above, the levels are dis-
placed until the Fermi levels are aligned (Fig.
65b). This corresponds to the establishment of
the equilibrium state. Owing to unlike volume
charges formed in the contact regions on either
side of the interface, the potentials of semicon-
ductors change accordingly, and the energy bands
in the region of the p-n junctions will be bent.
Since the Fermi levels retain their positions with
respect to the other energy levels in the bulk of
semiconductors sufficiently far from the inter-
face, the bending of the energy bands creates a
potentlal barrier ¢, = eU,. It can be seen from
the figure that

(PO = I"I’p - I"I'nv
or (what is the same)
9o = Ap — 4n.

As we showed above, the position of the Fermi
level depends on the doping level of a semiconduc-
tor: the higher the doping level, the closer the
Fermi level is to the appropriate allowed band.
For example, the larger amount of the donor im-
purity introduced into a semiconductor, the
closer the Fermi level gets to the bottom of the con-
duction band. In the limiting case, the Fermi lev-
el in the donor region of nondegenerate semi-
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conductor goes right up to the bottom of the
conduction band, and in the acceptor region it
goes to the top of the valence band. Thus, the
maximum height of the potential barrier @, may
at the interface between two nondegenerate dis-
similar semiconductors is equal to the forbidden
band width W,. However, in reality the values
of @, for the p-n junction between nondegenerate
semiconductors are usually less than W, For
example, for the p-r junction in germanlum for
which Np = N, = 101® ¢cm~3, the height of the
potential barrier at room temperature amounts
to 0.35 eV, which is approximately equal to a
half the forbldden band width.

The contact electric field controls the transi-
tion of carriers through the p-n junction. Not
all electrons going from the n-type to the p-type
region may overcome the potential barrier ,.
For example, the electron denoted by I in the
figure can only surmount part of the potential
barrier at the expense of its excess kinetic ener-
gy. When it reaches the point M, all its kinetic
energy is spent to perform work against the
forces of the contact field. The electron’stops and is
then returned by this field to the bulk of the
n-type semiconductor. A similar situation occurs
for the hole denoted by 1’ and arriving from the
p-type region. Only those of majority carriers
whose energy is higher than ¢, can surmount the
potential barrier. This opportunity is given, for
example, to electron 2 and hole 2’. However,
the amount of high-energy electrons and holes is
small, because most electrons are near the bottom
of the conduction band and the major part of
holes, near the top of the valence band. For this
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reason, the fluxes of majority carriers through the
p-n junction are small, although the total number
of these carriers is extremely large.

The action of the contact field on the minority
carriers is quite opposite. This is illustrated by
Fig. 65b. When electron 3 and hole 3’ arrive at
the p-n junction, they are carried by the contact
field to the opposite side of the interface. Their
kinetic energies increase at the expense of the
work done by the forces of the field. However, de-
spite the favourable conditions for electron tran-
sitions from the p-type to the n-type region and
for hole transitions from the n-type to the p-type
region, the fluxes of the minority carriers are not
large, since the total number of minority carriers
in each semiconductor is small.

The intensity of the contact electric field al-
most does not affect the magnitude of the minor-
ity carrier fluxes through the interface. Regard-
less of the intensity of the contact field, any mi-
nority carrier reaching the region of the p-n
junction will be transferred by this field to the
opposite side of the junction. The magnitude of
each of the fluxes is determined by the number of
minority carriers (electrons or holes) arriving at
the junction, i.e. by the number of carriers
formed as a result of thermal generation in the im-
mediate proximity of the junction. This is why
the intensity of conduction current does not de-
pend on the magnitude of the contact potential
difference. The thickness of the semiconductor
layer adjoining the p-n junction and participating
in the creation of the conduction current is de-
termined by the diffusion length L, for electrons
in the p-type region and L, for holes in the n-
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type region, i.e. by the mean distance covered by
the electrons and holes during their lifetimes.
Electrons appearing due to thermal generation
in the bulk of the p-type semiconductor at dis-
tances from the p-n junction exceeding L, (as well
as holes appearing in the n-type semiconductor at
distances from the p-n junctions larger than
L) do not take part in the conduction current,
since they recombine before reaching the region
of the p-n junction. The diffusion length is usual-
ly small. For example, it is 10-% ¢m in the order
of magnitude for germanium.

Since the intensity of the current created by
the diffusion fluxes of the majority carriers de-
pends on the height @, = el, of the potential
harrier, while the intensity of the conduction
current created by the fluxes of the minority car-
riers is independent of the potential barrier height
and since these currents have opposite directions,
the total current through the p-r junction is ze-
ro only at a certain height of the potential bar-
rier, for which the diffusion current is equal in
magnitude to the conduction current.

p-n Junction as a Barrier layer. The contact
electric field pushes the mobile charge carriers
from the region of the p-n junction to regions
deeper in semiconductors in contact, where these
carriers are majority carriers: electrons are pushed
into the n-type semiconductor and holes are
pushed into the p-type semiconductor. This effect
of the contact field prevents the mobile carriers
from penetrating the region of the p-n junction
from the Dbulk of semiconductors and making
good the shortfall of majority carriers in this
region. The uncompensated and rigidly fixed to
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the lattice donor ions which are left after the
departure of electrons create a positive volume
charge in the n-type semiconductor region adjoin-
ing the junction, while holes leaving the p-type
region through the junction create a negative
charge of uncompensated ionized acceptor atoms
equal in magnitude to the former volume charge.
It is these fixed charges that create the contact
field and the contact potential difference.

Since most of the mobile carriers have left the
contact regions, and new mobile carriers cannot
arrive at these regions, the resistance of the
p-r junction sharply increases in comparison
with that of the remaining volume of the semi-
conductor. Hence, the region of the p-n junction is
always a barrier layer.

Thicknesses of the depletion layers (d, on the
side of the n-type semiconductor and d, on the
side of the p-type semiconductor) depend on the
doping level of each of the regions in contact.
In the case of a symmetric p-n junction (when
N, = N,), thicknesses d,, and d, are equal (see
Fig. 64d). On the other hand, for an asymmetric
p-n junction, d, 5= d,. For example, for N , >
> N, the thickness d, of the depletion layer on
the side of the n-type semiconductor is less than
the thickness d, of the depletion layer of the p-
type semiconductor (Fig. 66a). This can be
explained by the fact that in a semicon-
ductor with the higher doping level each
monolayer contains more impurity centres, and
hence more mobile carriers than a monoatomiclayer
of the semiconductor with the lower doping level.
In this case, the p-rn junction is said to penelrate
deeper into a weakly doped (high-resistance)
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region of the semiconductor. On the other hand,
when N, > N,, the p-n junction is practically
localized in the high-resistance p-type region,

p p
q
+ INo >N,
I
PN 0
id, 2 x é/' T x
k—)_ﬁ 4__.
dp dp
(a) (b)
Fig. 66

embracing only a very thin layer of the highly
doped n-type semiconductor directly adjoining
the p-n interface (Fig. 66b).

The total thickness of the p-r junction is very
small. For example, at a moderate doping level
of the p-type and n-type regions in a germanium
crystal, the thickness of the junction amounts
to about 1pm.

Sec. 23. Rectifying Effect
of the p-rn Junetion

Reverse Current. Let us clarify how the applic-
ation of the external poiential difference or, as
it is often called, a biaswvoltage, tothe p-n junction
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changes the conditions for charge carrier transfer
through it.

Suppose that an external power source is con-
nected to the p-n junction in such a way that
positive terminal is connected to the r-type re-
gion and the negative terminal to the p-type
region. This polarity of the external source en-
sures that an additional electric field is created
in the p-r junction region, whose direction coin-
cides with that of the contact electric field. As in
the case of the metal-to-semiconductor contact,
the bias voltage applied in this way is called
back (reverse) voltage. Since the junction region
is depleted in mobile carriersand hasa much higher
resistance than the remaining semiconductor,
the external potential drop will almost entirely
occur in the barrier layer so that the voltage drop
in the other regions can be ignored. Ilence, the
reverse bias U adds up to the contact potential
difference U,, thus increasing the potential bar-
rier in the region of the p-n junction by eU in
comparison with its equilibrium value (Fig. 67b),
viz.

@ =elU, + eU = ¢, + eU.

A comparison of Figs. 67¢ and 67b shows that
the external potential difference U shifts the
energy levels in the contact regions by eU. An
increase in the potential of the n-type region
lowers its energy levels, while a decrease in the
potential of the p-type region raises the corre-
sponding levels. Naturally, the Fermi levels are
also displaced. The difference in the positions of
the Fermi levels in the contact regions that
arises after the bias voltage is applied (Fig. 67b)
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indigate§ that the equilibrium existing before the
g%);;hcatlon of the bias voltage is disturbed (Fig.
a).
The increase in the potential barrier height
by eU leads to a decrease in the electron and
hole components of the diffusion current through

12=01488
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i tion; the higher the reverse bias, the
gilghgnt(ile potential barrier and'the small};alr th?f
number of the majority carriers capable ©

ing it. o
SuﬁognZerélin high bias \joltagg, the diffusion
current through the junclion disappears com
pliﬁ;ﬁé with a decrease in the diffusion cur-
rent, an increase in the thickness and resmtange
of the depletion layer at the interface is observle ,
since as the intensity of thg resu}tﬁn:h etec:f
tric field increases (in comparison w1tf ah. )
the contact electric field), the effect of pus tl'gg
the majority carriers out of the p-n junction

i mes stronger.
rengl(ig E?::;) voltage practically does not aﬁgtct
the conduction current created by the l1(1111_nor11hy
carrier fluxes; the increased electric fie fltn e
p-n junction region increases the rate i)l ‘rs;rés—
fer of the minority carriers through t e in Sr-
face, without changing their number. An dmcr_ea i
in the depletion region thickness glso boeﬁ Itl}?e
influence the conduction current, since lot
bias field and the contact_ﬁeld promoteltlleltr:irrl-
sition of the minority carriers through this layer.

Thus, the reverse bias !Hnlps the majority car;
riers flux so that the diffusion current calnno
compensate the condl_lction current. At irr%e
reverse bias, the diffusion current'tends‘ to zS de:
and the total current through the junction 1  de-
termined in practice by the condgctlonh Clll'rmit-
created by the minority carriers. Since t de e; it
ing value of the conduction cugr((eint 0S oot
depend on the bias voltage applile acro St the
junction, it is called the saturation curren
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denoted byg/,. Sometimes, this current is called
the thermal uncontrolled current, which reflects
its physical meaning more precisely.

It should be noted that a symmetric broadening
of the junction region on bothsides of the interface
is only observed in the case of a symmetric junction.
If, however, the doping level of one of the re-
gions is higher than that of the other (W, > N,),
the depletion region will be mainly broadened in
the semiconductor with the lower doping level.
If the difference between the doping levels is
large, for example, if N, > N, then almost all
the increase in the depletion layer thickness oc-
curs within the weakly doped region (in Fig.
66b, these changes in the thickness of the layers
are shown by dashed lines),

Forward Current. A forward bias applied
across the p-n junction (the positive terminal of
the external source is connected to the p-type
region and the negative terminal to the n-type
region) causes a much larger disturbance in the
equilibrium. In this case, the shift in the energy
levels of the semiconductors in contact reduces
the potential barrier (Fig. 67c). The external vol-
tage U, being subtracted from the contact poten-
tial difference, lowers the potential barrier to

0" = gy — eU.

"This is accompanied by an increase in the number
of electrons capable of surmounting the barrier
(the closer the levels are to the bottom of the
conduction band, the higher the population den-
sity of the energy levels). This increase in the
number of the majority carriers overcoming the
barrier causes an increase in the diffusion current.

12%




180 Ch. 4. Contact Phenomena

Moreover, the bias field and the contact field in
the junction region are directed oppositely. Hence,
the resultant field becomes weaker, the deple-
tion region narrower (d” <<d), and the resist-
ance of the p-n junction lower, this also causes an
increase in the diffusion current.

Since the intensity of the conduction current
(which also remains unchanged in the case of a
forward bias) is low, it can be ignored when the
diffusion current increases with the bias vol-
tage. Thus, in the case of a forward bias, the cur-
rent flowing through the p-n junction is almost
completely determined by the fluxes of the major-
ity carriers, i.e. it is a diffusion current. The
majority ecarriers which have surmounted the
potential barrier and got into the neighbouring
region become the minority carriers in this re-
gion, thus increasing the concentration of the
minority carriers in the contact region. The dif-
ference in concentrations formed causes the diff-
usion of excess minority carriers from the p-r

junction into the bulk of the semiconductor, where |

they soon recombine. The higher the forward
bias, the lower the potential barrier, and the larger
the excess concentration of the minority carriersin
the p-n junction region. Consequently, as the
forward bias increases, the rates of diffusion and re-
combination grow, and the current flowing through
the junction increases. When the bias voltage be-
comes higher than the contact potential difference,
the potential barrier disappears completely. At
the same time, the depletion region also disappears
and the voltage U—U, turnsout to be distribut-
ed over the entire sample. A further increase in
the forward potential difference will cause, in
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accordance with Ohm’s law, an increase in cur-
rent:
[ U—U,

R *

where R is the resistance of the entire

Ip]e'ction of Carriers. The penetrationsirfn%fé
majority carriers through the p-n junction
caused py a forward bias and accompanied byan in:
crease in the minority carrier concentration in
the contact regions, is called the injection of the
lnmont:y carriers. The ratio of the excess con-
centration of'the minority carriers in the im-
med‘ls}te‘ proximity of the p-n junction to the
equilibrium concentration of the majority carrie
is Fallid the injection level, *

n the case of a symmetric p-n juncti
number _of electrons Arn, injegtedjfrg(r;rflotnh’e ”rli
type region to the p-type region is equal to the
number Ap, of holes injected from the p-type
to the n-type region. For an asymmetric junc-
tion, thg number of carriers injected from the
region w1?h the higher doping level will exceed
the opposite flux, and the ratio of the excess con-
cen.tratlon.s of carriers injected into appropriate
regions will be determined by the ratio of the
majority carrier concentrations:

f\ﬂ —

Apn Pro *

If, for example, the concentration of thej i

atomsin the r-type region is 1000 times higrﬁlegléil: Z
that in t}.xe p-typeregion, theelectron flux from the
n-typetothe p-typeregion will be 1000 times larger
than the opposite holeflux. Since the lowering
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of the potential barrier caused by a forward bias
equally facilitates the transition of holes from
the p-type to the n-type region and the transi-
tion of electrons from the n-type to the p-type re-
gion, the additional flux of carriers from the
region with the higher concentration will be
larger.

For n,, > ppo, the flux of holes injected into
the n-type region from the p-type region is neg-
ligibly small in comparison with the opposite
electron flux, and we can assume that the total
diffusion current flowing through the p-n junction
is determined by its electron component.

The region of a semiconductor from which in-
jection mainly occurs is called the emitier region
or simply the emitter, while the region to which
injection is predominantly directed is called the
base region, or simply the base. In the last exam-
ple, the n-type region is the emitter, while the
p-type is the base.

For an asymmetric p-n junction, both forward
and reverse currents are practically created by
only one type of carriers. For example, for n,, >
> Ppo» the forward as well as the reverse currents
are mainly created by electrons, since in the
highly doped rn-type region the number of holes
(minority carriers) is small, while in the weakly
doped p-type region the number of electrons is
much larger.

Current-Voltage Characteristic of the p-r Junc-
tion. The I vs. U curve (Fig. 68) for the p-n

junction has the same form as in the case of a me- |
tal-semiconductor junction. For a forward bias, |
the total current I, through the junction, equal |
to the difference between the diffusion current |
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I, and the conduction current Ig,
Iy =14 — I3,
rapidly increases with the bias voltage due to

the increase in the diffusion current at a constant
conduction current. At forward bias exceeding

I
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Fig. 68

0.1 V, when the conduction current can be ig-
nored, the current intensity increases almost ex-
ponentially. The essential nonlinearity of the
characteristic in the initial region of the forward
current is explained by a decrease in the thickness
of the p-n junction and its resistance with increas-
ing forward bias in the region of its low values.
When the forward bias attains several tenths of
a volt or more, the characteristic becomes
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practically linear, since in this region the poten-
tial barrier ¢ (as well as the depletion region)
vanish, and the applied potential difference turns
out to be distributed over the entire length of
the sample (Ohm’s law).

The reverse current through the junction is
much smaller than the forward current. For this
reason, another scale is used for plotting the re-
verse branch of the current-voltage character-
istic: two or three orders of magnitude higher for
current and two or three orders lower for voltage
(this leads to a kink at the origin which is ab-
sent when the same scale is used). The reverse cur-

rent
I=1, — I,

grows quite rapidly in the initial region due to
the sharp decrease in the diffusion current with
increasing potential barrier height. However,
even at reverse bias of the order of 0.1-0.2 V,
this growth ceases. At higher voltages, the diffu-
sion current drops almost to zero, and the reverse
current becomes equal to the conduction cur-
rent which, as we showed above, is almost inde-
pendent of the applied voltage. A certain increase
in the reverse current in the “saturation” region
can be explained by the heating of the p-n
junction by the current itself and by other side
effects.

The rectifier properties of the p-n junction are
characterized by the rectification factor, which
is defined as the ratio I,/I, between the forward
and reverse currents (for similar absolute values
of the bias voltages). Usually, the rectification
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factor ranges between 10% and 10?. This means
that the p-n junction has practically unipolar
conductivity

Effect of Temperature on the Rectifier Prop-
erties of the p-n Junction. At room temperature
most semiconductors, including germanium and
silicon, are in the “depletion” state of impurities,
since all the impurity centres are ionized. In
this state, the n-type semiconductors have the
electronic conductivity and the p-type semicon-
ductors have the hole conductivity. When a sem-
iconductor is heated to temperatures close to
the intrinsic conductivity temperature T, the
excitation of the intrinsic atoms of the semiconduc-
tor becomes more and more intense. This is
accompanied by the simultaneous generation of
electrons and holes. At 7 > T, the concentra-
tion n; of intrinsic carriers exceeds the concentra-
tion of the “impurity” carriers contained in the
semiconductor due to the ionization of impurity
centres. In this temperature region, the semi-
conductor loses the properties of the impurity
semiconductor and becomes an intrinsic semi-
conductor, In this case, its Fermi level shifts to
the middle of the forbidden gap, the potential
barrier and the barrier layer disappear, and the
p-n junction loses its rectifier properties.

The temperature 7T'; of intrinsic conductivity
depends on the forbidden band width W, of a
semiconductor: the larger W,, the higher T,.
Therefore, the temperature limit of operation for
p-n junctions is determined by the properties of
materials from which they are manufactured.
For example, in germanium whose forbidden band
width W, = 0.72 eV, the p-n junction can work
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up to about 75 °C, while in silicon for which
Wy = 1.12 eV, the working temperature may
reach 150 °C.

Sec. 24. Breakdown of the p-r Junction

If we gradually increase the reverse bias voltage,
upon attaining a certain value Uy, (Fig. 69)
a sharp increase will be observed in the current
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flowing through a circuit containing the p-n
junction and no limiting resistor. This is called
the breakdown of the p-n junction. The breakdown
can be electrical and thermal in nature. The elec-
trical breakdown does not destroy the junction,
and if it is not followed by a thermal breakdown,
the properties of the p-r junction recover after
the reverse voltage is removed. There are two
types of electrical breakdown: avalanche and
funnel, I
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Avalanche Breakdown. This type of breakdown
is associated with the effect of the avalanche mul-
tiplication of carriers in the p-r junction. At a
certain value of reverse bias voltage, the field
intensity in the p-r junction becomes so high
that the minority carriers accelerated by the field
acquire enough energy to ionize neutral atoms of
the semiconductor in the junction region. As a
result of the iomnization, the number of carriers
creating the reverse current grows abruptly. The
avalanche breakdown is usually observed at a
reverse bias of the order of tens or hundreds of
volts. It is typical of quite thick p-r junctions,
in which each minority carrier accelerated by
the electric field causes multiple ionizations of
atoms in the depletion layer. These junctions
usually exhibit the tunnel breakdown.

Tunnel Breakdown. This phenomenon origi-
nates from the tunnel effect which is observed due
to the direct influence of a strong electric field
on the atoms of the semiconductor crystal lattice
in the p-n junction. Under the influence of this
field, the valence bond is ruptured and an elec-
tron becomes a free carrier, moving into the
interstitial space and leaving a hole instead. The
energy band diagram of the tunnel breakdown is
shown in Fig. 70. Electrons from the valence band
of the p-type semiconductor move intothe con-
duction band of the n-type semiconductor
without changing theirenergy, crossing the forbid-
den band of the p-»n junction. The necessary con-
dition for tunneling is the existence of a vacant
level in the conduction band of the r-type semi-
conductor whose energy corresponds to the ener-
gy of the electron arriving from the p-type side,
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The tunnel breakdown is observed in thin
p-n junctions which can be formed only at the

ig. 70

interface’ between highly doped regions. In order
to provoke the tunnel breakdown, a field of
10%-10® V/cm is required. Since the tunnel break-
down only occurs in thin junctions of the order
of 10-3-10-¢ cm, the reverse potential difference
of only several volts is sufficient for obtaining the
breakdown values of field intensity.

The rise in current during the tunnel breakdown
(curve 2 iu Fig. 69)iseven steeper than that dur-
ing the avalanche breakdown (curve I). As was
mentioned above, the properties of the p-n
junction recover after the electric breakdown
(either avalanche or tunnel) when the reverse
bias is removed. For this reason, p-r junctions
are frequently used in technology under the break-
down conditions (crystal stabilizers, or Zener
diodes, tunnel backward diodes, etc.),
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Thermal Breakdown. If the amount of heat
liberated in the p-r junction exceeds the amount
of heat removed from it, the heating of the junc-
tion intensifies the carrier generation and hence
leads to an increase in the current flowing through
the junction. This, in turn, results in a further
increase in temperature, and so on. As a result
of such avalanche-type overheating, the current
intensity continues to grow even if the voltage
decreases (curve 3in Fig. 69), causing the destruc-
tion of the semiconductor material. Thermal
breakdown can be either self-induced or may be
a consequence of the developing electric break-
down. For this reason, a limiting resistor is
usually connected in series with a p-r junction, the
resistance being chosen in such a way that the
current cannot exceed a certain value.

Surface Breakdown. The avalanche or tunnel
electric breakdown of the p-n junction may occur
not only in the bulk of a semiconductor but also
on its surface. The surface breakdown can be
indueed by a distortion of the electric field in the
p-n junction due to surface charges. A surface
charge may appear as a result of the destruction
of the crystal lattice or due to defects and impu-
rities present in it (particularly, adsorbed water
molecules). In some cases, a surface charge nar-
rows the barrier layer at the surface and increases
the field intensity in the surface layer, due to
which the breakdown at the surface appears at
lower values of the reverse bias voltage than in
the bulk. In order to reduce the probability of a
surface breakdown, the surface of semiconductors
is coated with materials to protect the p-n junc-
tion from moisture and other active impurities.
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Sec. 25. The Electric Capacitance
of the p-n Junction

When a bias voltage is applied across the p-n
junction, it exhibits the properties of a capacitor.
The p-n junction is the regionin a semiconduc-
tor, depleted in mobile carriers and similar in
its properties to a dielectric layer in which fixed
unlike electric charges are distributed over a
volume on both sides of a certain plane. In a
semiconductor, these are charges of ionized impu-
rity atoms: the n-type region of the junction is
charged positively, while the p-type region is
charged negatively. This structure of the p-n
junction allows us to identify it, to a certain ex-
tent, with a plane-parallel capacitor. The appli-
cation of thereverse bias leads to a further push-
ing of mobile carriers out of the boundary re-
gions, and increases the thickness of the junction
and the number of uncompensated fixed impu-
rity ions on both sides of the interface. Ience, the
p-n junction responds to a change in the reverse
bias by AU by a AQ increase in the charge, and
this is what a capacitor does. The guantity

C,b=AQ/ U

is called the barrier capacitance. Sometimes, it is
called the charge capacitance or simply the
capacitance of the junction.

As in the case of capacitors, the barrier capac-
itance depends on the area of the p-n junction,
the dielectric constani of the depletion layer,
and its thickness. In most cases, the area of the
p-n junction is small, nevertheless, the barrier
capacitance is large due to the thinness of the
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depletion region. By varying the thickness of
the p-r junction, it is possible to change the bar-
rier capacitance from several to dozens of thou-
sands of picofarads per square centimetre. The
most important property of the barrier capaci-
tance is its dependence on the bias voltage ap-
plied across the junction. The thickness of the
barrier layer increases with the reverse bias,
which results in a decrease in the capacitance.
Figure 71 illustrates the variation of the barrier
capacitance as a function of the applied reverse
voltage. This relationship is used in a special
type of semiconductor diodes called wvaricaps
(variable capacitor). Varicaps are employed as
variable capacitors for tuning the frequency
of oscillatory circuits. In rectifier diodes,
the barrier capacitance is harmful since it by-
passes the p-n junction by conducting some alter-
nating current in a “roundabout” way (especially
in the high-frequency region). The barrier capac-
itance also appears with a forward bias if U<<U,
(at such voltages, a barrier layer still exists).



Chapter 5
Semiconductor Devices

Sec. 26. Hall Effect and Hall Pickups

The Hall effect is an interesting phenomenon. But
besides a purely physical importance, it is very
attractive from a practical point of view. This
is due to wide applications of the Hall effect for
determining electrical properties of various
solids, including semiconductors. This effect can
be used for determining the sign of the majority
charge carriers, their concentration and mobili-
ty, i.e. the parameters that determine the basic
electrophysical properties of a semiconductor.
The analysis of specific semiconductor devices and
setups would be impossible without the informa-
tion about;these parameters. For this reason,
before considering the operating principles of
semiconductor devices, we shall give an idea of
the Hall effect.

Lorentz Force. If a unit positive charge -}-e
(a hole) moves at a velocity v in a magnetic ﬁel.d
with an induction B, the force of the magnetic
field acting on this charge is given by

F nagn = evB sin (B, V).

When the velocity vector v is perpendicular to
the magnetic, field vector B, sin(B, v) =1,
and the expression for F,g, becomes

F naga = €UB.
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The direction of the force Fy,gn can be deter-
mined with the help of the left-hand rule.®* If
we also take into account the force F, = ek
acting on a charge in an electric field, the resul-
tant force acting on the charge moving in the
electromagnetic field with v_|_ B will be given
by

F =e(E + vB).

This expression was obtained for the first time
in the vector form by the famous Dutch scientist
. Lorentz and is called the Loreniz force. The
quantity #p,gq is often called the Lorentz force.
This quantity does not have a special name and
it would be more correct to call it the magnetic
component of the Lorentz force, or simply the
magnetic force.

Having got the idea about the Lorentz force,
let us now consider the Hall effect.

Hall Effect in the Extrinsic Semiconductors.
Let us place a sample of a current-carrying p-
type semiconductor into a magnetic field directed
perpendicularly to the current (Fig. 72). Accord-
ing to the left-hand rule, holes will deviate
under the action of the magnetic force # g,
to the right face of the crystal. As a result of the
accumulation of holes, this face will become
positively charged, while the left face will acquire

* The left-hand rule states that if the thumb, first and
second fingers of the left hand are extended at right
angles to each other, with the first finger representing
the direction of the magnetic field and the second finger
representing the direction of the current (motion of
positive charges), the thumb will be pointing in the
direction of the force acting on these charges in the
magnetic field.

18—014886
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an uncompensated negative charge due to the
departure of holes. Such a spatial charge distri-
bution in the crystal leads to the appearance of

a transverse potential differ-

I ence between the sample
faces, which }jis essential-
ly the Hall efiect.

The process of the ac-
- E, * cumulation of charges will
e e—

last until the increasing force
of the transverse electric
field balances the magnetic
force. Once the balance is
established, the charge ac-
cumulation ceases and the
‘magn crystal reaches the sta-
tionary state in which holes
move parallel to the late-
ral faces. The potential
Fig, 72 difference established be-

tween the opgositelg

is'called the Hall e.m.f.and is denote
(}:)I;a{/g:.drlfﬁge?nténsity of the electric field created in

/
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the crystal can be expressed as £'n = Vul/a, wherea |

is the distance between the opppsitely charge-d
faces. The force of the field acting on holes is

FeL H = GEH.

Using the condition that forces acting on holes
in the transverse direction are balanced in the
stationary state, we can write

Foagn = Fei.m or evB = eEq,
whence we obtain the expressions
Ey = vB for the Hall field
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and
Vu = Ega = vBa for the Hall e.m.f.

The current flowing through the sample is
measured experimentally instead of the velocity v
of the holes. The magnitude of this current is
I = abj, where ab is the cross-sectional area of
the sample and j is the current density. Using the
expression j = nev which we obtained earlier and
replacing n by p (since we have p-type conduc-
tivity), we can express the total current through
the sample as

I = abj = abpev.

Hence we can determine the velocity v:
Y 4
v= pe  ab*

Substituting its value into the expression for
the Hall e.m.f., we obtain

43 BI
pe b

H:
The proportionality factor that relates the
Hall e.m.f. to the magnetic field intensity and
to the current flowing through the sample is
called the Hall constant and is denoted by
_ 1
BH—p—e.
Using this notation in the expression for the

Hall e.m.f. and solving it for the Hall constant,
we obtain the following expression:

Vb
Bu =3

13%
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Practical Application of the Hall Effect. If
we know the value of the magnetic induction B,
current I, and the dimension b of the sample in
the direction of the applied magnetic field, we
can determine the value of the Hall constant by
measuring the Hall e.m.f. created in the sample
and substituting it into the last formula. Having
determined the numerical value and the sign of
the Hall constant, we can find the concentration
and sign of the majority carriers in the material
under investigation. It can be seen that the sign
of the Hall constant is positive for p-type semi-
conductors and negative for n-type semiconduc-
tors.

If we measure the electrical conductivity 0 =
= peu of the sample during the Hall effect, it
is possible to determine the mobility u of the
majority carriers:

1
u :F-G—RHU.

Thus, the simultaneous determination of the

Hall constant and the electrical conductivity ]}

of the sample makes it possible to obtain the im-
portant information about the majority carriers

of the material under investigation, viz. their |
sign, concentration and mobility. For this reason, |

the Hall effect is widely used as one of the basic
methods of determining the electrophysical
properties of semiconductors and metals.

It is interesting to note that the Hall effect
in such typical metals as zinc, beryllium or cad-

mium resulted in positive values of the Hall con- |
stant rather than negative as was expected. The |

conduction band of these metals proved to be
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almost completely filled and only a narrow re-
gion near its top is vacant. This is typical of semi-
conductor crystals of p-type,

By analyzing the temperature dependence of
the Hall constant in semiconductors, it is pos-
sible to determine the temperature dependence of
the carrier concentration. If we simultaneously
register the variation of electrical conductivity,
we can determine the temperature dependence of
the carrier mobility as well. The temperature
dependence of the Hall constant can be used to
estimate the depth of the impurity energy levels
(i.e. the separation between the impurity levels
W4 or W, and the corresponding bands), as well
as the forbidden band width W,. Figure 73 shows
for comparison the dependence Inn = f (1/T)
which we have already analyzed and the curve
In | Ry | =f(@/T). Tt can be seen from the
figure that the slope of the segment ed for ex-
trinsic conductivity in the low-temperature re-
gion (T << T,) can be used for determining the
activation energy of the donor level W,, while
the slope of the segment ab of the intrinsic con-
ductivity (for 7 > T,) determines the forbid-
den band width W, » "™~

It should be noted here}'that a certain error
was made while calculating the Hall constant.
When considering the motion of holes, we took
into account only the velocity due to the action
of the electric field, i.e. the drift velocity, and
ignored the velocity of random thermal motion.
If we take into consideration the thermal motion
and a certain velocity distribution of carriers,
we obtain a different expression for the Hall
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constant:
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The constant A4 is determined by the mecha-
nism of carrier scattering in crystals and has
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different values for different cases depending on
the type of crystal lattice and the operating tem-
perature region.

The Hall Effect in Semiconductors with Mixed
Conductivity. If the conductivity of a semicon-

ductor is neither of the n-type nor of the p-type
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and both electrons and holes are responsible for
electrical conductivity (mixed conductivity) the
Hall effect has a more complicated form. This
is due to the fact that the magnetic field devi-
ates electrons and holes in the same direction.
Indeed, the action of the magnetic field on holes.
is determined by the formula F ., = evB.
To apply this formula for electrons, we must
change the sign of the charge ¢ as well as of the ve-
locity v, thus the sign, and the direction of the
magnetic component F, ., of the Lorentz force
will not change. For this reason, in the Hall effect
for crystals with mixed conductivity, electrons
and holes move towards the same lateral face.
The sign of the charge of a certain face will be
determined by the ratio of concentrations and
mobilities of carriers. If the electron concentra-
tion is higher (electron mobility is normally
higher than that of holes) negative charges will
be accumulated on the face towards which the
carriers are deviated, while the opposite face
will acquire an uncompensated positive charge.
The transverse Hall field created in this case
prevents new electrons from arriving at this
region and at the same time accelerates the mo-
tion of arriving holes. When the electron and
hole fluxes deviated by the magnetic field become
equal, the process of charge accumulation ceases,
and a stationary state sets in, which is charac-
terized by a certain value of the Hall e.m.f.
The value of the Hall constant in this case ig
defined by the expression

Ry =

A ulp—uhn
¢ (upptupn)® *
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As before, n and p denote the electron and hole
concentrations, and u, and u, their mobilities.

Hall Effect in Intrinsic Semiconductors. In an
intrinsic semiconductor, the charge carrier con-
centrations are equal (n = p). Hence, the last
expression is reduced to

A itp—Un
n* up-tun '

It follows from this expression that the Hall
effect in an intrinsic semiconductor and the sign
of the Hall constant are determined by the ratio
of carrier mobilities. Normally, the mobility of
electrons is higher than the mobility of holes,
and hence the Hall constant is not large and has
the minus sign (the Hall effect is said to be weak).

If the mobilities of electrons and holes in an
intrinsic semiconductor are equal (u, = u,),
the Hall constant is equal to zero, i.e. the Hall
e.m.f. does not appear. Although the Hall effect
is not observed in such semiconductors, it does
not mean that charge carriers creating the current
are not deflected by an external magnetic field.
In this case the fluxes of deflected electrons and
holes are equal, consequently, the charges are
compensated completely, and the Hall e.m.f.
does not appear. The action of the magnetic
field is reduced to a redistribution of carrier
threugh the sample: the concentrationis higher at
the face towards whieh the carriers are displaced
in comparison with the opposite face. The local
elestrical conductivity along lateral faces of
the crystal changes accordingly.

Hall Pickups'and Their Application. The practi-
cal application of the Hall effect is not limited

Ry =
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to the study of electrophysical properties of semi-
conductors and metals. The field of application
of the Hall effect for various purposes is so broad
that we can consider it the most widely used
effect in science. However, in spite of the large
variety of the spheres of its application and mea-
suring instruments where it is used, the main ele-
ment in all cases is the so-called Hall pickup
(Fig. 74). Tt consists of a thin reciangular plate
cut from a semiconductor crystal with a high
carrier mobility. Current-carrying electrodes 7
are soldered to two opposite lateral faces of this
plate, and the Hall electrodes 2 are soldered to
the remaining two lateral faces, which are used
for registering the Hall e.m.f. appearing in the
plate (Fig. 74a). A semiconductor film is often
used instead of a crystal plate, the former is de-
posited by the evaporation method or is sprayed
onto a thin insulator substrate usually taken
in the form of a thin mica sheet (Fig. 74b).

Hall Magnetometers. The devices based on
the Hall effect are used most of all for measuring
the magnetic field intensity. These instruments
are called magnetometers and consist of a Hall
pickup and a potentiometer. It was shown above
that the Hall e.m.f. is proportiinal to the mag-
netic field intensity. Conseqiently, knowing
the parameters of the Hall picknp and the ap-
plied current, we can estimate the magnetic
field intensity from the measured value of the
Hall e.m.f. Magnetic fields freguently have to
be measured in very narrow gaps. Hall pickups
in the form of a thin semiconductor films de-
posited onto thin mica substrates are very
suitable for this purpose.
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The Hall effect can be used both to measure
permanent magnetic fields and to investigate
the variable magnetic fields as well as the dy-
namics of the variation of magnetic fields. This

Mica
substrate

Semiconductor
film

Fig. 74

can be done because of very small inertia of the
effect. Hall pickups can be used for measuring
variable magnetic fields up to a frequency of
1012 Hz. Extremely small sizes of Hall pickups
(they can be manufactured in the form of plates
0.5 X 0.5 mm in size) make them applicable for
investigating the magnetic field topography, i.e.
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for determining the nonuniformity of the field
distribution in space or in a plane.

Heavy-Current Ammeters. Hall ammeters are
another example of the application of the Hall
effect for measuring purposes. They were designed
for extremely heavy currents, when conven-
tional ammeters cannot be used.! norder to create
the primary direct current in} such a device,
a stabilized source of d.c. voltage is used, which
can be a battery. The current being measured is
used for creating the magnetic field. Since the
Hall e.m.f. appearing in the pickup is propor-
tional to the magnetic field, changes in the con-
trolled current responsible for a change in the
magnetic field are transformed into the variations
of the Hall voltage being measured.

Hall Pickups as Signal Transducers. One more
field of wide application of the Hall effect is the
transformation of a direct current into alternat-
ing current and vice versa. When a d.c. is trans-
formed into a.c., the current-carrying electrodes
of the pickup are connected to the circuit of the
d. current being transformed and the pickup
is placed into the field of an electromagnet. The
a.c. signal is supplied to the windings of this
magnet. The varying field creates an e.m.f.
on the Hall electrodes, whose frequency corre-
sponds to the a.c. frequency. The magnitude of
this e.m.f. is proportional to the magnetic field
intensity and to the primary current being trans-
formed. Thus, the obtained a.c. signal can be
additionally controlled in the process of trans-
formation.

Hall Microphone. This device is an example of
a rather peculiar application of the Hall effect
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for transformation of currents. The microphone
pickup is placed in the magnetic field in such
a way that its plane is parallel to the magnetic
field lines. In this case, the Hall effect does not
appear in the pickup in spite of the primary cur-
rent from an external power supply connected to
the current terminals. This is so because the
normal component of the magnetic field is equal
to zero. Since the microphone pickup is me-
chanically connected to the membrane, acoustic
vibrations are transformed into mechanical vi-
brations by the membrane and transmitted to the
pickup. The vibrations of the pickup in the mag-
netic field create an alternating e.m.f. across
the Hall electrodes, which is synchronized with
the acoustic signals arriving at the membrane.
The generated alternating voltage is supplied to
the input of the amplifier and is then transformed
into the radio-frequency oscillations or supplied
to a loudspeaker.

There are many other examples of application
of the Hall effect in various fields. Among the
most interesting cases, we can mention its ap-
plication for a compass, pressure gauge, instru-
ment for measuring small linear and angular dis-
placements, instrument for measuring transient
time difference, various types of amplifiers and
modulators, etc.j

Sec. 27. Semiconductor Diodes

At present, semiconductor devices are used prac-
tically in all branches of electronics and radio-
engineering. In spite of the great variety of these
devices, they are based, as a rule, on the

27. Semiconductor Diodes 205

operation of an ordinary p-n junction or a system
of several junctions. _

A semiconductor diode contains a single p-n
junction each of whose regions is connected
through ohmic contacts with metallic terminals.

Rectifier Diodes. Semiconductor diodes are
mainly used for rectifying an alternating current.
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Figure 75 shows the simplest circuit in which a
semiconductor diode plays the role of a rectitier,
A source of a.c. voltage u., a diode D, and a
load resistor R, are connected in series. The for-
ward direction of the diode is indicated by the
arrow (from anode to cathode) -
Suppose that the voltage across the terminals
of the source varies sinusoidally (Fig. ”76a).
During a positive half-period, when the “pl,l’ls pole
is connected to the anode and the “minus” to the
cathode, the diode operates in the .forward' direc-~
tion, and the current flows through it. The instan-
taneous value i of the current is determlnefi by
the instantaneous voltage u across the terminals
of the source and the load resistance (in the for-
ward direction, the resistance of the diode' is
small and can be neglected). During the negative
half-period, almost zero current flows through
the diode. Hence, a pulsating current flows
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through the circuit, as is shown schematically in
Fig. 76b. The voltage uy across the load resistor
will also be pulsating. Since u, = iR,, the
variations in up follow the variations in the cur-
rent i. The voltage across the load resistor al-
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ways has the same polarity corresponding to
the direction of the forward current: the “plus”
at end of the resistor connected to the cathode
and “minus” at the opposite end.

The circuit we have just considered provides
half-wave rectification. In order to decrease pul-
sations in the rectified voltage, ripple filters are
used. The simplest way of smoothing the volt-
age is to connect a capacitor C in parallel to
the load resistor (the dashed part of the circuit in
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Fig. 75). During a positive half-period, some
of the current flowing through the diode is con-
sumed for charging the capacitor. On the other
hand, during a negative half-period, when the
diode is cut off, the capacitor discharges through
R;, thus maintaining the current in the same
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direction. As a result, the voltage pulsations in
the load resistor are considerably smoothed.
Stabilizer Diodes (Stabilitrons). We showed
above that during an electrical breakdown of
p-n junction, the current across the junction rises
very steeply. This part of the current-voltage
characteristic can be used for stabilizing voltage.
For this purpose, silicon diodes are mainly used.
Figure 77 shows the reverse branch of the current-
voltage characteristic of such a diode. It can be
seen that when the breakdown voltage is attained,
very small variations of voltage cause very large
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changes in the current flowing across the diode
(tens of times).

Figure 78 shows the diagram of a circuit for
stabilizing the voltage. The stabilizer diode is
connected in parallel to the load resistor Ry
across which a stabilized voltage] must be ob-
tained when there is an alternating voltagelacross

the source terminals. A limiting resistor is series-
connected to the diode. Its resistance [y, is
chosen in such a way that the current corre-
sponding to the middle part of the operating re-
gion flows through the stabilizer diode (point P
in Fig. 77). If, for example, the voltage across
the terminals of the source increases, the current
in the cireuit will also increase. However, an in-
crease in the current through the stabilizer (even
within broad limits) oceurs at a practically con-
stant voltage, due to which the voliage across
the load R; remains unchanged. At the same
time, an increase in the current through the
limiting resistor leads to an increase in the po-
tential drop across it. Hence, all the variations
in the source voltage die out in the limiting
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resistor, while a constant voltage Uy is main-
tained across the load resistor.

At the present time, silicon p-n junctions are
used for manufacturing stabilizer diodes that
can handye voltages ranging from 1 to 300 V.

Varicaps. Diodes used as variable capacitors
(varicaps) also operate in the reverse bias regime.
Unlike ordinary variable capacitors with a me-
chanical control, the capacitance in varicaps is

- >

Fig. 79

controlled by wvarying the bias voltage. Fi-
gure 79 shows the circuit for retuning the frequeney
of an oscillatory circuit with the help of a
varicap. :

When the reverse bias applied to the varicap-
is varied by a potentiometer R, its barrier ca-
pacitance changes, and hence the resonance fre-
guency of the oscillatory circuit also varies. The
series resistor Ry, which has a sufficiently high
resistance, prevents the oscillatory circuit. from
being shunted by the potentiometer R, and Cy,
is the blocking capacitor. If the latter were ab-
sent, the varicap would be short-circuited by the
coil L (with respect to the constant component of
the voltage).

14—01486
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See. 28. Tunnel Diodes

In the large family of semiconductor devices,
there is a group for which an increase in voltage
in a certain part of the current-voltage charac-
teristic (AU > 0) is accompanied by a fiecrea§e,
rather than an increase, in the current intensity
(AI << 0). Such regions of the cu;rent—yoltage
characteristic correspond to a negative resistance:

AU
R:——A—I—'< 0.

The most widespread and perhaps the most in-
teresting of all negative resistance devices are
the tunnel diodes. The idea of employing the
tunnel effect for a semiconductor diode was
put forward by the Soviet scientists Frenkel and
Toffe in 1932, but it was only in 1958 that the
Japanese engineer Esaki manufactured the tun-
el diode. ]
’ Manufacturing of the Tunnel Dipdes. Like
ordinary rectifier diodes, the tunnel diode can be
obtained by alloying a piece of m.eta'l into a
semiconductor wafer, for example, indium into
the n-type germanium. In other wgrds, in order
to create the tunnel diode, the p-rn junction must
be obtained. However, unlike the manufacture
of ordinary diodes, for the tunnel diode we must
use a semiconductor with a very high doping
level as the substrate, i.e. it must have a very
high impurity concentration. While. the dqpmg
level of semiconductors used for ordinary dl_odes
does not as a rule exceed 107 cm =3, in semicon-
ductors intended for manufacturing tunnel
diodes the doping impurity concentration reaches
1014102 cm~3.
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The p-n Junction between Degenerate Semi-
conductors. [t was shown above that semicon-
ductors with such a high doping level are de-
generate: their Fermi levelslie in the allowed bands
(in the n-type degenerate semiconductor, the
Fermi level lies in the conduction band, while
in the p-type degenerate semiconductor, it lies
in the valence band). Such an arrangement of
the Fermi levels leads to a high contact poten-
tial difference at the junction between the de-
generate semiconductors, which is almost double
the contact potential difference in ordinary diodes.
Since the Fermi levels in the tunnel diodes lie
beyond the forbidden gap, the potential barrier
at the interface of these diodes is always higher
than the forbidden band width. Figure 80a
shows the energy band diagram of two highly
doped degenerate semiconductors (the n-type
and p-type) before they are placed in contact,
while Fig. 80b gives the energy band diagram
after the p-n junction is formed. It can be seen
from the latter figure that upon establishing equi-
librium between the degenerate n-type and p-
type regions, the energy bands overlap on the
external energy scale: the bottom of the conduc-
tion band of the n-type semiconductor lies below
the top of the valence band of the p-type semi-
conductor. Hence, electrons located, for exam-
ple, near the Fermi level in the n-type and p-
type regions have the same energy, and the only
obstacle for their transition from one region to
the other is the forbidden energy band which is
a kind of the potential barrier for them.

Another feature of the p-n junction between
degenerate semiconductors is its extremely small

14%
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thickness d, being of the order of 10~° cm. As a
matter of fact, due to a high density of free car-
riers, their departure even from a thin boundary
layer is associated with the formation of a large
number of uncompensated charged donor .and
acceptor impurity centres. These are suff}ment
for creating an equilibrium potential barrier.
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Tunnel Transitions of Electrons in Equilib-
rium State. The extremely small thickness of
the p-n junction, combined with the overlapping
of bands, due to which regions with similar al-
lowed energy are formed on both sides of the
junction, create favourable conditions for tunnel
transitions: electrons from the conduction band
of the n-type region move to the valence band of
the p-type region, and vice versa (see Fig. 805).
Naturally, the necessary condition for an elec-
tron tunneling through the barrier is the presence
of vacancies on the side of the barrier to which
the electron goes. But we know that the Fermi
level is characterized by that its probability of
being filled is equal to 1/2. Consequently, there
will always be a vacancy behind the barrier for
an electron with an energy close to the Fermi
energy.

In equilibrium (in the absence of the bias volt-
age), the number of tunnel electron transitions
from left to right is equal to the number of op-
posite transitions from right to left, and the
resultant tunnel current is zero. Of course, be-
sides tunnel transitions in the diode under con-
sideration there are also above-the-barrier tran-
sitions of the majority and minority carriers, and
these create the diffusion and the conduction cur-
rents. But, firstly, in equilibrium these currents
are equal in magnitude and opposite in direction,
so that in total they do not create current. And,
secondly, the number of above-the-barrier tran-
sitions is negligibly small in comparison with
the number of the tunnel transitions. Thus, in
the absence of the external bias voltage, the cur-
rent through a funnel diode is zero. This
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corresponds to the origin of the current-voltage
characteristic of the device (point 7 in Fig. 81).

Operation of the Tunnel Diode at Forward
Bias Voltage. If a moderate positive bias is
applied to the diode, the energy bands will be
shifted. As a result, the potential barrier at the
interface will become a little lower, and the un-
filled part of the valence band of the p-type semi-
conductor will be opposite to the filled part of
the conduction band of the n-type semiconductor
(Fig. 82a). The equilibrium between the tunnel
transitions of electrons from left to right and
from right to left will be disturbed. Indeed, in
the region where the filled parts of the bands over-
lap, the indicated transitions compensate each
other (dashed arrows in the figure), while tran-
sitions from the upper region of the filled part of
the conduction band of the n-type semiconductor
(solid arrow) are not compensated by opposite
transitions because the opposite region of the
valence band of the p-type semiconductor is
empty. The uncompensated electron flux from the
n-type semiconductor to the p-type semiconduc-
tor forms the forward current through the diode
(point 2 on the curve in Fig. &1).

An increase in the positive bias leads to greater
overlapping between the filled region of the con-
duction band of the n-type semiconductor and
the empty region of the valence band of the p-
type semiconductor, resulting in an increase in
the tunnel current through the diode. This cur-
rent attains its maximum value (point & in
Fig. 81) when the Fermi level of the n-type semi-
conductor is opposite to the top of the valence
band of the p-type region (Fig. 82b).
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Any further increase in the forward bias is ac-
companied by a decrease in the ove;lapplng be-
tween th~ filled part of the conduction band of
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the n-type semiconductor and the empty part of
the valence band of the p-type. Hence the con-
ditions for electron transitions from the n-type
to the p-type region become less favourable
(Fig. 82¢). Electrons from the upper part of the
filled region of the conduction band of the n-
type semiconductor are now opposite-to the for-
bidden energy band of the p-type semiconductor,
so their transition to the p-type region hecomes
impossible. Thus, we arrive at a paradpxwal
(at first sight) phenomenon: an increase in the
potential difference applied to the device in the
forward direction is accompanied by a decrease
rather than an increase in the current across it
(point 4 in Fig. 81). A falling region corre-
sponding to a negative resistance appears on the
current-voltage characteristic of the diode.
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The tunnel current will decrease as the for-
ward voltage increases until the bottom of the
conduction band of the n-type semiconductor
aligns with the top of the valence band of the

Fig. 82

p-type semiconductor (Fig. 82d). In this arrange-
ment, tunnel transitions become impossible in
principle, and the tunnel current drops to zerc
(point 5 in Fig. 81).

However, as can be seen from the shape of the
current-voltage characteristic (see Fig. 81), the
current through the diode begins to increase
with forward voltage instead of vanishing. This
is because a high forward bias voltage consider-
ably decreases the potential barrier at the p-n
interface. As a result, the probability of above-
the-barrier transition of carriers through the in-
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terface increases, i.e. the above-the-barrier in-
jection of electrons from the n-type semiconduc-
tor and holes from the p-type semiconducter be-
comes possible (see Fig. 82d). As in the case of
ordinary diodes, the resulting diffusion current
increases with the forward voltage which makes

Fig. 83

the potential barrier at the p-n interface lower
and lower (the ascending region containing point
6 in Fig. 81).

Operation of the Tunnel Diode at the Reverse
Bias. When the reverse bias is applied, tunnel
transitions of electrons from the valence band of
the p-type semiconductor to the conduction band
of the n-type semiconductor prevail (in Fig. 83,
transitions from right to left). These transitions
are unlimited, their number increasing with the
reverse bias. This explains the rapid growth in
the reverse current through the diode (region con-
taining point 7 on the current-voltage charac-
teristic in Fig, 81). '
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Generation of Continuous Oscillations with the
Help of the Tunnel Diode. We shall illustrate
the application of the tunne:l diodes using the
generation of continuous OSC'lllatIOIlS by way of
an example. The negative resistance of the tu'npel
diode can be used to compensate the positive
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resistance of a certain part of the electri_c circuit
and to amplify a signal or generate oscﬂlatl_ons.
For example, if the working point of a diode
connected in series with an pscﬂlat.ory d.c.
circuit (Fig. 84) is on the descending region of the
current-voltage characteristic, the energy losses
in the oscillatory circuit are made up for, and
continuous oscillations appear. '
When the switch S is closed, small—amp.htufie
free oscillations appear in the oscillatory circuit,
which in the absence of the tunnel diode would
damp. Let us choose the supp}y vgltage U su.ch
that the working point of the diode is at thu mid-
dle of the negative resistance region on_the current-
yoltage characteristic, As electric oscillations are
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generated in the oscillatory circuit, polarities
of points A and B alternate each half-period.
During one half-period, the polarity of these
points will be as shown in the figure. In this case,
the voltage across the oscillatory circuit is sub-
tracted from the supply voltage, and the total
forward bias across the diode decreases. Since
the diode operates in the negative resistance re-
gion in the regime chosen, a decrease in the for-
ward bias will cause an increase of current through
the diode, and hence in the entire circuit.
On the other hand, when the polarity of the oscil-
latory circuit terminals changes (during the
second half-period), the forward bias will in-
crease, while the current in the circuit decreases.
Hence, the current in the circuit pulsates. It can
be easily seen that the alternating component of
this current coincides in phase with the voltage
oscillations in the circuit. This means that the
power in the part of the circuit formed by the
oscillatory circuit is positive (cos ¢ = 1), and
the energy is continuously supplied to the oscil-
latory circuit. Hence, the amplitude of oscilla-
tions in the circuit will increase. However, at
the same time the energy losses also increase.
When the equilibrium between the energy losses
and replenishment is attained, continuous oscil-
lations occur in the oscillatory circuit.

It can be seen from the diagram that the cou-
tinuous-wave oscillator based on the tunnel diode
is much simpler than a valve oscillator.

At present, tunnel diodes are widely used in
electronic computers as well as other radioelectron-
ics circuits where high speed is required. This is
because of their exceptionally small time lag
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(a tunnel transition of electrons through the
potential barrier takes only from 10712 {0 10-4 sec).
This property of tunnel diodes makes them ap-
plicable for generation and amplification of
microwave oscillations (with frequencies up to
hundreds of gigacycles).

Tunnel diodes are also used as high-speed
switches (the switching time can bereduced to 10-°
sec). In an electric circuit, the tunnel diode oper-
ates as a rectifier which switches to the ON
state as the forward bias decreases and to the
OFF state as this bias increases.

Backward Diodes. This is an interesting modi-
fication of tunnel diodes. The doping level of
semiconductors used to manufacture them is
somewhat lower than in the case of ordinary tun-
nel diodes (the concentration of impurity intro-
duced into the semiconductor in this case is about
108 ¢m-3). The Fermi lévels in such semiconduc-
tors coincide with the boundaries of the allowed
bands: the Fermi level in the n-type semiconduc-
tor coincides with the bottom of the conduction
band and with the top of the valence band in the
p-type semiconductor. If we consider the junc-
tion between two such semiconductors in equilib-
rium, it turns out that their energy bands do not
overlap (Fig. 85). Hence, in the absence of an
external bias tunnel transitions through the in-
terface do not occur. The application of the for-
ward bias does not induce these transitions either,
since in this case also the allowed energies of
electrons in one region are opposed by the forbid-
den band in the other region. For this reason, the
forward current in the diode can appear only
due to above-the-barrier transitions of carriers,
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Since the potential barrier at the interface be-
tween semiconductors with such a high doping
level is sufficiently large (it can be seen from the
figure that it is equal to the forbidden band width),
the forward current is found to be negligible up

Fig.'85

to quite high valyes of the forward bias (Fig. 86).
Practically, it is equal to the diffusion current
typical of tunnel diodes in general (dashed line
in Fig. 81).

On the other hand, when the external vol-
tage across the diode is applied in the reverse
direction, the allowed bands overlap more and
more as the bias increases. In this case, the tunnel
transitions become possible, their number in-
creasing unlimitedly with U, just as in,tht_a case
of ordinary diodes. This leads to the rapid in-
crease in the reverse current, which becomes m.uch
higher than the current in the forward direction.
Thus, properties of this type of diodgs with re-
spect to the dependence of conductivity on th.e
bias voltage are oppositeé to properties of ordi-
nary diodes, which explains their name back-
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ward diodes. Since their current-voltage charac-
teristics do not have a negative resistance region,
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Fig. 86

they cannot be used for generating or amplifying
oscillations, but they can be used as detectors in
the range of very high frequencies.

Sec. 29. Transistors

In contrast to semiconductor diodes, tranmsistors
are semiconductor systems containing three re-
gions separated by two p-n junctions. Each of
the regions has its own terminal. For this reason,
in analogy with vacuum triodes, transistors are
often called semiconductor triodes. Separate tran-
sistor devices are similar to vacuum triodes in
their duty and are mainly used for the voltage
and power amplification of electric signals.
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In order to manufacture a transistor, an im-
purity with opposite type is introduced by
alloying or diffusion into two opposite faces of
a semiconductor single-crystal plate. Either the
p-n-p type or n-p-n type transistor can be creat-
ed in this way. There is in principle no differ-
ence between them. As a matter of fact, holes

Fig. 87

play the major role in p-n-p type transistors
while electrons, in n-p-n type transistors. Let us
consider the p-n-p type transistor.

p-n-p Transistor. Figure 87 shows a schematic
diagram of the transistor based on the n-type
germanium wafer with two p-type regions creat-
ed by indium pellets alloyed at certain places
on both sides. The middle part of the transistor
is called the base, and the two other parts are
called the emitter and the collector. These parts are
separated from the base by the emitter and col-
lector p-n junctions. The area of the collector
junction is made such that it is larger than the
area of the emitter junction. This ensures that
carriers coming to the base from the emitter
are efficiently trapped by the field of the collec-
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tor junction. The junction transistor is shown
chematically in Fig. 88a. In equilibrium, when
the power supply is not connected to the tran-
sistor, the resultant currents through the two
junctions are equal to zero, and the Fermi levels
of the three regions are at the same height (Fig.

| |
(b) LAY,
Fig.88

88b). In ractice, transistors can be connected
to a circuit in different ways. We shall first con-
sider what is called the common base operation.

In working conditions, the forward voltage is
applied across the emitter p-n junction (“4” is
connected to the emitter and “—” to the base).
This lowers the potential barrier and narrows
the junction region. On the other hand, a re-
verse bias is applied to the collector p-n junction
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(“+" to the base and “—"” to the collector), and
this increases the potential barrier and makes
the junction wider (Figs. 892 and b). Let us first
consider processes occurring in each of the junc-
tions separately.

Injection of Holes to the Base. The lowering
of the potential barrier of the emitter junction
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results in an intense injection of carriers and in
the diffusion current. The electron component of
this current, which is determined by the transi-
tion of electrons from the base to the emitter
turns out to be unnecessary for (and even harmful
to) the transistor’'s operation. Hence, in prac-
tice it must be reduced to zero. This can be done
if the doping level of the emitter is much higher

1501486
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than that of the base. Since the hole concentra-
tion in the emitter is much higher than the elec-
trou concentration in the base (ppe < fgg), the
number of holes going from the emitter to the
base greatly exceeds the number of elecirons
coming to the emitter from the base, and we can
assume that the total diffusion current through
the emitter junction is created only by holes
injected from the emitter to the base.

The intense injection leads to a sharp increase
in the concentration of holes (the minority car-
riers) in the base at the interface with the emitter.

Let us now turn to the collector junction.

Collector Junction. The forward bias is applied
to the collector p-n junction. Therefore (if the
power supply is disconnected from the emitter
junction), only the reverse current flows through
it, and this will be equal to the saturation cur-
rent i; and will be created solely by the minority
carriers, viz. by holes moving from the r-type
base to the collector and by electrons moving
from the p-type collector to the base. For the
collector junction, the electron component of
the current is also useless. In this case, too, it
can be suppressed by creating a sharp difference
in the doping levels of regions in contact so that
Ppo > Nae. Under this condition, the number of
electrons (the minority carriers) in the collector
is relatively small, and we can assume that all
the reverse current through the collector junction
is created by holes moving from the base to the
collector. Since the field of the collector junction
entrains holes coming from the base and carries
them to the collector, the hole concentration in
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the base at the interface with the collector is
practically zero.

Let us analyze the situation when the two
p-n junctions operate simultaneously. Bacause
the injection of holes from the emitter to the
base is intense, the hole concentration in the
base at the interface with the emitter is many
times higher than the equilibrium value, while
at the interface between the base and the col-
lector the hole concentration is close to zero.
This sharp difference in concentrations leads to
the intense diffusion of holes through the base
from the emitter to the collector. The rate of
this process is dependent on the small thickness
of the base, since some holes travelling through
the base recombine with electrons. The thinner
the base, the fewer holes recombine with elec-
trons in the bulk and the more holes reach the
collector junction. If the base thickness w is
much less than the diffusion length for holes in
the n-type region (w < Lp), almost all the holes
injected from the emitter to the base will reach
the collector junction. Here, they are entrained
by the junction field and are carried to the col-
lector. Clearly, the additional collector current
created by the transition of these holes is prac-
tically equal to the emitter current. The reverse
current through the collector junction is much
smaller than the current created by holes in-
jected from the emitter to the base and continu-
ing their motion through the collector junc-
tion. Therefore, the collector current can be
taken as being equal to the emitter current
I~ 1,).

15+
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How Does the Transistor Amplify? The ampli-
fying action of a transistor is based on the equality
between the collector and the emitter currents.
This action can be realized due to the large
difference in the resistances of the collector and
the emitter p-rn junctions when connected in
opposite directions.

The forward biased emitter junction has a low
resistance, and the voltage drop U, across it is
small. On the other hand, the collector junction
is reverse biased and has a much higher resistance.
Consequently, a high resistance load can be con-
nected to the collector circuit. This resistance R,
is much higher than the resistance of the emitter
junction. Since the emitter and collector cur-
rents are equal, the voltagedrop U, =[ Ry ~1.R,
across the high-resistance collector load is much
larger than the voltage drop U, across the emitter
junction (U, > U,). This is the essence of the
voltage amplification effect of the transistor.

Since U, > U.l,, power amplification also
takes place: the output power P, on the high-
resistance load in the collector circuit is much
higher than the input power P,, supplied to the
emitter junction (Pgu4 > Piy).

Methods of Connecting a Transistor. There
are three different ways of connecting a transis-
tor in a circuit: common base connection, com-
mon emitter connection, and common collector
connection.

When the common base connection is used
(Fig. 90a), both the emitter and the collector
voltages are measured with respect to the base.
The emitter circuit is then the input circuit, while
the collector circuit is the output circuit.
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The amplifying action of a transistor with this
type of connection (see also Fig. 91a) has been
discussed above.

Figure 90b shows the common emitter connec-
tion of a transistor. In this case, potentials of
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Fig. 90

the base and the collector are measured with
respect to the emitter. The base circuit is the
input, while the collector circuit is the output
one. This type of connection is the one most
widely used in transistor devices.

In the case of the common collector connection
(Fig. 90c) the input signal is applied to the col-
lector-base junction, and the load resistor is
connected between the emitter and the collector.
This type of connection is not used as often as the
previous two types.
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Common Emitter Connection. Let us consider
an amplifier stage based on the p-n-p transistor
connected using the common emitter method
(Fig. 91b). The source of the signal being ampli-
fied is connected to the emitter-base junction
circuit in series with the bias voltage source.

a) _
Fig. 91

Since the emitter junction is forward biased, the
magnitude of the input resistance is compara-
tively small. '
The power supply is connected in the emitter-
collector circuit in such a way that for the col-
lector junction its voltage is reverse. With such
a connection, the resistance of the collector junc-
tion is large making it possible to connect a
high-resistance load R, in the collector circuit
from which the amplified signal can be taken.,
The voltage of the signal being amplified causes
a change in the current of the emitter-base
circuit, which in turn alters the resistance of the
co!lector junction and hence leads to a redistrib-
ution of the voltage drop of the source between
the transistor and the load. Indeed, during the
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half-period when the voltage of the signal being
amplified is added to the forward bias voltage
across the emitter junction, the injection of car-
riers from the emitter to the base is intensified,
resulting in an increase in the emitter as well
as the collector currents. On the other hand, the
arrival of movable carriers (holes) at the deple-
tion region of the collector junction decreases its
resistance, due to which the greater part of the
supply voltage applied to the collector circuit
drops on the load resistance R,. A slight increase
in the forward bias across the emitter junction
is accompanied by a considerable increase in
the potential difference across the load resistance
R;. When the input signal is of the reverse polar-
ity, the opposite situation takes place: the re-
sistance of the collector junction increases and
the voltage across the load decreases.

If the input signal is sinusoidal in form, the
amplitude of the alternating voltage component
across the load resistor R, is found to be dozens
and even hundreds of times higher than the am-
plitude of the alternating input voltage. Unlike
a common base connection, a common emitter
operation yields considerable current amplifica-
tion. This is because the change in the collector
current (practically equal to the change in the
emitter current) is many times greater than the
change in the base current (the input current of
the amplifier stage). Current (like voltage) is
amplified dozens and hundreds of times. Simul-
taneous current and voltage amplifications pro-
vide the best opportunity of power amplifica-
tion. The power amplification factor, defined as
the ratio of the output power to the input power,
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may reach several thousand and even tens of
thousands in the case of common emitter con-
nection.

Sec. 30. Semiconductor Injection (Diode)
Lasers

Photons Create Photons. It was shown above
that semiconductors can absorb as well as emit
light.

The absorption of light with the energy of
quanta Av ~ W, is primarily associated with the
photoconductive effect. By absorbing photons,
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Fig. 92

electrons from the valence band move to the
conduction band (Fig. 92a), i.e. go from an unex-
cited state to an excited state. They do not remain
in this state for long. After a certain time (which
depends on the forbidden band width of the semi-
conductor), they return to the valence band,
recombining with holes and emitting light quan-
ta with an energy Av approximately equal to the
forbidden band width W, (Fig. 926). Unless the
superconductor experiences an external influence,
electrons return to the valence band impulsively,
or spontaneously. Nobody can predict when spon-
taneous recombination will occur and which
properties the emitted photon will have.
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However, in addition to spontaneous recom-
bination, induced recombination is also possible
due to the effect of external radiation. A photon
getting into a semiconductor and meeting an
excited electron on its way may “push” it and
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thus force it to return to the valence band. In
this case, the primary photon acting on the elec-
tron does not change its properties, while the
photon emitted during the recombination be-
tween the electron and a hole is identical in its
properties to the primary photon: it has the same
frequency and energy, the same direction of
propagation and polarization. At the exit from
the semiconductor, the primary photons cannot
be distinguished from photons of the induced
radiation (Fig. 93a, b).

Population Inversion. A photon getting into
a semiconductor can either be absorbed and van-
ish, thus creating free electron aud a hole, or
cause arecombination accompanied by the gener-
ation of a new photon. The probabilities of these
two processes are equal. This does not mean,
however, that the two processes occur with equal
intensity. The ratio between the number of



234 Ch. 5. Semiconductor Devices

electron transitions from the valence band to
the conduction band (absorption of light) and
the number of reverse transitions (emission of
light) depends not only on the probability of
the individual transitions but also on the total
number of electrons which can take part in each
of these transitions. In other words, the number
of transitions accompanied by absorption of
light is proportional to the number of electrons
populating the upper energy levels near the top
of the valence band, while the number of tran-
sitions associated with the emission of light is
proportional to the number of electrons occupying
the lower energy levels near the bottom of the
conduction band. In the general case, when the
distribution of electrons among the energy states
is determined only by thermal excitation, the
population density of the upper levels of the
valence band is always much higher than the
population density of the lower levels of the
conduction band. Therefore, in normal condi-
tions a semiconductor absorbs light.

In order for a semiconductor to amplify, rath-
er than absorb light, it is necessary that the
electron population density of levels adjoining
the bottom of the conduction band be higher
than the population density of levels near the
top of the valence band. In this case, with equal
probabilities of the creation and recombination
of electron-hole pairs, the total number of re-
combinations will prevail. This distribution of
electrons among the energy levels is the inverse
to their distribution at thermal equilibrium. For
this reason, a semiconductor in this state is
said to be characterized by population inversion.
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A semiconductor in which most of the levels
near the bottom of the conduction band are occu-
pied by electrons is a degenerate n-type semicon-
ductor with the Fermi level in the conduction
band proper. On the other hand, a semiconduc-
tor with a low electron population density of
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Fig. 94

levels adjoining the top of the valence band (in
other words, with a high hole population density
of these levels )is a degenerate p-type semiconduc-
tor with the Fermi level lying in the valence
band. Thus, a transition of a semiconductor to
the active state characterized by the population
inversion is associated with the creation of the
simultaneous degeneracy in both electrons and
holes (Fig. 94). In this case, the difference be-
tween the Fermi levels p, for electrons and p,
for holes turns out to be larger than the forbidden
band width:

o — Wp > W

This relation is called the population inversion
condition for a semiconductor.

The semiconductor with the simultaneous de-
generacy in electrons and holes is ideal for am-
plification of light whose energy of quanta ranges
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between hvp, = W, and Avmay = tn — Up.
Indeed, light gquanta whose energy belongs to
this range will not be absorbed by such a semi-
conductor because on the one hand, there is
nothing to absorb them (the number of electrons
at the top of the valence band is small) and, on
the other hand, even the small number of elec-
trons which may appear in this region have no
vacancies to go to upon the absorption of a quan-
tum (practically all the levels at the bottom of
the conduction band are filled by electrons).
At the same time, this state creates favourable
conditions for recombination of electrons occu-
pying the filled levels of the conduction band
with holes in the empty levels of the valence
band. During this recombination, the quanta of
light with the energy in the indicated range are
emitted.

Creation of Population Inversion at the Junc-
tion Between Degenerate Semiconductors. There
are different ways of creating the population
inversion in a semiconductor: irradiation of a
semiconductor by light, bombardment by fast
electrons, or direct electric excitation. We shall
discuss the most interesting method, viz. the
creation of the population inversion at the p-n
junction between two semiconductors one of
which is degenerate in electrons and the other
in holes. Since the difference between the Fermi
levels of such semiconductors is greater than W,
(see Fig. 80), the potential barrier @, = p, — Wy
appearing during the formation of the p-n junc-
tion is found to be larger than the forbidden band
width W,. If we apply a forward voltage to the
junction comparable with the contact potential
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difference, the potential barrier will vanish, and
a region will appear near the interface where
the population inversion condition is observed
(Fig. 95):

eU = pp — pp > W,

A sharp lowering of the potential barrier leads
fo an intense injection of electrons from the rn-

Fig. 95

type region and holes from the p-type region to
the p-n junction. When the opposite fluxes of
these carriers meet at the p-n junction®, they
recombine and emit light. The higher the applied
potential difference, the larger the current flowing
through the junction and the more intense the
recombination. The minimal current at which
the intensity of the recombination radiation
becomes comparable with the intensity of light
absorbed by the p-r junction is called the thresh-
old current. At a current exceeding the thresh-

* This is also due to the thinness of the p-n junction
formed by two degenerate semiconductors,
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old value, the p-n junction becomes an active
medium which amplifies the light propagating
in the plane of the junction. The p-n junction in
this state can be used as a quantum-mechanical
amplifier of light, the energy of whose quanta is
close to the forbidden band width. The primary
radiation being amplified need not impinge on
the p-n junction from outside; it can be created
in the junction itself by spontaneous transitious.
In this case, the p-n junction operates as a quan-
tum-mechanical oscillator, or laser. Since the
operation of such a source of light is based on
the injection of carriers into the p-n junction,
this type of oscillator is called the semiconductor
injection laser.

In order to improve the oscillation conditions,
all laser systems have feedback mechanisms to
return some of emitted radiation back to the
active medium. Usually, semitransparent mir-
rors are used for this purpose. In semiconductor
lasers the parallel polished faces of the crystal
itself, which are perpendicular to the plane of
the p-n junction, act as mirrors. Some of the
light quanta reflected by the output face and
returned to the crystal cause induced recombina-
tion as they pass through the crystal, and this is
accompanied by the emission of additional light
quanta identical to the reflected ones. A further
reflection by the other face results in a still great-
er amplification of transmitted light, and so on.
With multiple reflections, a very large amplifi-
cation of the radiation propagating in the plane
of the p-rn junction and perpendicular to the
polished reflecting faces of the crystal can be
attained (Fig. 96).
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The most commonly used injection lasers are
those based on gallium arsenide (GaAs). The crys-
tal faces in these lasers have sizes of the order
of 0.2-1 mm, and the thickness of the p-n junc-
tion is about 0.1 pm. The thickness of the emitting
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Fig. 96

layer is somewhat larger than the junction thick-
ness and reaches 1-2 pm. The output power of
GaAs lasers is of the order of tens of watts. In-
jection lasers have high efficiency (defined as the
proportion of the electric energy converted into
light) and this quantity often exceeds 50-60%.
Their high efficiency, small sizes, simple design
and considerable output power make injection
lasers very promising devices. The most important
fields of application of injection lasers are com-
puters, radar sets with a high resolving powers,
optoelectronic systems, wireless transmission
lines, and television. Logic elements (gates)
based on injection lasers can be used to construct
a purely optical computer working at 10°
operations per second or higher.
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See. 31. Semiconductors at Present
and in Future

Semiconductors burst impetuously into 20th
century science and technology. Their extreme-
ly low energy consumption, the remarkable
compactness of devices due to very dense pack-
ing of elements in circuits, and high reliability
mean they are the most important materials
in electronics, radioengineering and science.
Space exploration would have been impossible
without semiconductor devices, since the require-
ments of small size, low weight and energy con-
sumption are especially stringent for the space-
craft equipment. By the way, in space the energy
is supplied from solar batteries that use semi-
conductor elements.

Microelectronics has opened new prospects for
the development of semiconductor technology.
It has become possible to replace semiconductor
devices assembled from scparate elements by
the integrated circuwits. Modern technology al-
lows designers to create 10° elements per cm?
of surface. By using the layered structures devel-
oped during last years (metal-nitride-dielectric-
semiconductor), 108 circuits that can store in-
formation can be placed per mm? of surface.
The information can be read out not only with
the help of electric signals but also by using
laser radiation obtained, for example, from semi-
conductor injection lasers.

However, the potential of semiconductors has
far from being exhausted and these await new
researchers.
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