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Have you ever sat down and thought about how often 
chance affects your life? If you have, then you probably 
realize that chance literally hits us from every side. 
We live in a world more vulnerable to the vicissitudes 
of chance than the wildest imagination could devi-
se. 
Chance abounds in an endless variety of forms. Some 
darken our existence, confound our plans and prevent 
us from realizing our most cherished ambitions. Others 
do not affect us, while others still illuminate our lives 
with all the colours of the rainbow and bring happiness 
and success (eureka!). 
But is it really worth talking about chance? What 
is there to say about it? Chance is chancy, and that's 
that. 
In fact there is a great deal we can say about chance 
and there is even more we can ask about it. 
For example: how does chaos arise? What is control? 
How should we act in circumstances involving chance? 
How can we come to terms with the difficulties that 
arise from chance obstacles in our lives? What is the 
Monte Carlo method? Why is learning necessary? What 
role does chance play in evolution and progress? How 
is it that our chancy, chancy, chancy world gets along 
quite well? Is it possible to make it better still? 
Answers to these and many other questions will be found 
in this book. 
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WHAT IS CHANCE ? 

(IN LIEU OF A PREFACE) 

Before setting off on our journey into the world of 
chance I thought it might be well to find out how chan-
ce is defined by various authorities. Turning first to 
my usually excellent philosophical dictionary, I was 
immediately disconcerted by the following brief, but 
bold, entry: 'CHANCE. See: Necessity... . ' (For those 
who doubt my veracity—and are able to read Rus-
sian—the offending edition is: Philosophical Diction-
ary, Moscow, 1968, page 323.) Thrusting my doubts 
aside for the moment, I pressed on. But imagine my 
dismay when the article referred to proceeded to iden-
tify chance with inessentiality: 'Chance does not arise 
from the essence of a phenomenon... . ' 

After such an unambiguous statement in a philoso-
phical dictionary, it seemed out of the question to 
write a book about chance. After all, a popular science 
book should deal only with essential things (and not 
haphazard ones). Quite frankly, with thoughts like 
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that I was ready to throw my hand in. Was it really 
worth writing a book about chance? 

However, gritting my teeth, I tried another of my 
'authorities ' , this time Clement Timiryazev. His ab-
solutely definite, and alas! widely held, view of chance 
likewise brought little joy. His. text reads: ' . . . what 
is chance? An empty word used to conceal ignorance, 
the dodge of a lazy mind. Does anyone really suppose 
that chance exists in nature? Is it even possible? Is 
it possible for any action to take place without a cau-
se?' (A Concise Exposition of Darwinian Theory). True, 
Timiryazev can be excused on the ground that he lived 
at a time when some modern sciences were still in their 
infancy and most of them had not even been thought of. 

After this cavalier treatment of chance it was impos-
sible not to write a book on the subject, if only to 
rehabilitate it. Otherwise, as things stood, the theory 
of probability was to be numbered among the pseu-
do-sciences, and mathematical statistics to be regarded 
as 'the dodge of a lazy mind' . 

In both the extracts quoted above, chance seems to 
be regarded as something improper and shameful, so-
mething not talked about in polite society. Behind 
them both there is obviously some such educative 
thought as this: 'Leave nasty Chance alone, children, 
ugh! don' t touch it: you'll only get your hands dirty! 
Here, come and play with this—good old Certainty. 
See how nice and clean and straightforward it is. 
There now, tha t ' s the way. ' And with this sort of 
upbringing the child soon comes to believe that there 
is something 'not quite r ight ' about chance; whereas 
certainty—ah, yes! tha t ' s what we are after. If you 
got to where you were going, that was strictly in ac-
cordance with certainty; but if you slipped on the 
way and broke your nose, then chance was entirely 
responsible. 
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This view of chance reminds one of a weighted coin: 
only one side of the coin is ever seen, and it happens 
lo be the unpleasant, irksome one. Unfortunately, the 
thorny path of human progress is strewn with the coin 
of chance mostly showing just this side (later we shall 
see why). We have inherited a pessimistic view of 
chance because of the multitude of broken noses with 
which the whole history of suffering humanity is for-
ever scarred. 

What part does chance play in our lives? If you 
have thought about this at all, you are sure to have 
noticed how much our lives depend on chance. Chance 
occurrences hit us from every side. 

In science and technology chance has generally been 
regarded as an enemy—an irritating obstacle to accur-
ate investigation. Chance obscures our view of the im-
mediate future and makes prognostications for the 
more distant recesses of time quite impossible. (Let 
us but remember the sad reputation of our weather 
prophets.) Chance interference not only impedes, but 
often completely severs, connections between widely 
separated points. Even in everyday life chance gives 
rise to a great deal of unpleasantness. 

The age is long since past when man first took up 
arms against chance. Man's war with chance has always 
been fought on two fronts. The first is characterized 
by attempts to discover the causes of chance occurren-
ces with a view to eliminating chance itself entirely. 
For example, until recently, it was thought that the 
sex of a baby was a matter of pure chance. But genetic-
ists have now unravelled the principles of sex-deter-
mination. What the geneticists have done, in effect, 
is to extract from nature one of her secrets, thereby 
annihilating an element of chance, which then stands 
revealed as having been nothing more than a cloak 
for our ignorance. 
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Similar situations crop up in life and in science with 
great frequency. It was just this state of affairs that 
impelled Timiryazev to make his angry pronounce-
ments. True, he identified chance with cause lessness— 
and these are by no means the same thing. 

In point of fact, every event has a completely de-
finite cause; that is, every event can be regarded as 
the effect of its cause. Every chance event has such 
a cause. That cause in its turn is the effect of some 
other cause, and so on. There is no particular difficulty 
involved when the chain of causes and effects is simple 
and obvious and can be examined with ease. In such 
a case the end result cannot be regarded as a chance 
event. For example, if we are asked whether a tossed coin 
will land on the floor or the ceiling, we can give a per-
fectly definite answer since it is perfectly obvious 
what will happen and chance has nothing to do with 
it. But if the cause-effect chain is complex and parts 
of it are hidden from view, the event becomes un-
predictable and is said to be a chance event. 

Suppose, for example, we want to know whether our 
tossed coin will turn up heads or tails. Here it is still 
possible to write an accurate description of the chain 
of causes and effects. However, we should then have 
to investigate such factors as: the pulse-rate of the 
person tossing the coin, his emotional state, and so 
on. Practically speaking, it is impossible to carry out 
such an investigation because we do not know, for 
example, how to measure the emotional condition 
of a person tossing a coin. So although the cause is 
nonetheless there, we are still unable to predict the 
result. Here the complexity of the cause-effect chain 
makes the event unpredictable —in other words, a 
chance event. 

But what e x a c t l y is an unpredictable event? Can we 
real ly say n o t h i n g about it? Are we obl iged to throw 
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our hand in every time we meet up with chan-
ce? 

No, of course not. A long time ago people began to 
notice that chance is endowed with certain properties, 
and that a great deal could, in fact, be said about any 
'unpredictable' occurrence. For instance, in the light 
of our experience of tossing coins we are now able to 
state that roughly half the results will be heads and 
half tails. It follows that chance can and should be 
investigated. And indeed, as far back as the seven-
teenth century the beginnings of the theory of proba-
bility—the mathematical study of chance events—are 
already discernible. 

This last constitutes the second front of man's strug-
gle with chance. Here, the aim is to study the laws 
governing chance events. The investigation of these 
Jaws does not make the individual chance event any 
the less chancy: what it does do is to provide us with 
a clear picture of the inn«r structure of chance. Know-
ledge of this structure enables us to conduct an effec-
tive battle against the unpredictability of chance events. 

Investigations like this are directed toward reducing 
the role of chance in science and technology and in the 
ordinary life of the community. A great number of 
methods have been devised that permit of either the 
fotal exclusion of chance or at least a lessening of its 
destructive consequences. One of the most interesting 
and most important problems of this kind concerns 
the separation of a useful signal from a mixture con-
taining chance interference ('noise') along with the 
necessary signal. (In everyday life we do a fair job 
of solving a mass of similar problems at almost every 
step, even though we do not pause to consider how we 
do it.) In this book we shall have a look at the most 
interesting and useful methods available for diminish-
ing the role played by chance. 
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So far, we have spoken only of the tiresome side of 
chance, the side that clutters our lives with uncertain-
ty, despondency and alarm. But it has long been ob-
served that there is more than this to chance and that 
chance has a happy, useful and desirable side to its 
character. 

Whereas once upon a time people were content to 
record beneficial chance occurrences and to marvel 
at their good fortune, nowadays more and more at-
tempts are being made to put chance to work and to 
make it serve mankind. Apparently, the first people 
to understand and to employ the usefulness of chance 
were those engaged in the selective breeding of new 
plants and new varieties of livestock, poultry, and 
fish. 

More recently, engineers have begun taking an in-
terest in chance and have succeeded in producing a 
series of wonderful machines possessing extraordinary 
capabilities because they have an element of chance 
incorporated in their design. 

Economists and military men have also learned to 
understand and appreciate the importance and use-
fulness of chance in solving problems that require 
the selection of the best course of action in situations 
involving conflict. They have discovered that the best 
course of action is generally one that relies on chance. 

In this book we shall examine the most important 
of chance's useful applications. 

Chance is not a passive thing: it plays an active part 
in our lives. On the one hand it confounds our plans, 
while on the other it presents us with new opportu-
nities. I t is hard to overestimate the influence of chance 
on nature and on our lives. We need only remember 
that life itself originated in a series of chance events. 
In nature chance follows its own laws and is inescap-
able. I t can be blind: it can also be remarkably pers-
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picacious. Chance destroys just as inevitably as it 
creates; it arouses regret just as often as delight; it 
hinders and at the same time helps. 

The two-edged sword of chance is thus an unusually 
misleading, not to say dangerous, partner in man's 
struggle against the blind and menacing forces of 
nature. 

This book is dedicated to chance in both its aspects: 
chance the obstructor—and chance the helper; chance 
the destroyer—and chance the creator; chance the 
enemy—and chance the friend. 

CNAHCE IS... 

In my preface I asked 'What is chance?' without 
giving a direct answer. There were two reasons for 
this. 

The first has to do with the style of popular science 
books—a style this writer has no intention of aban-
doning. The idea of this style is that the writer begins 
by asking some apparently elementary question and 
allows a certain amount of fog to gather around it. 
Then he proceeds to show that things are not quite 
so simple as they seemed and that they are, in fact, 
just the opposite: the problem turns out to be ex-
tremely complicated and in no sense elementary. After 
this the writer is supposed to proceed with measured 
step and a large number of fascinating, and at the 
same time comprehensible, examples to shock the sur-
prised reader into an awareness of his or her ignorance 
of the subject. And then he is ready to set forth the 
current state of knowledge in the given field. 

The second reason is much more important. The 
plain fact is that scientists and scholars have not been 
able to reach any agreement as to how chance should 
be defined. Consequently, any writer who takes it 
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upon himself to answer this question runs the risk 
of inviting a host of unflattering remarks from his 
colleagues. In this case the writer finds himself in a 
most uncomfortable situation because he has to state 
his opinion. So, summoning up all our reserves of 
courage, let us try to answer the question 'What is 
chance?' 

Well then, chance is first and foremost ... the un-
predictability that is due to our ignorance: to our being 
badly informed, to the absence of necessary data, and 
to our lack of essential knowledge. 

Thus defined, chance is essentially a measure of 
ignorance: the less the information we possess about 
an object the more chancy is its behaviour. Conver-
sely, the more we know about an object the less is its 
behaviour a matter of chance, and the more definite 
we can be in predicting its future behaviour. 

From this point of view Timiryazev was perfectly 
correct. Reference to the chance nature of this or that 
fact or process—given this definition of chance—is 
an affirmation of ignorance and of the investigator's 
incompetence in whatever the particular question hap-
pens to be. 

Let us construct a model for this conception of chan-
ce. We shall represent the cause-effect relationship 
of an event graphically by means of a circle and two 
arrows (Fig. 1). The cause of the event is represented 
by the white arrow entering the circle from the left, 

CAUSE EFFECT 

Figure 1 
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and its effect by the black arrow leaving the circle 
on the right. 

We shall have occasion to use transformations of 
this type at every stage of our discussion. When we 
ring somebody's front doorbell, we press the button 
beside the door and thus initiate a cause that produces 
an effect: the ringing of the bell inside the apartment 
(Fig. 2). 

f^Wl 
Figure 2 

If we want to light a burner on our gas stove, we 
have to initiate two causes. We have to turn on the 
tap controlling the flow of gas; and we have to hold 
a lighted match near the burner. These two causes 
will produce the effect, namely: the lighting of the 
burner (Fig. 3). 

Figure 3 

This method of depicting cause-effect relationships 
is extremely convenient and is widely used in cyber-
netics (Fig. 4). Here a signal A causes a signal B to 
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appear. The relation, between the signals A and B 
takes the form of a transformation that produces sig-
nal B at its output as soon as signal A is fed into its 
input. In symbols: 

A->B 

Let us return to the example of the doorbell. Can 
we be quite sure that whenever we press the button, 
the bell will always ring? Of course not. Before we 
can say that our summons will be heard we have to 
know whether the power in the circuit containing 
the bell is switched on. In other words, two condi-
tions are necessary if the bell is to ring: the circuit 
must be supplied with electricity, and the button 
must be pressed. Only if these conditions are fulfilled 
will the ringing of the bell be a complete certainty. 

But as we approach the front door we do not know 
whether the power in the bell circuit is on. This makes 
the ringing of the bell a chance event, so far as we are 
concerned, because we lack certain information. If 
we telephoned our host beforehand to ask whether the 
doorbell was working—in.other words, if we obtained 
the necessary information—then to us the events press 
the button and the bell rings would be connected in a 
rigorously determinate way, and chance would not 
come into the picture at all. 

And so we see that in this example an element of 
chance is usually present for the simple reason that of 
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the two conditions necessary for the bell to ring, Ax 
and A2 (pressing the button and supplying power to 
the circuit), only one is usually observable, namely: 
pressing the button. The bell 's chancy behaviour is 
due to the uncertainty regarding the second condition 
(Fig. 5). (Here we have tacitly assumed that the bell 

s v ^kV k. 

£ 
RING 

."'NO i 
POWER ON A, ) 

Figure 5 

itself is in working order. If we cannot assume this, 
we have yet another source of chanciness.) 

The same sort of situation arises when we go to 
light the gas stove (Fig. 6). In addition to the two cau-

Figure 6 

ses we have already treated, A1 and A2 (turning on 
the tap and lighting the match), it is essential that 
we know the state of a third cause A3—the presence 
°f gas pressure in the mains or in our gas cylinder as 
the case may be. If we took the precaution of tele-
phoning the gas authority and making certain the 
supply was in order—or if we measured the pressure 
m our cylinder—then the lighting of the burner would 
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not be a chance event. However, if we neglect to as-
certain this information, we must reconcile ourselves 
to the fact that the burner will not light up on every 
occasion: the event becomes a chance event because 
it is no longer one hundred percent predictable. 

Thus chance is essentially a function of our level 
of ignorance. The more ignorant a person is, the more 
his particular world is subject to chance. The opposite 
is also true: the world as seen through the eyes of a 
scientist does not seem so depressingly vulnerable to 
the whims of chance. 

We see, then, that chance is a subjective matter that 
depends on the amount of information possessed by the 
subject. If one is prepared to concede the existence 
of a truly omniscient god, then obviously such a being 
would not find the slightest trace of chance in our 
world. Unfortunately for the angels, however, the 
biblical legend endowed the god alone with omni-
science: even the most senior among them—for all their 
unearthly holiness—were not favoured with such great 
powers for acquiring the necessary information. As 
for sinful man—how could he possibly be expected 
to compete with the ultra-telepathic abilities of the 
Almighty? Through the five slender channels linking 
him to the outside world (sight, hearing, smell, touch, 
and taste) man receives but scanty information about 
his surroundings. His title of Lord of Nature derives 
only from the resourcefulness of his brain; and it is 
this resourcefulness that allows him to explain the 
mechanism of chance roughly as follows. 

Every event (B) is the consequence of a set of causes 
that may be either small or large in number. In Fi-
gure 7 the dots below the cause arrows, Alt A2, Aa ..., 
indicate that the number of causes may be extended 
without limit as far as we please: Ait A5, Ae ... and 
so on. To predict an event man must know exactly 
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all the causes responsible for the occurrence of this 
event. 

Where the causes are few in number and can all be 
readily observed, the event is not considered to be 
a chance event (it is often called a regular or deter-

Figure 7 

minate event). For example, if we throw a stone into 
the air we can safely predict with complete accuracy 
that it will fall on the earth and not on the moon. 
Here, knowledge of the law of gravity provides all the 
information we need about the event to enable us to 
determine where the stone will come to rest. 

However, if the number of causes is so large that they 
cannot all be grasped simultaneously (for instance, 
if event B requires, say, a million causes), the event 
can no longer be accurately predicted; and, being 
unpredictable, it is a chance event. Here, chance ari-
ses from insufficient knowledge, from incompetence, 
and from paucity of information. 

Does this mean that one fine day, when we have all 
become terribly clever, chance will suddenly disap-
pear from the face of the earth? 

No, it certainly does not. At least three factors will 
prevent such a thing from ever happening—three 
staunch and steadfast defenders of chance. 

First, there is the infinite complexity of the world. 
We shall never succeed in exhausting the endless 
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variety of our world: we shall never find out all that 
there is to know about it. Any pretension to divine 
omniscience of this kind is more stupendous than mere 
belief in a god: it constitutes an aspiration to being 
a god oneself, omnipresent and omnipotent. 

To put it more simply: there is a sort of natural 
ban on completely exhausting the world of its myste-
ries. However much we investigate it, there will 
always be something left behind 'in the bottom of 
the barrel ' ; for the world is truly inexhaustible. No-
where is this limitation better expressed than in the 
aphorism of Kozma Frutkov: ' I t is impossible to 
fathom the unfathomable. ' 

Obviously, we shall never be able to predict which 
way (heads or tails) a tossed coin will fall, because 
the fate of the coin is determined by four factors at 
least. They are: the person tossing the coin, the me-
dium in which the coin falls, the surface on which it 
lands, and the properties of the coin itself. Each of 
these factors is vital to the outcome, and each in its 
turn is the result of a huge number of causes. In fact 
the number of all these causes is practically infinite, 
so it is unlikely that they could all be taken into ac-
count simultaneously even for a single toss of the coin. 

Another sure defender of chance and of the unpre-
dictability of our world is to be found in our limited 
accuracy of measurement. 

It is well known that the accuracy with which an 
event can be predicted often depends on the accuracy 
with which its causes can be measured. But the accu-
racy of any measurement is limited. As science and 
technology develop, so our accuracy improves; but 
it always remains—and will always remain — finite. 
In other words, there is no such thing as absolute ac-
curacy and there never will be—not even if we base 
our measurements on the atomic structure of matter. 
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This s tate of affairs l i m i t s the poss ib i l i t i e s of predic-
tion and, as a consequence , ensures the surv iva l of 
chance. 

For example, if we wanted to determine the point 
of impact of a ballistic missile we would need to know 
with great accuracy all of the factors influencing the 
missile's trajectory. Here, we would be primarily 
concerned with the condition of various layers of the 
atmosphere through which the missile would pass. 
However, it would be tremendously difficult—and 
practically impossible—to measure accurately mo-
vements of air masses in the atmosphere all the way 
to the target area. We would therefore have to restrict 
ourselves to using approximated estimates of the re-
quired factors. And this in turn would guarantee that 
it would be a matter of chance whether the missile 
hit the target, because we could not predict accurately 
lhat it would. 

And so, the impossibility of being certain about 
hitting the target would be due to our lack of accurate 
information, resulting principally from the appro-
ximateness of our measurements. 

Finally, chance arise not only as the result of our 
ignorance, of the endless complexity of our world, 
and of our limited measuring accuracy: it is also in-
herent in the famous principle of indeterminacy or 
uncertainty* first formulated by the German physicist 
Werner Ileisenberg. 

Essentially, the uncertainty principle means that 
every event the outcome of which is determined by 
the interaction of individual atoms is of its nature 
a chance event. The more detailed working of this 
principle may be presented as follows. 

* The Heisenberg uncertainty principle was established in 
1927 and earned Heisenberg a Nobel prize in 1932.—Tr. 
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It is common knowledge that to determine any future 
state of a given particle in space, we need accurate 
values for its initial position and velocity, and no 
more. The uncertainty principle specifies a kind of 
limitation to accuracy whenever the object under in-
vestigation is a subatomic particle. Briefly, the accu-
racy with which we can determine one of the para-
meters of a subatomic particle—its position, for exam-
ple—is related to the accuracy with which we deter-
mine the other parameter—velocity, say, or rather 
momentum. The more accurately we measure one 
parameter the less accurately are we able to measure 
the other. It is impossible to measure both parameters 
with the necessary high degree of accuracy. This is 
a crucial feature of the micro-world; and no advance 
in the technology of measurement will ever enable 
us to improve our accuracy beyond this limit, just 
as no advance in science will ever enable us to inter-
fere actively with the past. (We should note that while 
it is possible to interpret the past—and this we often 
do—we can never change it.) 

The following simple experiment is a good illustra-
tion of the uncertainty principle. Suppose we have 
an ordinary television picture tube. Inside the tube 
there is a source of electrons called the electron gun. 
This is simply an ordinary incandescent filament, 
such as we have in an electric light bulb, burning at 
red heat. The heated filament is 'a source of electrons. 
The electrons are accelerated by means of an electric 
field and then passed through two orifices placed one 
behind the other in the barrel of the gun. These two 
orifices concentrate the electrons into a narrow beam 
that issues from the electron gun much as a stream 
of bullets from a machine-gun. This narrow beam is 
directed towards a screen containing a layer of a special 
material that is sensitive to the impact of electrons. 
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When a single electron strikes the screen, it is scat-
tered (loses energy), the lost energy reappearing as 
a tiny flash of light visible to the eye. Consequently 
the continuous stream of electrons in the electron beam 
produces a glowing spot of light on the screen. By con-
trolling the motion of the beam by means of electric 
or magnetic fields, we can move this bright spot all 
over the screen, which is the basis of television. 

However, that is not the main point at present. 
Suppose, now, we want to make the spot on the screen 
as small as possible. To do this we have to reduce 
the diameter of the beam of electrons issuing from 
the electron gun. How can we achieve this? It would 
seem that nothing could be simpler: all we have to do 
is make the muzzle of the electron gun smaller. Let 
us imagine that we have succeeded in making an elec-
tron gun with a variable orifice giving us a range of 
apertures from fairly large down to a minimum equal 
to the diameter of an electron (we would not need 
to go any smaller than this: if we did, the electrons 
would simply jam in the barrel). You can picture 
the mechanism for this as being like the diaphragm 
of a camera. By fitting some sort of diaphragm like 
this to our electron gun we can vary the diameter of 
the electron beam. 

Now we are ready to begin our experiment. As we 
reduce the aperture we find at first that the spot 
on the screen actually does get smaller. But after 
a while the spot stops decreasing in size and faint 
rings of light form around it. As we close down our 
diaphragm still further, these rings spread out across 
the screen. And with the muzzle of the gun at its smal-
lest (equal to one electron diameter) the spot disap-
pears altogether and we see a series of tiny flashes 
appearing one after another, now here, now there, 
evenly distributed over the entire surface of the screen. 
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How can wo explain the electrons' strange beha-
viour? One would think at first that when the aper-
ture was at its narrowest the beam would reduce to 
a single stream of electrons all hit t ing the screen at 
exactly the same point; and that the diameter of the 
bright spot would therefore be equal to that of one 
electron. But in our experiment we observed nothing 
of the kind. Where did wo go wrong? 

The fact of the matter is that the hoped-for result 
contradicts the uncertainty principle that we have 
been talking about. What happens is this: as we re-
duce the aperture of the electron gun the error in de-
termining the position of the moving electrons be-
comes less and less. This error is equal to the differ-
ence between the diameter of the orifice and the dia-
meter of an electron. As the orifice becomes smaller, 
the error tends to zero; so that when the orifice has 
the same diameter as an electron the position of the 
electrons is precisely determined. At the moment of 
passing through the orifice the electron is located within 
the orifice and its coordinates coincide exactly with 
those of the orifice. In accordance with the uncertainty 
principle, such high accuracy in fixing the position 
of the electron severely prejudices the possibility of 
determining anything about the electron's subse-
quent behaviour, that is, anything about its subse-
quent motion (velocity). This is what we observed in 
our experiment when we found that we could detect 
an electron with equal probability at any point on 
the screen. 

It follows that when we fix the position of an elec-
tron we are, and always will be, utterly unable to 
determine the direction of its subsequent motion — 
that is, its velocity—with any accuracy greater than 
that permitted by Heisenberg's uncertainty principle. 
Here, chance has a fundamental quality that is not 
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in any way altered by improvements in the accuracy 
of measurement. 

riuch is our world, such are its objective laws. The 
hope that at some future time we shall succeed in 
ridding ourselves of chance is as futile as the dream 
of journeying back into the past. (It is true that science-
ilclion writers have long worked this doubtful vein: 
however, their efforts have been more in line with 
their enterprising ability to turn molehills into moun-
tains and collect on the mining rights, than with at-
tempts at scholarly prevision.) 

The micro-basis of our world behaves in random 
fashion: the uncertainty principle' lies at its heart. 

From this we can draw an exceedingly important and 
instructive conclusion concerning the uniqueness of 
every concrete experiment and the strictly unrepro-
ducible nature of all experimental results—a conclu-
sion that runs counter to the whole fabric of classical 
science. 

The old, orderly science of the last century main-
tained that it was absolutely necessary for one and 
the same set of conditions to produce identical results 
every time. Yet this is exactly what does not happen. 
Even if we could reproduce a second time all the con-
ditions of a given experiment with complete accuracy, 
we should still obtain a different result. What does 
this portend? The ruin of science?—No, of course not: 
it means that knowledge has taken a great new step 
t'irward. The fact that our world is ruled by proba-
bility imposes a ban on accurate prediction as a mat-
ter of principle. Every extrapolation into the future 
w ill always be essentially a statement of a probability 
rather than of a certainty. 'Nevertheless', as the well-
known American physicist Richard Feynman wittily 
Puts it, 'in spite of this, science lives on' . 

How can we go on living in a world in which nothing 

29 



can be accurately predicted? It turns out that this 
is not such a terrifying prospect after all. 

In the first place, the limit of accuracy set by the 
uncertainty principle is very small—of the order of 
the dimensions of an atomic nucleus; and this princip-
le makes its presence felt only in measurements at 
the atomic level. Secondly, unpredictability does not 
make our world any the less comfortable. 

It is true that unpredictability can be regarded as 
an impediment to precise measurement. However, 
modern science has developed powerful methods for 
dealing with errors in measurement (of these we shall 
speak later) and enables us to eliminate—more pre-
cisely, to render painless—the difficulties associated 
with unpredictability. 

But let us go back to the macro-world. 
We have already seen that in the micro-world we 

can never predict accurately the future position of 
a micro-particle. Now every macro-interaction—that 
is, every interaction involving sizeable bodies—is 
made up of a large number of micro-interactions the 
results of which, in accordance with the uncertainty 
principle, cannot be accurately predicted. Consequent-
ly, we cannot predict the future behaviour of large 
bodies accurately either, but only approximately and 
with only a finite degree of reliability. 

Let us illustrate this with a simple example. Sup-
pose we have an ordinary roulette wheel consisting 
of a shallow circular dish with hundreds of holes in 
the central part of its surface. A small, light ball is 
released into this dish with a definite velocity, and 
as it bounces around the rim of the dish it gradually 
loses speed until it falls into one of the holes. Now 
suppose that we have made the ball and the roulette 
wheel perfectly smooth right down to the atomic level 
(imagine for the moment that this is possible) and 
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that the ball is released by some hypothetical perfect-
ly accurate mechanism so that it always starts from 
exactly the same position, travelling in exactly the 
same direction with exactly the same speed. Does 
this mean that it will always finish up in the same 
hole? 

No, it most certainly does not. In accordance with 
the uncertainty principle, the direction taken by the 
ball after each collision with the edge of the wheel 
will be predictable only in terms of probability. The 
exact trajectory followed in each case will be impos-
sible to predict because it will be determined at the 
atomic level, that is, by the interaction of the atoms 
of the ball and the wheel at the point of contact. And 
since the conditions of our experiment specify that the 
initial velocity of the ball is known to a high degree of 
accuracy, its final position will be somewhat uncer-
tain. 

Obviously, with each bounce of the ball the uncer-
tainty of its position increases in cumulative fashion 
and reaches a maximum when the ball comes to rest. 
It is this that makes the roulette wheel an essentially 
random machine. The results it produces are only 
approximately predictable—and no new methods per-
mitting of even the most accurate measurements will 
ever enable us to predict the final resting place of 
the ball with any more accuracy than the principle 
of uncertainty will allow. 

Not so long ago the sensational news spread round 
the world that a 'group of young mathematicians had 
apparently succeeded in computing a system for rou-
lette by means of a modern high-speed computer, and 
beaten the bank. The 'inexpertise' of such news is 
obvious. It comes from a desire (no more) to peer into 
the future, not approximately as in scientific forecast, 
but absolutely, which contradicts the uncertainty prin-
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ciple. It is difficult to say whether the sensation was 
an invention or an advertisement for a computer-
firm. 

Let us note once again that we have been talking 
so far about an ideal roulette wheel, which, despite 
its perfect construction, turns out to be a random 
machine. A real roulette wheel behaves with a signi-
ficantly greater degree of unpredictability owing to 
the natural roughness and unevenness of both the 
wheel's surface and the real ball 's . This means that 
the uncertainty of a real roulette wheel is made up 
of the uncertainty demanded by the Heisenberg prin-
ciple plus the uncertainty arising from the roughness 
of the contacting surfaces: and the latter uncertainty 
outweighs the former to a significant degree. In other 
words, a real roulette wheel is a random machine in 
which the basic source of chance is found, not at the 
atomic level, but in the imperfections of the surfaces 
that come in contact—in the 'poor workmanship' of 
these surfaces if you like. Nonetheless, the behaviour 
of an ideal roulette wheel would also be unpredict-
able. 

It is worth noting that the proprietor of a roulette 
wheel is always interested in achieving maximum un-
predictability. Naturally, if the wheel began to exhi-
bit a preference for certain holes so that the ball fell 
into them more often than into others, the players 
would notice what was happening and start placing 
their bets only on the preferred holes—and the rou-
lette proprietor would be quickly ruined. So to avoid 
such a misfortune the proprietor tries to keep his 
roulette wheel operating at maximum randomness with 
maximum unpredictability of the result. 

For the reasons we have outlined above, our world 
is a world of chance —a world of probabilities. Its ran-
dom nature is due as much to the properties of the 
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world itself as to the limited abilities of human beings, 
for whom the exact location of the element of chance 
is often not very important—whether it be in the es-
sence of a phenomenon or the result of an interaction 
of man with the world around him. 

To sum up, we can borrow an idea from the mytho-
logy of our forefathers and say that chance in this 
world rests securely on these three 'whales': 

(1) the principle of uncertainty or indeterminacy; 
(2) the inexhaustibility of the universe; 
(3) the limitedness of human ability (at the parti-

cular moment in time, of course). 
The interaction of these three factors compounds 

the uncertainty of our thrice chancy world. 
How should we act in such circumstances? 
To begin with, we must rid ourselves of the delu-

sion that we can ever escape from chance completely— 
this would only be possible if we could invent another 
world quite different from the one we live in. 

Such was the world conceived by the French scient-
ist Laplace, who said that all phenomena were pre-
cisely determined by the world's immediately preced-
ing state. Here is how he formulated this notion: 

'We must regard the present condition of the uni-
verse as the result of its former condition. 

'A mind that knew for a given instant of time all 
the forces existing in nature and the relative positions 
of all her component parts and, in addition, was so 
vast as to be able to analyse all these data would 
embrace in a single formula the motions of the great-
est bodies in the universe and the motions of its light-
est atoms. There would be nothing such a mind would 
not know: the future would' arise before its gaze just 
as clearly as the past . ' 

Obviously, the world of Laplace would be nothing 
Imt an endless motion picture unfolding endlessly 
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before our eyes. We ourselves would be part of this 
film and act strictly in accordance with a script writ-
ten by God knows whom. 

The unreality of such a world is plain for all to see. 
I t is just not our world. Apart from being simply 
insulting (indeed it is most degrading to be a puppet 
in someone else's hands), Laplace's universe arouses 
more serious objections. Laplace's world is predes-
tined, and therefore fantastic. Everything would be 
just as it is in the script—and this would have fixed 
everything beforehand. Try as you might, you would 
not be able to change it a jot. And your struggles to 
change things would also have been written into the 
script long before. 

Such is the world according to Laplace. 
And what , about our thrice chancy universe? How 

should we proceed in one or another chance situation 
when the situation itself will be impossible to pre-
dict? In fact, can we act rationally at all in circum-
stances involving chance? How can we utilize chance 
to our own ends? 

We shall try to answer all these questions in the 
succeeding chapters of this book, dealing first with 
the bad and then with the good consequences of chan-
ce. The first part examines the means at our disposal 
for doing battle with chance; the second discusses 
ways of using chance for the benefit of mankind. 



PART I 

Chance 
The Obstacle 

Chance plays such a large part in 
the affairs of the world that I usually 
try to allow it as little room for 
manoeuvre as possible: because I 
am quite certain that it will be able 
to look after itself without any 
assistance from me. 

Alexandre Dumas 

1. CHANGE AT THE CRADLE 

OF CYBERNETICS 

In 1940 fascist Germany, having unleashed the Se-
cond World War, had air superiority. The German 
planes were capable of high speeds and could easily 
escape the fire of the British anti-aircraft batteries 
because military aircraft were then already flying at 
speeds comparable to that of an anti-aircraft shell. 
So it became necessary to aim, not directly at the 
target, but at a point some distance ahead where plane 
and shell could be calculated to meet. So long as the 
speed of aircraft remained low the gunner could deter-
mine this point intuitively. Hunters are well aware 
of the principle involved: for moving game you have 
to aim ahead of the animal, anticipating its motion 
by up to a whole body-length depending on how fast 
it is moving and how far it is away from you. Anti-
aircraft gunners of the time adopted the same proce-
dure. 
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With the appearance of high-speed fighters and dive-
bombers it became necessary to anticipate the target 
by some twenty to thirty lengths—and such a task 
was beyond the intuitive powers of the gunner. On 
top of this, when a plane came within a zone of anti-
aircraft fire it would begin carrying out evasive tact-
ics that reduced the effectiveness of the gunner's anti-
cipation to zero. These tactics were essentially as 
follows: when the pilot came into a zone of fire he 
would deliberately change to a curved flight-path that 
enabled him to avoid an unpleasant encounter with 
any shell that had already been fired. 

As a result the Germans were able to bomb the towns 
and cities of Great Britain, inflicting heavy damage 
and getting off practically scot-free. The British High 
Command was forced to appeal to leading scientists 
of the Allied Powers to solve the problem of predicting 
the position of a plane engaged in evasive anti-flak 
tactics. The complexity of the problem was due chie-
fly to the fact that the plane was under the control 
of a human being whose actions had to be guessed in 
advance. Naturally the pilot flew his plane in such 
a way that the gunner could not guess its future posi-
tion; in other words, he tried to achieve maximum 
unpredictability of his plane's behaviour. The gunner, 
on the other hand, tried to work out the pilot's inten-
tions: from the gunner's point of view the plane's 
evolutions were haphazard because he did not know 
which way the pilot would move the control wheel 
next. Did this mean that the plane was to remain for-
ever invulnearable and that anti-aircraft artillerv wo-
uld have to de dispensed with? 

No, it did not. 
The point is that a pilot's intentions do not coincide 

with their fulfilment. Having decided to turn his 
plane in a certain direction, he moves the controls 



accordingly and the plane changes course: but not im-
mediately—only after a finite interval of time. Con-
sequently, the pilot does not have unlimited freedom 
of manoeuvre. In addition, the behaviour of the air-
craft always lags behind the pilot 's wishes, that is, 
its motion at any instant corresponds to the positions 
of the controls a few moments earlier. This enables 
the anti-aircraft gunner following the plane's flight-
path to estimate its behaviour in the immediate fu-
ture. But how exactly does he do this? 

The problem boils down to the prediction of random 
behaviour. We can soon convince ourselves that this 
is possible by means of the following simple experi-
ment. The curve depicted in Figure 8 represents the 

Figure 8 

motion of some object—either a mechanical device 
or a living creature. The idea is to cover the right-
hand side of the diagram with a sheet of paper so that 
it cannot be seen and to ask your friends to continue 
the curve on past the dotted line simply by looking 
at the left-hand part. The right-hand branch of the 
curve will be unknown to them and will therefore 
correspond to a chance event. However, in spite of 
this, most will guess the path of the curve fairly ac-
curately. 

Why is this so? 
The truth is that the observable left-hand branch 

the curve contains information about the right-
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hand branch; so your observer has no difficulty id 
predicting its behaviour. But if you asked him to ejfl 
plain why he continued the curve the way he did anq 
not some other way, you should not expect a reasoned 
answer. At best he will say something like: 'Welij 
that just seemed to me the best way to do i t . ' 

So a human being can solve this problem. How—j 
we do not know: the fact is that he can. Well, whaj 
if we tried to build a machine that could do all this 
just as well as a man, but faster? And if we coul<j 
get this machine to control the fire of our anti-airj 
craft gun we would have a splendid system for effectiv| 
ely knocking out any plane no matter how adroit it) 
evasive tactics were. < 

But before wo can make such a machine we hav< 
to know how to solve the problem mathematically; 
This most difficult problem is called the problem oj 
extrapolating (prolonging, continuing) random trai 
jectories. 

It was just this problem that attracted the atten-
tion of the American mathematician Norbert Wiener 
the founder of cybernetics. His brilliant solution rei 
suited in the timely provision of all Allied anti-air-
craft batteries with new devices that automatical: 
ly selected the point the guns had to aim at the in-
stant of firing. 

Thus did the infant science of cybernetics take iti 
first step. Here, cybernetics entered the field againsl 
chance and vanquished it—and demonstrated thai 
not all chance events are so impenetrably unforesee-
able, and that many of them can be successfully pre-
dicted and so deprived of their mysterious veil o! 
unpredictability; and that to do this we only have t( 
look carefully into the particular process and attempl 
to extrapolate it. 

It is a most interesting fact in this connection thai 
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the physical realities of the objcct do not have the 
slightest effect on our calculations. The method allows 
us to predict—approximately, of course—not only the 
trajectory of a controlled flight, but also the beha-
viour of animals, the future demand for a particular 
type of product, the magnitude of flash floods, and 
many other chance happenings of the most varied 
nature. 

We are able to do this because the world about us 
is not quite so chancy as it appears to be at first glan-
ce. If we look carefully into the haze of chance, we 
can often make out the distinct contours of a natural 
law: and this enables vis to overcome chance and to 
make fairly accurate prognoses. 

Here chance plays a negative role. It retards know-
ledge; it creates difficulties; it interferes with the 
lives of men; and in general it hinders progress. We can 
assert without fear of contradiction that the struggle 
for progress is by and large a struggle with chance. 

Chance seldom assists. More often than not it as-
sumes a destructive role; but even then its machina-
tions are hampered by a powerful factor inherent in 
progress, namely control—to which we shall now turn 
our attention. 

2. CONTROL 

T H E B I B L I C A L L E G E N D AS A L E S S O N I N 
C Y B E R N E T I C S 

According to the well-known biblical legend, the 
god Sabaoth and his angels created the universe in six 
days, but they enjoyed its brilliance, its novelty and 
its harmony for only one day and one night. By the 
s''cond day the world already possessed a one-day 
h i s t o r y in the course of which odd parts of it had 
started to crack up. Ilere and there the original lustre 
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was becoming tarnished, and someone somewhere had 
managed to quarrel with his neighbours and the ori-
ginal harmony was upset. The one-day-old world was 
no longer a model of order and virtue. And, the legend 
continues, things got worse with each passing day. 
It is said that a certain Satan was not entirely inno-
cent of responsibility for this sad state of affairs. 
But Satan did not trouble himself with trifles: he pre-
ferred operations conducted on a global scale. Among 
his specialities, for example, could be numbered such 
dainty morsels as the wholesale conversion of huma-
nity to vice and the invention of a world-wide system 
of fire-breathing volcanoes. 

However, it was not chiefly thanks to Satan's efforts 
that the world went downhill—although he certainly 
did his best. The world lost its lustre because Sa-
baoth took his hand off the wheel and lost control. 
As a result, abomination and havoc spread abroad 
upon the face of the earth. And by the time Sabaoth 
had snapped out of his trance it was too late. The 
rot had set in too deep. To have attempted any sort 
of correction would have been pointless because the 
whole thing was in need of a thorough overhaul. So 
the divine will decreed a world-wide flood, with the 
idea of destroying all earthly ugliness. But somebody 
thought of a plan to save life on earth from utter 
extinction and whispered in Sabaoth's ear the idea of 
building an ark, into which Sabaoth's candidate and 
captain Noah gathered the finest specimens of ter-
restrial fauna and flora—including, of course, Noah 
himself and his sons. And their job was to found a 
new, properly organized world. 

Sad to say, these great expectations were not to be 
fulfilled. Noah took to drink, and his sons quarrelled 
and went their separate ways. The world obviously 
needed constant, minding. But Sabaoth was a good-
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for nothing lazy-bones. Only now and then, when the 
.sheer tedium of his idleness drove him into a frenzy, 
did ho turn his attention to trying to restore some sort 
of order. But being an impulsive soul, he was unable 
to adopt a systematic approach to the business of 
improving (or correcting) living conditions on earth. 
Anil the abomination and ugliness continued to flour-
ish. 

In the end, Sabaoth—at bottom a sensible sort of 
a fellow—realized that the world had to be systema-
tically controlled; and that to exert proper and effecti-
ve control it was necessary to collect information about 
the controlled object in a systematic fashion. He also 
saw that effective control from the lordly heights of 
Ins heavenly throne was impossible. (This is now 
understood by every junior devil, but in those days 
it was a significant break-through.) So Sabaoth sent 
his son Christ into the world with the job of fixing 
up a dependable system for gathering information 
about the state of affairs on earth. Christ, however, 
failed to complete his high mission: he walked on the 
waters; he fed a multitude on seven loaves; and he 
healed the occasional invalid by psychotherapy. It 
would not have been so bad if he had confined him-
self to odd tricks of this sort and had got on with the 
job at the same time; but when he gathered about him 
a gang of ne'er-do-well apostles and set about creating 
a personality cult centred on himself, Sabaoth's pa-
tieiirp snapped, and Christ was crucified. 

From that day on, Sabaoth washed his hands of 
earthly affairs. Secretly he hoped that Satan would 
^tep into the breach and wreak vengeance on these 
Unreasonable human beings that refused to live in 
accordance with divine laws. 

•\t first Satan had considerable success. After all, 
w'i<> else but Satan, acting on Sabaoth's authority 
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and with Sabaoth's express permission, lit the fire! 
of the Inquisition in the dark days of the Middle AgesJ 
Satan 's plan was as cunning as it was simple: to com«i 
mit to the flames everything that was new and progreal 
sive and that could possibly change the existing 'dii 
vine' order. If Sabaoth's experiment with the floocj 
destroyed all that was evil, leaving only the besi 
things behind, Satan, predictably enough, did exactly 
the opposite and destroyed all that was good, so that 
abomination blossomed exuberantly in conditions that 
guaranteed it perennial luxuriance. 

By this time, however, man had reached the stage 
where he was able to take upon himself the function 
of control and topple Satan from his perch. Satan is 
now confined to working with trifles. 

This simple story, like any other fairy-tale, reflects 
the naive imaginings of people of a distant era concern-
ing natural phenomena that they were otherwise at 
a loss to explain. 

You do not have to be particularly observant to 
notice that there are two powerful tendencies operat : 

ing in the world around us. One of them is bent on 
destruction, the other on creation. Thanks to the first 
tendency, our world is shaken by a variety of catastro-
phes that result in a mass of unpleasant and awkward 
situations: bridges and houses crumble away; plants 
and animals age and die; and so on. This 'evil ' ten-
dency was obviously responsible for the appearance, 
in a primitive age, of the superstitious concept of a 
devil (Satan) personifying the destructive principle 
in our world. Modern science, however, describes this 
aspect of natural phenomena in terms of the second 
law of thermodynamics, which may rightly be called 
the law of chaos. 
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C H A O S 

The second law of thermodynamics was first for-
mulated in 1829 by the French engineer Sadi Garnot. 
The essence of this law can be stated as follows: every 
closed system—that is, every system that is completely 
isolated, and is not connected in any way with any 
other system—tends towards its most probable state. 
This most probable state is complete chaos. So, in 
accordance with the second law, all closed systems 
gradually become disorganized, decay, and die. In 
engineering practice this process is often called de-
preciation; in biology —aging; in chemistry —decom-
position; in sociology—decay; in history —decline. 

In order to measure the degree of disorder, or chaos, 
of a system, we usually make use of the concept of 
entropy. This is a property of a system such that the 
greater the disorder of the system the greater its en-
tropy. We can now re-formulate the second law of 
thermodynamics thus: the entropy of a closed system 
does not decrease. In other words, a closed system can-
not of itself increase its state of organization. 

We should note that the second law of thermodyna-
mics is an experimentally established law. However, 
no instance has ever been observed where it has not 
been valid. 

At this point someone is bound to ask why the world 
around us is not in a state of complete chaos, and is 
plainly not even tending toward such a state, con-
trary to what the second law of thermodynamics wo-
uld seem to require. Biological systems, for example, 
that is, living organisms, are highly organized systems 
with an extremely low level of entropy. IIow are we 
to reconcile the existence of such improbable systems 
with the second law? Or again: modern progress is 
aimed at making life more orderly in defiance of the 
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second law—and the successes achieved in this direc-
tion are plain for all to see. 

There is actually no contradiction here at all; nor 
has anybody seriously challenged as yet the absolu-
teness of the second law. The point is that the con-
cept of a closed system, for which this law is enunciat-
ed, is a rather remote abstraction. In the real world 
there is simply no such thing as a closed system: all 
real systems are interrelated and interdependent. The 
connections between them may be strong, or they may 
be weak; but they are always there. Moreover, it is 
impossible to make a system closed by artificial means 
because every system is always under the influence of 
thermal and gravitational effects due to other systems, 
however slight they may be. 

So we cannot consider our earth a closed system, 
because the earth receives energy from the sun. 

Similarly, our solar system is not a closed system, 
because it is affected by galactic radiation and gravi-
tation. Admittedly, the rate at which the solar system 
receives radiation is low; but in the course of thous-
ands of millions of years this accumulated radiation 
has had a significant effect on it. 

These facts give the second law a somewhat academic 
flavour and dissipate the emotional tension associated 
with the 'heat death' of the universe. 

It is worth going into the spectre of the heat death 
in a little more detail. During the last century many 
scientists made the mistake of attempting to apply 
the second law of thermodynamics to the whole of 
the universe taken as a single closed system. (Even 
today there are a few scientists who still adhere to 
this view.) This led to the hypothesis of the heat death 
of the universe: the 'dead' universe was visualized 
as an expanse of evenly heated material in which there 
were no rises or falls in temperature. Certainly it is 
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true that the increase in entropy of a closed system 
tends to even out the temperatures at all points of 
the system. Life would be an impossibility in such 
a universe because no engine (in the widest sense of 
the word) can function in the absence of a tempera-
ture difference. Any machine that produces work does 
so at the expense of cooling a heated part and heating 
a cold one. 

Living things are no exception to this rule. A living 
organism is a highly complex engine that likewise can-
not work without a temperature difference between it-
self and its surroundings. If there is no temperature diffe-
rence, life ceases to exist. Hence the term 'heat death ' . 

Despite its superficially convincing and incontro-
vertible logic, the heat-death theory suffers from one 
grave defect: it is based on a false premise. All the 
terrors of the heat death are possible only in a closed 
system; and such a thing, fortunately, does not exist. 
We are saved from the heat death, therefore, by the 
law of the overall interrelationship and interdependence 
of phenomena and objects throughout the world. Neither 
the universe in its entirety nor any part of it can in 
any way be considered a closed system; the applica-
bility of the second law of thermodynamics does not 
extend over either the one or the other. In other words, 
we are not threatened by any 'heat death ' . 

But let us return to the second law of thermodyna-
mics. It does not exclude the possibility of a localized 
decrease in entropy even within a closed system. It 
allows some local organization—but only at the ex-
pense of more intense destruction of everything else. 
Localized ordering of a certain part of a closed system 
is possible only on condition that the remainder of 
the system become more disorganized. However, in 
accordance with the second law, the degree of order 
taken over the whole system does not increase. 
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The problem of raising the degree of order of a sys-
tem was first taken up by Maxwell in 1871. Maxwell 
formulated the problem in terms of a paradox now 
known by the rather unusual name of ' M a x w e l l s 
demon . (A demon is not to be confused with a devil. 
There is nothing nasty about a demon: unlike a devil, 
a demon fulfils useful functions and may be regarded 
as man's ally in the struggle with the devil of chaos.) 

MAXWELL'S DEMON 

In 1871, that is, before the appearance of cyberne-
tics, Maxwell's clever paradox was incompatible with 
the second law of thermodynamics. We shall now see 
why. 

Let us suppose we have an empty, isolated box 
divided internally by a partition into two sections 
(Fig. 9). Suppose we fill both sections of the box with 

Figure 9 

gas at the same initial temperature. This system—a 
box containing gas at a uniform temperature—has 
maximum entropy. If the.temperature in one compart-
ment differed from that in the other, the system would 
be more organized and its entropy would be lower 
correspondingly. In accordance with the second law 
of thermodynamics, the temperatures in the two com-
partments tend to converge; and this may be observed 
experimentally, as everybody knows. 
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Now we make a hole in the partition and fit it with 
a shutter that we can open and close at will. Suppose 
the shutter is under the control of our hypothetical 
demon (the duties he is to perform are beyond the ca-
pabilities of anything but a mythical creature having 
unlimited powers). The demon acts in accordance 
with the following instruction or algorithm: he opens 
the shutter so as to allow only fast molecules to pass 
in one direction from one compartment to the other, 
and only slow molecules in the opposite direction. 

The motions of the gas molecules in the box may be 
likened to the motions of a number of billiard balls 
all moving with a variety of velocities, colliding, 
rebounding, colliding again and so 011, and all the 
time exchanging energy. 

The speeds of the molecules vary considerably; and 
the actual speed of any given molecule at any given 
moment is entirely a matter of chance. However, the 
average speed of the molecules is related to the tempera-
ture of the gas: the greater the average speed the higher 
the temperature, and vice versa. Consequently, both com-
partments of the box always contain faist molecules 
moving towards the shuttered hole, as well as slow 
ones. The demon's task is to let or not let mole-
cules pass from one compartment to the other, depend-
ing on their speed. 

It is easy to see that after the demon has been at 
this for a while, one compartment will contain a hi-
gher proportion of fast molecules, the other a higher 
Proportion of slow molecules. The temperature of the 
gas in the first compartment will be correspondingly 
higher, and in the second it will be lower. The entropy 
of the system will now be lower than it was initially, 
because it contains a temperature difference. 

Here we have an obvious paradox. Our closed sys-
tem—the box containing the gas and the demon—is 
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able to increase its degree of order, apparently in 
defiance of the second law. of thermodynamics. The] 
explanation of this paradox was only forthcoming! 
after the creation of cybernetics. 

The point is that when the demon manipulates theT 
shutter he feeds information into the system, and 
this information organizes the system. By sorting an< 
classifying the molecules he makes the system more 
organized: he controls the system, that is, ho act 
upon it in such a way that it becomes more orderly 

This is all very well; but it cannot be achieved at 
no cost. If the demon is to control effectively, he must 
receive information about the speed of the molecules 
And since the system is supposed to be a closed sys-
tem, and we cannot even let light into the box from 
outside without invalidating its closed status, the 
demon himself has to provide the energy required to 
obtain the necessary information. For example, he 
may have to illuminate the molecules with a torch, 
thereby partially discharging—that is, destroying—al 
torch battery. 

Consequently, the organization that is achieved i 
of a purely local character because it affects only th 
gas. The local decrease in the entropy of the gas i 
produced at the expense of increasing the entropy o 
the battery. And if we summed these two effects al 
gebraically, we would find that the total disorder o 
our closed system (gas and battery) had increased 

The relationship between the gas, the demon an< 
the battery are shown schematically in Figure 10 
Here the demon receives information about the motion 
of the molecules via channel A and on the basis of thu 
information he controls the shutter via channel B 
all the time drawing energy from the battery. As a 
result, organization is pumped, so to speak, from th< 
battery to the gas. In the process a certain amount o 
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o r g a n i z a t i o n is inevitably lost (these losses are repre-
sented in the diagram by the dashed arrow). 

The diagram contains all the essential features of 
any control system. The controlled object in this case 

Figure 10 

is the gas. The demon fulfils the role of a control de-
vice acting in accordance with a set algorithm (or 
instruction). And the source of organization is the 
energy of the battery. 

There is nothing idle about our diagram: it captures 
the idea of control in all its profundity. Figure 11 

Figure 11 

shows a control diagram for any object in general. As 
you can see, it is a virtual copy of the demon diagram 
of Figure 10. 
. Here information about the condition of the object 
l s obtained in exchange for a definite expenditure of 
energy and fed continuously to a control device ful-
hlling the functions of our demon. The control device 
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compares the information with the requirements sta 
ted in the control algorithm (shown in the diagram a 
a heavy rectangle) and controls the object on the basi 
of this comparison. 

I t is evident that two factors are absolutely essen 
tial if the system is to work: 

1. A source of organization or entropy reduction 
2. A control algorithm, that is, a rule enablinj 

control to be effected on the basis of the informatioi 
received. 

The question of the energy source causes no grea 
trouble because it can be solved by modern powe 
engineering using fairly simple devices. But the tasl 
of formulating (or synthesizing) the control algorithi 
is by no means always so easy. 

Control of any kind is concerned with organizii^ 
an object. It is a purposeful activity directed toward 
transferring an object from a more probable state t 
a less probable one. , 

The problem of synthesizing control and analysin 
its operation is an information problem and, as suet 
it constitutes the basis of modern cybernetics as 
science. Control is a means of acting upon our sul 
roundings, of subjugating nature to mankind and of rj 
tionally altering our world. 

In this sense control is in opposition to the secon 
law of thermodynamics. Control lowers the entrop 
of an object: the second law of thermodynamics postt 
lates increasing disorganization for the object. Bn 
control produces local organization only, whereas tb 
second law applies to a closed system as a whole. Th< 
refore we cannot say that control actually contradict 
the second law, because the two things operate o 
different planes. 

Control is always local. The second law of thermodj 
namics is always integral. I t is a universal law. 
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Let us examine the processes of aging and healing as 
illustrations of disorganization and control. Aging is 
a typical process of entropy increase. Healing is a ty-
pical control process that lowers the entropy of a living 
organism. Aging proceeds in all organs simultaneously 
and in parallel fashion. It is a general, integral process 
encompassing all cells of an organism. Healing, on the 
other hand, is local: it is directed towards improving 
the functioning of one specific organ, but not of the 
organism as a whole. Not for nothing is modern me-
dicine split up into a mass of 'ologies', each devoted 
to the healing (or control) of a single organ, for ex-
ample: cardiology for the heart, neurophysiology for 
the brain, stomatology for the oral cavity, and so on. 
Obviously, aging extends over the whole organism 
and healing aims to control individual parts of it 
only. 

To carry this idea further: the second law of thermo-
dynamics acts all the time and everywhere throughout 
the universe; but control operates only where there are 
information processes, that is, where there are program-
mes indicating what has to be done to achieve control. 
Programmes of this type are products of deliberate 
activity, and they result from the functioning of liv-
ing things. And this gives us the basis for linking 
control with life. 

To take this a step further still: we can assert that 
every process of control is the result of the activities 
°f living things—and of living things only. This means 
that until the appearance of life on earth control or 
organization of any sort was completely out of the 
question. 

'But what about crystals!' the observant reader will 
exclaim. Who, to be sure, has not had occasion to 
admire the fantastic, but strictly regular, shapes and 
facets of mineral crystals and snow flakes? Surely this 
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is organized matter in its highest form? And yet crys 
tals are formed without the help of any sort of deli 
berate activity, much less that of man. What has hap 
pened here? How can we reconcile this contradiction! 
First we should note that the crystallization process 
involves loss of energy. While a system is undergoing 
crystallization it ceases to be a closed system: conse| 
quently, the second law of thermodynamics no longe| 
applies to it as a whole. But there is yet another esij 
sential feature. 

To explain this we can do the following simple expeij 
riment. We put some ordinary beach sand into a glasjj 
of water and stir it vigorously as if we were trying taij 
dissolve it. So long as we are expending effort on stirr* 
ing, the sand and water form a fairly homogeneous 
mixture. But as soon as we cut off the supply of ener-
gy the sand falls to the bottom of the glass, so that! 
the sand and the water separate. 

Now, which of these two states of the contents of 
the glass possesses the greater degree of organization?] 
At first it would appear that the stirred-up sand bears 
a strong resemblance to chaos, so that the first state 
seems to be completely devoid of organization; and 
that the distinct boundary between the sand and thej 
water in the second state points to a high level of 
organization. 

Actually the reverse is true. The stirred sand has thaj 
lower entropy, and is maintained at this low level by; 
the continuous supply of energy. The distinct boun-i 
dary between the sand and the water in the calm state, 
on the other hand, is obtained only at the cost of 
giving up energy, namely: the potential energy of the 
sand. It is no secret that all processes proceed in the 
direction of decreasing potential energy: this circum-
stance, in fact, is the basis of one formulation of the 
second law of thermodynamics\ 
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And so it is with crystals. The formation of crystals 
is a process involving an increase in entropy and, 
consequently, a loss of organization—even though it 
seems superficially to constitute the formation of the 
highest type of organization. Crystallization, in fact, 
is a process of transition from a less stable to a more 
stable state with an accompanying loss of energy. 

We see now that the concept of order as used in 
cybernetics often differs markedly from our everyday 
understanding of the term. In cybernetics, order means 
that condition that satisfies a particular aim. Someti-
mes the stated aim coincides with the result postula-
ted by the second law of thermodynamics. In such 
cases the aim is very easy to achieve. For example, 
in order to destroy a building, it is sufficient to blow 
it up with dynamite. The second law takes care of the 
rest: it turns the building into a heap of rubble that 
testifies to the greatest possible entropy and to the 
triumph of chaos. Exactly the same thing happened 
to the sand in the glass. The sand falls to the bottom 
of the glass under the influence of gravity. Here we 
have a perfect example of the second law for a closed 
system—the system being the glass full of sand and 
water together with the earth we live on. (The earth 
is included as the source of gravity without which 
the sand would not fall to the bottom of the glass.) 
So before the sand settles, the entropy of the system 
is less than it is after the sand settles. In fact, we can 
easily picture a device that would make use of the 
energy of the falling sand —a paddle-wheel, for exam-
ple, that would turn under the action of the descend-
ing grains. 

However , if we w i s h to restore the b u i l d i n g — a n d 
this would be in direct oppos i t ion to the second l a w — 
W u shal l have a good deal of work to do to lower i ts 
entropy and get i t back into an orderly c o n d i t i o n 
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again. Here, when we talk about 'work' we are think-i 
ing in terms not of energy expenditure (though this 
vital to the project), but of information expenditure—« 
expenditure on control. ; 

Here we encounter another approach to control irii 
which the concept of aim plays a decisive role. 

C O N T R O L AS A M E A N S O F A C H I E V I N G S P E C I F I C A I M S 

What do you think the following have in common: 
Maxwell's demon, a thermostat, a yard-keeper, a 
machine-tool operator, an administrator, a design 
engineer, and a research worker? * 

Maxwell's demon is a hypothetical creature that 
was invented by Maxwell for the purpose of construct-
ing a paradox that could not be resolved without refe^ 
rence to the concept of control. ! 

A thermostat is a device for controlling temperatures 
It works like this: if the temperature in the room fall j 
below a prearranged value, the thermostat switches oil 
a heater; when the temperature rises above the preset 
value, it switches off the heater. S 

The yard-keeper, the machine-tool operator, the 
administrator, the design engineer, and the research 
worker are all people fulfilling various functions in 
human society. 

At first sight there seems to be nothing common to 
all of these. We cannot even say that they share ma-
terial being, because the demon is an imaginary crea-
ture and has no real existence. 

And yet there is something common to them all. 
What they share is the purposefulness of their activi-

ty. They are all control devices whose action is direc-
ted towards achieving specific aims. Essentially, they 
organize an object and bring it closer to perfection; 
in other words, they lower its entropy. 

54 



The distinctive characteristic of any control device 
is its purposeful behaviour aimed at fulfilling a spe-
cific objective; and this activity is applied directly 
to the object under control, its only purpose being to 
make the object at tain a clearly defined ideal or aim. 

For Maxwell's demon the aim was to raise the con-
centration of fast molecules in one paft of the box and 
of slow molecules in the other. 

For the thermostat the aim is to keep the tempera-
ture of the room at a particular level. 

The reader will have no difficulty in describing for 
himself the aims of such control devices as a yard-
keeper, a machine-tool operator, an administrator, 
and so on. 

However, for effective control it is not enough simp-
ly to know the objective: we also need to know how 
it can be attained—we have to be able to influence the 
object under control in such a way that our plan is 
fulfilled. And this is often a good deal more difficult 
than the problem of defining the aim. 

In some cases, of course, this problem can be solved 
fairly easily. For example, with the thermostat it is 
perfectly clear that when the temperature in the room 
is too low the correct solution is to switch on a heater, 
rather than to go basking in the African sunshine; 
and when the temperature is too high, to switch off 
the heater or switch on the air-conditioner. 

This sort of simplicity, however, is the exception 
rather than the rule. It is usually extraordinarily 
difficult to determine just how the stated aim is to 
he achieved. This brings us to a consideration of one 
of the most fundamental concepts of modern cyberne-
tics, namely the control algorithm. 

A control algorithm is a method of achieving the 
stated aim —a sort of rule for action. For Maxwell's 
demon, this rule was the instruction for sorting mole-
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cules according to their speed. The control algorithm 
for the thermostat is a rule specifying when the heater 
or the refrigerator is to be switched on and off. The 
yard-keeper achieves his aim—a clean street—by the 
algorithm of removing litter, which he realizes with 
the help of dustpan and broom. The machine-tool 
operator achieves his aim—the manufacture of a com-
ponent in accordance with a drawing—by applying 
the algorithm of removing surplus metal with the help 
of a metal-cutting machine-tool. The administrator 
works towards his objective—the fulfilment of a plan or 
quota—using control algorithms in the form of rewards 
and punishments for his subordinates according to the 
diligence with which they work towards their objectives. 
The list of examples could be extended indefinitely. 
It is more useful, however, to consider a general control 
system independently of the specific peculiarities of 
controlling a particular object. 

Figure 12 shows the block diagram for a general 
control system. Here the interaction of the object with 

Figure 12 

the control device is indicated by two arrows, A and 
B, representing communication channels between the 
object and the control device. The control device re-
ceives information about the object via channel B 
(because you cannot hope to control anything if you 
do not know what it is up to) and then acts upon the 
object via channel A, and thus controls it (because 
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unless you can do something to the object, control is, 
once again, impossible). 

However, this is not the ful l picture, as we have 
already indicated. We still need to know what to do 
with the information received, how to use it to control 
the object, and exactly what we should be aiming at 
in the process. In order to sat isfy these requirements 
we have two further inputs to the control device: the 
objective or aim of the control process (arrow C in 
the diagram); and the algorithm or method of control 
(arrow D). These data have to be fed into the control 
device beforehand. So, if the control system is to im-
pose the required order on the object, it must contain 
two essential elements: (1) the objective of control; 
(2) the control algorithm showing how the objective 
is to be at tained. 

This control system is valid for any controlled object. 
Once again we emphasize tha t it will only work in 
conjunction with a control programme, or algorithm 
(arrow D, Fig. 12). Such a programme of local orga-
nization—a programme of purposeful changes to the 
object—must be incorporated in the control device: 
this is what enables the control device to organize 
the object and to bring it into the desired, less probab-
le condition. Only when this has been done can we hope 
to improve the object. 

Every act of control is the result of purposeful beha-
viour. But we know tha t there is no such thing as pur-
poseful behaviour in inanimate nature. There the se-
cond law of thermodynamics reigns supreme, acknow-
ledging only chaos and having maximum chaos as its 
a im' . So it is na tura l to suppose tha t the purposeful-

ness and the teleology of our world are due to the exis-
tence of some degree of purposefulness and teleology 
i n the past. 

If we want to switch on a desk lamp, for example, 
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we press the bu t ton swi tch . Th i s in fac t is a control 
process t h a t br ings the system (in th i s case the darke-
ned room) into the required (brightly lit) condition, 
Here, the control algorithm is the rule 'press th« 
switch'. But if we did not know this rule we would 
have absolutely no way of getting our darkened roots 
into the desired illuminated condition. Control of the 
room's illumination turns out to be possible only whej 
we know the algorithm. 

And so we see that progress and the improvement oi 
the material world depend very largely on certain con« 
trol algorithms thanks to which progress is achieved; 

However, the algorithms themselves are also pro-
ducts of organization. Indeed, if we wish to know how 
to control an object we have to get the requisite in-
structions from someone. For example, to be able tti 
switch on a lamp we have to be taught by somebody 
how to do it. This 'somebody' already knows the pur-
pose of the switch and passes this knowledge on to us 
in a learning process. So an algorithm cannot be created 
(synthesized), or put to work in a control system, with-
out the help of a prior algorithm. 

From the example of Maxwell's demon we can see 
that to increase the state of organization of the gas we 
first have to invent the control algorithm ourselves 
(namely, sorting the molecules into different sections 
of the box according to their speeds). Then we have to 
construct the demon, that is, a device capable of acting 
in accordance with the given algorithm. But what do 
we mean here by ' invent ' and 'construct'? 

These activities are also purposeful; therefore they 
must be accompanied by a lowering of entropy. If we 
are to invent and to construct we need to know the 
algorithms 'how to invent' and 'how to construct ' , and 
so on. 

We soon come to the conclusion that there must be 
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a whole chain of algorithms like this. At the head of 
the chain we expect to find the simplest control algo-
rithm that is capable of giving rise to all the rest. 
In other words, the chain must be started by something 
very like an 'act of creation'. 

In the biblical legend of the creation of the world 
the creating is done by a god, the god being a highly 
organized, rational system that knows 'how to create' 
—that, after all, is why he is a god. But who created 
the god and taught him how to create in the first pla-
ce? This the bible does not tell us. 

Let us take another pretty legend—the one about 
Prometheus, who, according to the ancient Greeks, 
taught men how to obtain fire and how to use it. In 
the language of cybernetics, Prometheus knew the al-
gorithm for making fire and the algorithms for roasting 
meat and for forging and melting metals and posses-
sed a veritable fund of useful knowledge covering a 
wide variety of subjects. But who taught him all this? 
Who told Prometheus all these algorithms? 'Zeus!' 
you say? Then who told Zeus? 

This kind of reasoning always finishes up in an im-
passe. Indeed, if all control is the result of the activi-
ties of living things, and if they themselves result 
from control—or rather, self-control—it is only natural 
to ask: where did the first instance of control on earth 
come from, that is, where did life on earth come from? 

The answer that saves the argument—or, more pre-
cisely, the substitute for an answer—consists in an 
appeal to an unearthly, cosmic origin for life, as pro-
pounded by the theory of panspermy. But if we ask 
where this unearthly, cosmic life originated, the pans-
permic theory, so far from providing an answer, actual-
ly considers the question idle. Life is life, and that is 
all there is to it; and if there is life, well — there is also 
control. 
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To me this answer seems perfectly correct—an« 
perfectly inadequate. Control, as a means of lowering 
entropy and improving organization, may well hav] 
had a most interesting, not to say breathtaking, hisl 
tory: and this would provide us with another way out 
of the dilemma. 

To write such a history we have only to remembei 
that the creation of control algorithms does not proceed 
by hereditary transmission alone, but also by sponta* 
neous organization, or spontaneous generation. This 
means that control algorithms can create themselves,! 

that is, they can synthesize themselves. 
How does this happen? 
During the period control has been in existence 

many ways of creating (or synthesizing) control al-
gorithms have been developed. The history of control 
can be divided into four stages, each characterized 
by the appearance of new ways of synthesizing control 
algorithms. We can give these stages the following; 
names: 

Stage one—the probability stage. 
Stage two—the elemental stage. 
Stage three—the intelligent stage. 
Stage four—the universal stage. 
We shall now examine each stage separately. 

3. THE HISTORY OF CONTROL 

S T A G E O N E 

Control on earth began with the probability stage. 
(Here, we are considering only the history of control 
on earth: this in no way excludes other lines of develop-
ment that may be possible under different conditions 
and in different planetary or stellar systems.) This 
stage is characterized by the chance formation of the 
simplest systems that we can call organized. These 

60 



take the form of molecules of various elementary 
proteins and amino acids. These kinds of molecules 
were formed accidentally as the result of electrical 
discharges in the earth 's atmosphere, which at that 
time consisted of water vapour (H20), methane (CH4), 
ammonia (NH3), and hydrogen (H2). 

These substances, interacting with each other at 
random, formed more complex structures. If these 
structures proved to be stable they existed for a while, 
reacting with other similar structures. Those that 
were unstable decomposed rapidly and immediately 
participated in new accidental combinations. 

As a result of this random 'trying out ' of all possible 
structural combinations, the most stable structures 
gradually proceeded to more advanced stages of de-
velopment. At the same time, the most active mole-
cules continued to take part in the 'game', while pas-
sive structures withdrew. An essential condition for such 
a process to continue is that the reactants be in a state 
of energetic motion: and the swirling, seething atmosph-
ere of the primordial earth provided ideal conditions. 

The American scientist S. Miller performed an in-
teresting experiment that was at once fairly simple 
and highly edifying. He made up a mixture of gases 
corresponding to the supposed atmosphere of the pri-
meval earth and passed electrical discharges through 
it to simulate lightning. At the end of a week he car-
ried out a painstaking chemical analysis of the mix-
ture. You can imagine his astonishment when he dis-
covered that the flask contained amino acids. Amino 
acids are the fundamental building blocks of the pro-
teins, the basis of life itself. In particular, he was able 
t° establish beyond doubt the presence of the amino 
acids most commonly found in proteins, namely: 
glycine and alanine, both of which have extremely 
complex structures. 
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How were they formed? 
The only reasonable answer is supplied by chancy 

It was only by virtue of the multiplicity of fortuitou 
combinations and relationships that could be former 
among the molecules of water, ammonia, methane ani 
hydrogen under the conditions of high temperature 
produced by electrical discharges that molecules c 
more complex structure could arise. And for this thei 
was time enough: the earth 's atmosphere and hydro 
sphere were rent by violent storms for many million 
of years before the nutrient broth of life—a solution c 
various amino acids—came into being. In this procea 
the role of chance was decisive. 

But already this broth was coming under the in 
fluence of the second law of thermodynamics. Accord 
ing to this law large molecules could not be distribute) 
evenly throughout the water. In much the same wa 
as saturated steam condenses to form a mist consisf 
ing of minute droplets of water, the large molecule 
in the solution coalesced into separate clusters hel 
together by electrostatic forces. When these clustel 
reached a certain density they separated out of the sc 
lution to form what are called coacervate drops tha 
remained floating in the solution. These drops woul 
have been separated from the surrounding mediul 
by a well-defined interface. 

Although the tendency for these drops to form wa 
not in itself a chance affair, the actual combinatio: 
of amino-acid molecules in each drop was. Ever, 
amino-acid drop had a highly individual structure. A 
this point a peculiar process of selection goes into opc 
ration, a process that has been noted and describe! 
by the Soviet academician A. Oparin. 

I t is fairly obvious that if the accidental structur 
of a drop happened to be unstable, the drop woul 
break up under the action of external forces. Conse 
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quently, only drops containing stable combinations 
of molecules would be preserved. Unstable combina-
tions would 'die out ' , so to speak, and the resulting 
fragments would be re-formed into further chance 
structures. Clearly, given a sufficiently long period 
of time for the operation of this process, only stable 
drops would remain in the end—that is, only those 
with the ability to withstand the destructive forces of 
the environment. 

A stable drop, like any other body, would adsorb 
various molecules from the solution and thereby in-
crease its volume. These new molecules no longer at-
tached themselves haphazardly over the surface of the 
drop, but were arranged in conformity with its parti-
cular surface structure. The drop thus grew, gaining 
in mass. These increases in dimensions did not proceed 
at random, but strictly in accordance with the indivi-
dual properties of each drop. 

When a drop reached a certain size, it would become 
mechanically unstable and break up into two or three 
pieces under the action of external mechanical forces— 
rather as the droplets of an emulsion are broken up 
by shaking. The newly formed drops had the same 
structure as the original one: they inherited the pe-
culiarities of the parent drop, and then they, too, 
began to grow and break into pieces. And so on. 

But this was still not life: it was what is known as 
pre-biological structure. I t possesses nearly all the 
attributes characteristic of life, but in forms rudimen-
tary to the point of being grotesque. The drop is indeed 
similar to a living cell. The gathering of solution mo-
lecules on the surface of the drop can be regarded as a 
form of feeding and the mechanically induced rupture 
°f the enlarged drop as a form of cell-division. With 
the latter the analogy even extends to include elements 
of heredity. 
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Just as in real life! 
But life is still a very long way off. Many million^ 

of years have yet to pass before natural selection sue 
ceeds in turning these drops into living cells. But th^ 
essential materials are already at hand. It is only 
matter of time. 

And of time nature had ample store. 
Some one to one and half thousand million yeaij 

pass, and multi-cellular organisms appear. The moulds 
like, mucilaginous forms of earliest life gradually giv{ 
way to active types like the creatures we are familial 
with today. i 

And so the probability stage in the history of control 
is characterized chiefly by such an abundance of cham 
ce events as made possible the creation of life on earthi 
We can boldly assert, therefore, that chance was 11 
root cause of the appearance of life on earth. 

The actual creation of life in the nutrient broth waj 
a chance process; however, given such conditions as 
we have described, it was inevitable that life should 
arise. After all, in the course of the thousand million 
years of random trialling of all possible structural 
combinations of various organic molecules it was ab-
solutely inevitable that one combination at least sho-
uld prove successful and possess the properties of a 
living cell. 

The instant when this happened marks the begin-
ning of the history of life and also, obviously, the end 
of the probability stage in the history of control. This 
stage was distinguished by the chance appearance of 
a local decrease in entropy, resulting from the opera-
tion of statistical laws. 

But when life appeared, it brought with it new pos-
sibilities for control. 
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s t a g e t w o 

The elemental stage in the history of control is con-
cerned with the development and improvement of 
living organisms. The basic control algorithm here 
was the algorithm of natural selection discovered by 
Charles Darwin. 

According to this algorithm the individual that is 
bettor adapted to its environment has a greater like-
lihood of producing offspring; the less well adapted 
individual perishes without producing offspring in 
which its lack of adaptation could be preserved. As 
a result of natural selection an enormous variety of 
control algorithms has come into being. These include: 
algorithms that control the mechanical behaviour of 
living things—swimming, crawling, flying and walk-
ing; algorithms governing the mental functions—ag-
gressiveness, evasion, flight, playing dead, and so 
forth; algorithms that take care of the functioning of 
the nervous system; and so on. 

One way or another, during the elemental stage the 
synthesis of every new algorithm was controlled by 
and subject to the law of natural selection. Of all the 
algorithms that arose for the self-regulation of living 
organisms, only those that enabled the organism to 
deal more effectively with its environment survived 
and were preserved. 

Not that nature could get by without the occasional 
oddity. An ostrich, for example, confronted by grave 
danger, buries its head in the sand. Allusion to this 
strange behaviour on the part of the ostrich has be-
come a standard metaphor for stupidity characterized 
by an inability to face up to facts. How indeed did such 
an apparently senseless algorithm for behaviour in the 
face of danger come about in the first place? Surely 
jt would be better to attack, or to flee? Perhaps nature 
blundered here? 
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On closer examination it becomes evident that f<j 
the toothless, hornless, hoofless ostrich this behavior^ 
algorithm is optimal in just those situations whej 
flight is impossible. | 

When an ostrich buries its head in the sand it cann^ 
see the source of danger, and stands still; and, Strang 
as it may seem, this often helps the ostrich to escaj 
the predator 's jaws, the reason being that most cai 
nivores feed on the meat of animals they have onl^ 
just killed (yet another example of adaptational logiij 
particularly applicable in hot countries). The motio^ 
less ostrich fails to arouse the predator's appetite 
The predator would sooner chase an antelope streakirij 
away over the horizon, than tackle a motionless mouni 
of feathers a mere yard or so away. And this is whsl 
saves the ostrich. I 

But why should the bird bury its head in the sanl 
instead of just standing still and no more? The answfl 
is that this procedure keeps the nervous strain dowi 
to a minimum, and this renders the chosen algorithn 
less terrible an ordeal. •• 

Man uses much the same device when he encounter) 
a bear—but by design rather than by instinct, withoui 
burying his head in the sand. (So we are told, at an j 
rate, by authors of books on the subject.) ! 

We see then that this stage in the development ol 
control is characterized entirely by the elemental 
nature of the process of selecting effective control 
algorithms in living organisms. 

s t a g e t h r e e 

The next stage in the synthesis of control algorithms 
is associated with human activity. When man emerged 
on the orbit of history he immediately trumpeted forth 
his ability to create control algorithms by the applica-
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tion of his intellect rather than by elemental reliance 
on chance. This ability distinguished him from all 
other animals. 

To be precise, the stage of intelligent synthesis of 
control algorithms begins not with the appearance of 
man himself, but with man's rational activity. This 
stage differs from the two earlier ones in that control 
algorithms are now created by man. 

The development of crafts and sciences forms the 
basis of man's control activity. Man began to impose 
order on the world about him by inventing a multitu-
de of algorithms for controlling and purposefully al-
tering nature. Each of these algorithms was characte-
rized by its uniqueness, because each was applied to 
a different natural object. For example, the craft 
of a potter differed from that of a blacksmith because 
the objects they worked with—their raw materials— 
were different: moist clay on the one hand; red-hot 
metal on the other. And so the control algorithms for 
shaping these different objects differed. 

It is impossible to create algorithms for changing 
the world without a good understanding of what makes 
the world tick, that is, without the development of 
science as a system of ordered knowledge about nature. 
Such knowledge is acquired as a result of interpreting 
observed phenomena, of understanding their essential 
features and explaining their nature. 

But what do we mean by interpreting, understand-
ing and explaining nature? What is knowledge? Can 
we express these hazy concepts in a precise and de-
Unite form susceptible to quantitative evaluation? 

Yes, we can; to do this we need only the ability to 
Predict the progress and behaviour of the phenomenon 
'hat we are interested in. Our ability to predict is 
determined to a significant degree by the amount of 
information we possess about the object under investi-
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gation. If we know a lot about a given process, we cai 
predict fairly accurately what it will do in varioq 
situations. Any discrepancies between the actual coursj 
taken by a real process and its predicted behaviouj 
characterize the reliability of the prediction and at th^ 
same time determine the magnitude of our ignorancaj 
The smaller these discrepancies are, the better ij 
our state of knowledge concerning the given procesi 
and the greater, obviously, will be the value we ca( 
place on our understanding of the nature of the process; 

Of course, we cannot assert that the ability to predict 
something accurately is always equivalent to having 
profound knowledge. But these two things are unquesi 
tionably related to each other. As a rule, our ability 
to predict the behaviour of any process depends on 
having a profound understanding of the nature of the 
process. ; 

On this basis it is convenient to define knowledge 
as the ability to predict. A system of judgements and 
conclusions that allows us to predict in a particulai 
way the behaviour of a particular phenomenon w6 
shall call a model of the phenomenon. ' 

Let us consider, for example, the phenomenon of a 
falling stone. By releasing the stone from various 
heights and measuring its time of descent we can es-
tablish a relation between height and time, and thus 
formulate a law of free fall. This law will then be a 
model that will allow us to predict the behaviour of a 
stone falling from various heights. 

To take another example: Gregor Mendel was able 
to establish the laws of heredity by crossing a red-
flowering variety of pea with a white-flowering variety. 
He showed that inheritable characters were transmitted 
by the parents in finite heredity units that could not 
be subdivided. In much the same way as energy is 
transferred in quanta (strictly determined, smallest, 
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indivisible portions), so heredity is also quantified. 
The quanta of heredity are the genes, the material 
bearers of indivisible characters. For example, in 
Mendel's experiments with peas the hybrid plants 
always had either red or white flowers, but never flo-
wers of an intermediate colour (such as pink). This 
means that the colour of the flowers is determined 
by one of two genes—the red-flowering gene and the 
white-flowering gene; other genes for determining 
flower colour in the pea do not exist. 

Mendel reduced his observations to a law of heredity 
which states that parental attributes are not averaged 
in the offspring, but are transmitted in the form of 
individual characters (Daddy's nose, Mummy's eyes, 
and Granny's temperament). This law is a model that 
allows us to forecast the way in which parental charac-
ters will be inherited. 

And so we see that our knowledge of the world resides 
in models of its phenomena. These models enable us 
to foresee the consequences of our interactions with the 
objects that make up our world. To take a simple 
example: if we did not know the law of falling bodies 
we would be unable to use the ballistic missile, because 
without this law we could not predict where the 
missile would land. 

It is obvious that the creation (or synthesis) of mo-
dels like these is also a process that raises the level of 
organization of human thought. The concrete results 
°t this slate of organization are to be seen in the pur-
poseful actions that man performs on the basis of the 
models he possesses. 

Consider, for example, a hunter. In the course of 
his training (per medium of books, stories and demon-
s t r a t i o n s ) and later when he is gaining actual field 
e x p e r i e n c e , h e learns the characteristic behavioral 
P a t t e r n s of various animals. In other words, he forms 
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models of their behaviour within his brain, and th«j 
makes use of them when he plans his hunt. Here, 
non-material (mental) model of behaviour makes il 
possible to control the catch effectively with a consej 
quent gain in material benefits. 

Explanations of the mechanisms of natural phenol 
mena can thus be regarded as control because they in| 
volve the construction of models of the phenomenal 
The process of acquiring knowledge—that is, of con| 
structing models—is a process in which facts are pur<l 
posefully ordered and entropy is lowered. By 'pur<j 
posefully' we mean that our activity is such that th<j 
constructed model differs in its effects as little as posl 
sible from the object under investigation; the less thfl 
difference the better the model. So, for example, tha 
well known laws of Newton provide a perfectly sati&i 
factory model for low-speed mechanical motion even 
though they are in fact approximations to reality. The 
most successful hunter will be the~T>ne who possessed 
the best models of animal behaviour and consequently 
is best able to predict what an animal will do in anjj 
given situation. 

A system of models constructed by man with a viefl! 
to effectively controlling his surroundings constitutes 
a science. 

You will notice that at this intelligent stage in the 
history of control, man's activity has a dual nature? 
on the one hand he is changing his surroundings by 
actively controlling nature; and on the other he is 
explaining nature by creating the models necessary tof 
achieve the afore-mentioned changes. These two func-* 
tions are closely interrelated. Obviously, if we are to 
change the world intelligently and adapt it to outf 
needs, we have to know what the consequences of any 
particular action will be. You can easily imagine the 
sort of mess we could get ourselves into if we pursued; 
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courses of action whose results we could not predict 
even approximately. 

But we can only predict on the basis of models. 
Consequently, rational action is quite impossible 
without models that the action can be tried out on and 
tested beforehand. There is no such thing as a rational 
act that does not take into account its possible conse-
quences. 

If we wish to send a rocket to the moon we must 
construct a model of the proposed flight. We have to 
be able to calculate the rocket's position as a function 
of time and of other variables. Otherwise we shall 
simply be .wasting time and resources on empty amuse-
ments. 

It is impossible to change the world in a purposeful 
fashion without creating models. 

Obviously, the methods for solving different prob-
lems are different. Man has created an enormous num-
ber of algorithms for explaining and changing nature. 
Each of these algorithms is notable for its strictly 
local, particular and specialized character. For ex-
ample, there are many different ways of setting up a 
model for the behaviour of an animal in a trap or at 
a watering-place. Every hunter has his own pet method 
(or algorithm) for studying his quarry's habits. Simi-
larly, we can apply our knowledge in different ways 
to achieve our aims. To go back to hunting once again, 
the actual location and siting of a trap will depend 
both 011 the available models of the animal 's behaviour 
and on the personal experience of the hunter. 

s t a g e f o u r 

With the birth of cybernetics—the science of con-
t r°l in the animal and the machine—the next, and 
aPparently the last, period of this history begins: the 
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stage of universal control algorithms. Algorithms oj 
this type can be applied to any object regardless a 
its physical reality. Cybernetics examines control prd 
cesses from a general point of view, rather than if 
relation to a particular concrete situation. In cybei| 
netics we are concerned only with a model that reprej 
sents not the physical, but the informational core oj 
the events taking place within the object while it ij 
under control. 

A single model is able to describe control processe^ 
in objects that differ in their physical make-up. Foi 
example, the oscillator provides the mathematical 
model for such varied phenomena as the oscillation oj 
a mechanical pendulum, the variations of current and 
voltage in an electric circuit, and the changes in pre-
dator populations. The control process for each ol 
these will be identical. 

Let us look at this example in more detail. 

t h e t a l e o f t h e l i t t l e g i r l o n t h e s w i n g , 

t h e b i g b a d w o l f , a n d t h e e l e c t r i c a l c i r c u i t 

Once upon a time there was a Little Girl who loved 
to swing on a swing, a Big Bad Wolf who loved to eat 
rabbits, and an Electrical Circuit. The Little Girl 
and the Big Bad Wolf were of the kinds usually found 
in fairy-tales: the Girl was pretty and clever, the Wolf 
fierce and greedy. But the Electrical Circuit hailed 
from an electronics textbook. 

The Circuit was very proud of his origins; ho stuck 
his nose in the air and swaggered. He knew that the 
things that went on inside an electrical circuit were 
electromagnetic in nature and that therefore not 
everybody could understand them. And because of 
this the Circuit puffed out his chest with pride and 
strutted to show how mysterious and ingenious he was. 
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One day they all met together. The Little Girl was 
swinging, as always, on her swing; the Wolf was lazily 
snapping his jaws to show how bad-tempered and 
hungry he was; and the Electrical Circuit swaggered 
and strutted. 

'Stop your fidgeting!' growled the Wolf, who, it 
must be said, had been badly brought up: this was the 
politest sentence he knew. 

'She is not fidgeting,' the Electrical Circuit said 
importantly; 'she is executing mechanical oscillations 
about her point of equilibrium.' 

'You're a right pain in the neck, you are, Circuit. 
What d'you mean "oscillations"? Anyone can see she's 
fidgeting about with nothing better to do. ' 

'Stop i t! ' interrupted the Little Girl. 'You two 
are always quarrelling. Circuit is right, and I like my 
mechanical oscillations very much.' 

'How can anyone like mechanical oscillations?' the 
Circuit exclaimed irritably. 'Electromagnetic ones are 
better than anything else in the whole wide world. ' 

And having said his piece, the Circuit withdrew into 
himself and was silent. I t was impossible to tell just 
by looking at him whether he was working or not, 
because electromagnetic oscillations can only be de-
tected with special apparatus. 

The Wolf, however, had his own idea of what was 
better than anything else in the whole wide world. 
But he said nothing, and only snapped his jaws as he 
thought about a juicy rabbit. 

'Why is the world such a wretched place to live in?' 
the Wolf queried thoughtfully. 'Last year the forest 
Was chock full of rabbits.. . but this year they've be-
come as rare as hens' teeth. I t ' s got to the point where 
We have to bow and scrape to every lousy rabbit 
that happens along and fight with our own brother wol-
ves. ' 
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'What about the year before last?' asked the Little 
Girl. 

'That was a tough one too. ' 
'And the year before that? ' 
'Chock full of 'em again. Hold on. . . ' The Wolf 

started as a new thought struck him: 'One year empty, 
one year plenty—is that it? Yes, it must be... Damn 
those cunning rabbits with their uneven breeding 
habits! ' 

'That is another example of an oscillation,' the 
Circuit chimed in, 'the oscillation of population sizes.' 

'What , what, what?' the Wolf snorted. 'Don' t you 
try to confuse me with your oscillations and poppilla-
tions: I don' t want to hear about it. All I want is a 
full bel ly. ' (The Wolf was a cynic into the bargain.) 
'Anyway, everything's oscillations with you: first you 
have your oscillations, then the Girl has her oscilla-
tions, and now we hear the rabbits have oscillations. 
Next thing you' l l be digging up some sort of oscilla-
tions for me too, I suppose,' the Wolf concluded sar-
castically. 

'Natural ly, ' said the Electrical Circuit. 'The num-
ber of wolves is inversely proportional to the number of 
rabbits: the more wolves the fewer rabbits; and con-
versely, when the number of wolves decreases, the 
number of rabbits increases. And the result is oscil-
lations. ' 

After a longish pause the Wolf growled: 'Hold on, 
hold on. Let 's go back and start with the Girl again — 
her case might be easier to understand.. . ' 

At that point we shall leave our fairy-tale friends 
to their conversation and try to explain ourselves what 
is common to the swinging of a swing, the processes 
occurring inside an electrical circuit, and the number 
of wolves in the forest. At first sight they seem to have 
very little in common; but if we look more closely, 
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we shall see that all three phenomena behave in an 
oscillatory manner. 

We shall now convince ourselves t ha t this is so. 
The swing is in fact a simple pendulum (Fig. 13a). 

Figure 13 

The displacement of the pendulum at any instant can 
be conveniently specified by the angle A between the 
axis of the pendulum and the vertical (Fig. 136). We 
shall consider the angle A positive when the pendulum 
is to the right of the vertical, and negative when it is 
to the left. Let us displace the pendulum by the angle 
A (this will be its initial displacement) and release it. 
Under the action of gravity the pendulum moves 
towards its equilibrium position, namely the vertical 
axis, reaches it, and keeps on going by virtue of the 
momentum it has acquired. Then the force of gravity 
sends it back towards the vertical position again, and 
again the momentum of the bob carries it on past. 
And so the process goes on repeating itself, the ampli-
tude of the motion decreasing a little each time un-
til the pendulum finally stops. 

If we fixed a small piece of slate to the pendulum 
bob and drew a sheet of paper along underneath it at 
right angles to its motion (Fig. 136) the slate would 
leave a trace, the shape of which is reproduced in Fi-
gure 13c in the form of a graph. This is the typical 
graph of a damped oscillation (that is, one that gra-
dually dies away). 
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We now note that there are two essential factors 
responsible for the oscillation's taking place: first, 
the force of gravity tending to pull the pendulum to-
wards its equilibrium position all the time; and se-
condly, the pendulum's inertia (or momentum) tend-
ing to maintain its motion. The interaction of these 
two opposing tendencies produces the pendulum's 
oscillatory motion. 

The first of these two tendencies we shall call the 
tendency to stability, the second, the dynamic tenden-
cy (the tendency towards motion). 

Now let us examine the electrical circuit. I t consists 
of two components—a condenser and a coil—connected 
in a series loop containing a switch (Fig. 14). The 
condenser has the ability to store electric charge: it 
becomes charged if you connect it up to a battery, 
the magnitude of the charge being directly proportional 
to the voltage of the battery. 

Suppose the initial charge in the condenser is 
When we close the switch, the condenser immediately 
starts discharging, sending an electric current through 
the coil. The current sets up a magnetic field in the 
coil. (This is why a piece of iron becomes magnetized 
if you put it inside the coil.) 

The magnetic field thus set up induces a voltage in 
the coil such as to oppose any change in the current 
flowing through the coil. This means that the coil 
keeps the current flowing after the charge in the con-
denser has reached zero; and this current re-charges 
the condenser with a charge of opposite sign. So the 
circuit returns to its initial condition except that plus 
and minus have changed places. The condenser then 
discharges through the coil again; and so the procesd 
continues. 

It is obvious that the electric charge in the conden-j 
ser behaves in an oscillatory fashion just like a pen-
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dulum. Here again, it is clear that there are two tenden-
cies that interact to produce oscillation: the tendency 
for the condenser to discharge and thus to reach a stable 
condition; and the inductance of the coil generating 
a magnetic field tha t tends to maintain the flow of 
current and thus to prevent the circuit from reaching 
the equilibrium condition (Q= 0). Obviously, the dis-
charging of the condenser represents a tendency to-
wards stabi l i ty, and inductance gives rise to a dyna-
mic tendency in the circuit. 

Now for the relationship between wolves and rabbits, 
or the dynamics of contacting populations in general. 

In biology, a population is a close-knit group of 
organisms belonging to the same species. So we can 
talk about a population of wolves and a population of 
rabbits. Both populations interact with each other for 

the simple reason tha t wolves eat rabbi ts with great 
relish. Let us examine the following woodland situa-
tion. 

Suppose the numbers of rabbits and wolves are in 
equilibrium. Each time one rabbit is eaten, another 
rabbit is born to replace it; and each time a wolf dies, 

death is compensated by the birth of a cub. This 
Picture may not be exactly idyllic; but it is a possibi-
lity. 

Suppose the number of rabbits suddenly increased 
as a result, say, of a breakdown in the rabbi ts ' bir th-

Figure 14 
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control system. The wolves would suddenly find plenty 
to eat, which would favour their reproduction, and 
soon their numbers would also increase. As the wolves 
multiplied they would be eating more rabbits, so the 
number of rabbits would begin to drop. Eventually 
there would be comparatively few rabbits about, and 
the by now large number of wolves would find them-
selves facing hard times. They would begin to die of 
starvation and disease resulting from malnutrition 
until the wolf population was significantly reduced 
in numbers. And this in turn would result in another 
population explosion among the rabbits; and so on. 

As we can see, an oscillation of both population 
sizes is set up about the equilibrium condition (Fig. 
15). This oscillation is again the result of two factors. 
One factor is associated with the wolves' appetite and 
the rabbits ' fecundity: these tend to keep the wolf-
rabbit system in a state of equilibrium (shown by the 
broken lines in Figure 15). The other factor is the lag 

Figure 15 

between population size and living conditions. Whed 
there is a change in conditions, the population does 
not change immediately, but only after a time, the 
exact length of the delay depending on the birth-rate 
the population can sustain. This latter constituted 
the dynamic factor. 

And so the pendulum, the electric circuit, and thd 
rabbit population are systems that exhibit oscillatory 
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behaviour. For the purposes of cybernetics these diffe-
rent systems can all be treated as the same thing, 
thanks to the concept of the oscillator. 

What is an oscillator? 
By an oscillator we mean any transformation of an 

input X into an output Y such that a change at the 
input produces an oscillatory response at the output. 
This means that a stepwise change at the input results 
in the kind of output shown in the upper graph of 
Figure 16; the lower graph in the figure shows the out-
put resulting from a pulse type of input. 

Figure 16 

Clearly, this oscillator behaves in exactly the same 
way as the examples we have been looking at. I t differs 
from them only in its lack of physical details. Here, 
only the basic idea remains—the nature of the change 
in the output for a given change in the input. 

This is quite sufficient for the purposes of control-
ling such an oscillator because control is general rath-
er than specific in nature. Let us illustrate this point 
using one of the above examples. 

The girl on the swing can swing with constant am-
plitude only by applying an effort in a particular way— 
by pushing against a wall in front, of her with her foot, 
l°r example. In terms of cybernetics we can say that 
Pulses are impressed periodically at the input of the 
oscillator, the time between pulses being exactly 
e(lual to the period of the oscillation. The output of 
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Figure 17 

The girl has to push against the wall at precisely 
determined times, namely: whenever the swing is 
close to the wall. The source of the periodic pulses is 
the girl herself. As the swing approaches the wall she 
gives the wall a kick with her foot. So if the oscillator 
(the swing) is to produce undamped oscillations, we 
have to have a regulator (the girl) that uses informa-
tion it receives about the output of the oscillator to 
determine when it should provide a pulse at the input 
(the kick against the wall). This system is shown in 
Figure 18. 

Figure 18 

This is just the sort of arrangement we find in an 
electric generator—a source of periodic oscillations. 
In the generator an electric circuit, which, as we have 
already seen, is an oscillator, takes the place of the 
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swing; and the girl is replaced by a regulator that con-
verts the output oscillations into a series of pulses that 
are fed back into the input. 

So control has a universal quality that is independent 
of the physical nature of the controlled object. That 
such a generalized approach to control processes is 
possible for objects of varying physical make-up was 
first stated by Norbert Wiener, who is rightfully 
called 'the father of cybernetics'. 

Until cybernetics made its appearance, control pro-
cesses in an electric generator were investigated by 
electrical engineering, control of the motion of a clock 
pendulum (in effect a swing) was dealt with in mecha-
nics, and control of population dynamics in biology. 
Norbert Wiener was the first to point to the universal 
nature of control and to show that the organizing of 
an object (the lowering of its entropy) could be achie-
ved by means of standard procedures, that is, by 
applying the methods of cybernetics independently 
of the physical characteristics of the object. 

The development of these universal methods of 
control has only just begun. At the present time a 
process that may be called cybernetization is taking 
place in science, a process of increasing application 
and use of universal control methods. These methods 
are being worked out by cybernetics and are finding 
their application in various branches of science and 
technology for the purposes of acquiring knowledge 
and achieving control. 

This last stage in the history of control opens up 
such staggering prospects for the development of scien-
ce and technology that Norbert Wiener has justifiably 
called it the second industrial revolution. 

But let us get back to chance interference and man's 
struggle against it . Man has had some notable successes 

this field. He has developed and put into operation 
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a wide variety of methods both for doing battle wit! 
interference and for peacefully coexisting with it . Ir 
the latter case man has developed measures that ligh 
ten the burden of coexistence. 

4. THE BATTLE WITH CHANCE INTEBFEBENCE 

The war man wages against chance has two fronts, 
On one front the chief weapons are various means ol 
crushing and annihilating chance—for example, sound-
proofing is a defensive measure designed to prevent 
noise from penetrating your flat. The second front 
seeks peaceful means of coexistence with chance inter-
ference. These diplomatic methods allow us to develop 
such patterns of behaviour as tend to prevent inter-
ference from disturbing us to so great an extent. A 
simple example of this is the way we raise our voice? 
on the telephone when the line is bad, and repeat 
individual words and phrases, and so on. Here the 
interference is allowed to remain at the same level, 
and it is we who adopt a special procedure that enables 
us to maintain contact despite its presence. 

To illustrate this let us examine the working of a 
very simple communication channel between two 
people talking to each other as shown in Figure 19. 

Figure 19 

A system like this is liable to be acted upon by three] 
types of interference. 

8 2 



Interference Number One is that due to the trans-
mitter. It manifests itself as incorrect pronunciation 
of words, perhaps as a result of lisping, rhotacism, 
swallowing the ends of words, stammering—anything 
in fact that comes under the heading of bad diction. 

Interference Number Two originates in the external 
medium: background noise, the clanging of trams, 
the conversation of other people, the laughter or cry-
ing of a child, and so on. 

Interference Number Three characterizes the effec-
tiveness of the receiver, here—the listener. I t may 
result from poor hearing, poor knowledge of the lan-
guage, poor eyesight (it is known that speech is easier 
to understand if you can watch the speaker's gestures), 
poor condition of the listener's nervous system (ring-
ing in the ears, alcoholic intoxication, and so on). 

All three types of interference have an adverse 
effect on the communication process (the conversation); 
and if they reach a high enough level they can actually 
prevent communication altogether. We shall not con-
cern ourselves with the first and third types of inter-
ference—those inherent in the transmitter and the re-
ceiver—because they are highly specific and depend 
on the physical nature of the transmitter and the re-
ceiver, respectively. In order to overcome interference 
due to stammering, for example, it would be better 
to engage the services of a good speech therapist rather 
than a specialist in cybernetics. Similarly, cases of 
deafness should properly be referred to a physician. 
If we strike analogous problems in setting up a radio 
link, we should call in a radio technician. And in stu-
dying the relations between domestic animals inter-
ference is analysed by a veterinary surgeon. 

Interference Number Two is the one that interests 
us, that is, the interference that arises in the commu-
nication channel itself. This interference has the same 
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physical structure as the signal carrying the message; 
it wears the same dress as the signal, so to s p e a k -
otherwise it would not interfere with us. For example, 
when we are trying to carry on a conversation in a 
tram it is the clanking of the wheels and the cries of 
the conductor that get in our way, rather than the spar-
king at the current collector: here an acoustic channel is 
obstructed by acoustic interference. Similarly, an 
optical communication channel will be obstructed by 
optical interference, and a radio channel by radio 
interference. 

Figure 20 shows two examples of useful information-
bearing signals interacting with chance interference. 

Figure 20 

As we can see, the interference seriously distorts the 
useful signal in each case. 

Every communication channel is characterized by 
a certain level of noise, that is, of distortion of the 
signal by interference (noise). In order to characterize 
the effectiveness of a particular channel it is conveni-
ent to introduce some means of measuring this noise 
level, some number that will indicate how badly the 
channel transmits information as a result of interfe-
rence. For this purpose it is common to use, as an 
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index of noise level, the signal-to-noise ratio obtained 
by dividing the amplitude of the noise (a) by the 
amplitude of the useful signal (b): 

This quantity defines the noise level of the channel. 
To give us an idea of the practical significance of this 
quantity we may note that when K = 1 , conversation 
is impossible: interference stifles the signal to such an 
extent that the listener cannot make any sense of the 
message at all. 

We can see from the above formula that there are 
two possible ways of reducing the signal-to-noise 
ratio: 

(a) by suppressing the interference a, tha t is, by 
lowering the noise level (this corresponds to the first 
front of the battle with interference); 

(b) by raising the level of the useful signal, in other 
words by increasing the amplitude b. 

In either case communication efficiency will be im-
proved. 

However, the second method (increasing the strength 
of the useful signal) has rather severe practical limita-
tions. It is a simple matter of fact that you cannot 
continue a conversation for very long if you have to 
shout all the time—your voice will just not stand up 
to it; and shout as you will, without a telephone you 
will not be able to hold a conversation with someone 
on the other side of town. And with radio, the strength 
of the signal is limited by the power of the transmitter 
and cannot be increased beyond a certain value. In 
other words, we may as well forget about this particular 
method. 

Hut there is another way of overcoming a high level 
°f interference. This is by increasing the redundancy 
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of the message, that is, by repeating it and by askinj 
the transmitter to go over places where we suspeci 
that we have not received the message correctly, ani 
so on. These methods constitute the second front oi 
the battle with chance interference. 

Let us examine the weapons we can deploy on eacl 
of these fronts. 

A. THE FRONT FOR STIFLING CHANCE 

The first and most effective measure against chanci 
is feedback, with which we shall now begin. 

f e e d b a c k 

We first encountered the concept of feedback il 
connection with Maxwell's demon. The demon reprej 
sented a control system functioning so as to lowe] 
the entropy of the controlled object (the box togethej 
with the molecules of gas) by sorting the moleculej 
according to their speeds. Here feedback consisted il 
the demon's observing the behaviour of the molecula 
and acting on his observations to operate the shuttel 
and so to assign molecules to one side of the box oj 
the other. As we saw, this feedback made the systeni 
' l ivelier ' . 3 

In general, feedback consists in arranging for 4 
certain action to be applied to the controlled object! 
this action being itself based on information receive! 
about the object's behaviour. I 

Feedback is extremely common in living natural 
I t is safe to say that animals and plants depend on i! 
for their existence. ] 

Let us have a look at an example of the kind of feed! 
back that man has created for the purpose of doio| 
battle with chance. 
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Man's activity is chiefly directed towards securing 
independence from the capricious and fortuitous 
whims of nature. Living in such chancy surroundings, 
man's first thought is to stabilize his immediate envi-
ronment at the appropriate level—to procure the 
constancy of his microclimate regardless of the state 
of the weather, if you like. This is why he builds 
houses and kindles fires in them, the kindling of a 
fire for warmth being a manifestation of feedback 
because it is man 's defensive reaction to cold aimed 
at providing an equable temperature within his micro-
climate. 

In a modern dwelling the function of maintaining 
a constant temperature is performed by an air-condi-
tioning system. How does it work? 

Our habitation comes under the influence of two 
factors. One of them is the elements themselves— 
chiefly the temperature of the air surrounding the buil-
ding, and also wind, which intensifies the severity 
of the weather, and humidity. All these elemental 
forces affect the temperature inside the house. If 
the elements constituted the only factor, the inside 
temperature would change in the same way as the out-
side temperature, apart from a certain time lag. But 
feedback serves to maintain the inside temperature at 
a constant level. I t works as follows: the temperature 
in the building is measured and compared with the 
desired temperature, and the heating element of the 
air-conditioner is switched on or off as appropriate. 
And this constitutes feedback. 

Here feedback is effected by a regulator capable of 
giving instructions to the air-conditioner. The regula-
tor receives information about the temperature in 
the room and processes this information by comparing 
J! with the desired temperature. Having processed the 
information, the regulator completes the control cycle 
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by sending the heater an instruction. As a result, th<j 
inside temperature is kept at the desired level regard| 
less of the chance behaviour of the elements. j 

In this way feedback enables us to overcome thfl 
chance factor. | 

Another measure for suppressing chance is the cu-j 
mulative method. 

s e v e n t i m e s m e a s u r e . . . 

The Russian proverb 'Seven times measure, thei^ 
cut ' illustrates splendidly the application of the cusi 
mulative method for the purposes of combatting ran-j 
dom interference. I t is a well known fact that any proj 
cess of measurement involves error. Error is essentially 
a chance phenomenon that interferes with precisfl 
measurement. Every measuring device, be it a rule| 
a clock, a thermometer or anything else, measures to 
within a definitely statable accuracy determined b j 
the quality of its workmanship. The higher the quality^ 
the more accurate the device. An ordinary wristwatchi 
for example, can measure a period of twenty-fou| 
hours to an accuracy of about one minute; a chrono>J 
meter does the same thing to within about a second} 
and the most accurate and expensive timepiece wfl 
possess—the atomic clock—does it with an error 
a millionth part of a second. From this we may con-! 
elude that precise measurement requires expensive 
equipment. 

Is it, then, impossible to obtain accurate measure-
ments with inaccurate instruments? Can we make) 
measurements finer than those that the most accurate! 
of measuring devices will allow? 

Yes, we can. 
Here, we do battle with random errors by making 

a large number of measurements and then averaging 
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them. This average differs from the true value by an 
amount smaller than that of any of the actual measure-
ments. In other words, the average of several measure-
ments is always more accurate than a single measure-
ment. 

You can test this yourself by means of a simple 
experiment. (The writer has often performed this ex-
periment in lectures, and invariably with complete 
success.) Ask your guests to estimate by eye the length 
of some object that happens to be handy—a pencil, 
for example. Write down all their estimates and 
work out the average. The value you obtain will turn 
out to be surprisingly close to the actual length of 
the pencil. Why is this so? 

The point is that although each person gives a very 
rough figure for the length of the pencil, their errors 
can each be equally either positive or negative: some 
estimates will be too high, others too low. When the 
errors are combined by adding the estimates, they 
tend to cancel each other out. So when we divide 
the sum by the number of estimates to get the ave-
rage, the result is more accurate than any single es-
timate. 

Obviously, the accuracy obtainable by such a pro-
cedure improves as the number of measurements in-
creases. It is therefore theoretically possible to achieve 
any desired degree of accuracy by repeating the mea-
surement a sufficient number of times. 

In practice, however, it is difficult to achieve a very 
high degree of accuracy by the cumulative method 
because it involves a square-root law: the gain in accu-
racy is proportional to the square root of the number 
°f measurements. So that whereas four measurements 
a ! | ' sufficient to double our accuracy, to improve 
'i !>y one order—that is, by a factor of ten—we would 
S quire one hundred measurements. 
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Let us examine another example of the cumulative 
method. 

In certain chemical engineering processes the con, 
centration of a continuously prepared solution fluctuas 
tes all the time. Since these fluctuations are due to t 
large number of complex factors, they may be regarded 
as being random. The problem arises of how the avera-
ge concentration of the solution should be determined 
if the requisite chemical analysis takes a long time. 
At first glance the answer appears to lie in taking frej 

quent samples, analysing them, and averaging th< 
results over a whole shift. This would give us a correci 
result, but it would be very time-consuming. Then 
happens to be a simpler and more elegant method thai 
allows us to obtain the same result at the expense ol 
only a single analysis. 

Here it is. We take strictly uniform samples of the 
solution periodically; and instead of sending them one bj 
one to the laboratory we collect them together in a single 
tank. During the shift a definite number of samples 
accumulates in this tank. At the end of the shift the 
contents of the tank are thoroughly mixed and then 
subjected to chemical analysis. The results of this 
analysis will give the average concentration of the 
solution during the shift. 

In this example averaging is achieved by stirring 
the contents of the tank. A single accurate analysis 
then gives a numerical value for the concentration ol 
the averaged solution. 

So chance factors in measurement can be success-
fully dealt with by the cumulative method—a generals 
purpose method that considerably reduces the effects 
of chance on the final result. 

Contemplation of the cumulative method leads us 
immediately to consider another method for dealing with 
chance interference: the method known as filtration. 

00 



f i l t r a t i o n 

In everyday life filtration means the separation of 
a liquid from a mixture containing the given liquid 
together with non-liquid foreign matter, the latter 
being equivalent to interference. This is done by pass-
ing the mixture through a filter that takes the form 
of a fine-mesh gauze that retains the solid phase. In 
other words, filtration is the separation of a mixture 
into its two constituent phases, liquid and solid. 

And it was this perfectly ordinary, everyday opera-
tion that strayed across into the field of radio tele-
communications, and from there into radar. On the 
way, of course, the object of filtration changed from 
apple juice to radio signals. 

We are all aware that communication channels, be 
they telephone wires or, for radio, simply the atmos-
phere, are prey to stray electrical interference that 
gets into the channel and mingles with useful signals. 
This interference is both natural and artificial in ori-
gin. 

Natural interference is born of atmospheric electri-
city, lightning in particular. Anyone who has ever 
switched on a radio-set during a thunderstorm will 
be familiar with the dry crackle of the lightning that 
it picks up. Artificial interference results from the 
electric sparking associated with various electrical 
appliances, both industrial and domestic—electric 
welders, faulty electric motors, trams, trolleybuses, 
and so on. All of these produce miniature lightning 
discharges that clutter up our channels of communi-
cation. 

All this random interference combines with the use-
ful signal to form a highly 'unappetizing' mixture in 
which the useful signal is often totally submerged, 
ft was for just this reason that science's battle against 
'nterference began with the birth of radio. 
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What do we mean by the 'battle against interfere^ 
ce'? In order to understand a given communication 
we have to distinguish the useful signal and filter i* 
out from the random interference. This task is perforl 
med by an electrical filter that separates the useful 
signal from the mixture of signal and interference! 
This mixture is fed into the input of the filter, anq 
the output should be the filtered signal. And that i j 
the basic idea of filtration. 

But until the advent of radar the need for isolating 
the useful signal was not so sharply felt. For the purl 
poses of ordinary communication we could rely oii 
redundancy—repeating the message several times! 
for example—to increase the reliability of our commu4 
nication channel in conditions of interference. Radar—< 
the location of an object by means of a radio signal 
reflected from it —immediately made filtration o^ 
paramount importance, because the reflected signa|| 
is always millions of times weaker than the pulsdf 
sent out by the transmitter. The reason for this is thatf 
the original signal is reflected in all directions at once»; 
which means that attenuation of the reflected signal! 
takes place very rapidly. This is why radar receiving! 
antennas are made as large as possible. < 

You can get an idea of the effect of very rapid attend 
uation from the following simple experiment. On » 
sunny day take a large metal billiard ball, or a ball 
from a ball-bearing, and a mirror of the same size,' 
and place them side by side. (If a suitable mirror can-; 
not be found, take a larger one and cover it with black 
paper, leaving a hole in the paper of the same size as 
the ball.) The ball represents a radar target, the sun 
a radar transmitter, and your eye a radar receiving 
antenna. We still have to account for the mirror: i t 
represents an ideal reflector, reflecting the entire signal 
in a single direction without scattering (actually it 
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(loos scatter light to some extent; but the amount of 
scattering is very small and can be ignored for the 
purposes of this experiment). 

Suppose we set the ball and the mirror at eye level 
ami arrange the mirror so that its reflected beam is 
horizontal and is therefore always easy to see. Then 
we step slowly backwards away from the ball and the 
mirror, keeping the beam from the mirror always in 
view. After a few steps we notice that the patch of 
light from the mirror is still nearly as bright as ever, 
whereas the sun's reflection is hardly visible in the 
metal ball at all: a few more steps and it disappears 
from view altogether, while the mirror goes on shin-
ing as brightly as before. 

A radar signal reflected from an aeroplane fades out 
in exactly the same way. And the smaller the reflected 
signal gets, the more easily is it swallowed up by the 
interference that abounds in both the atmosphere and 
the receiving apparatus itself. But this is not the only 
difficulty. When the enemy discovers that he is in 
the beam of a radar transmitter, he takes counter-
measures by simulating interference with the object 
of making the radar monitor's task all the more diffi-
cult. 

As a result, the reflected signal picked up by the 
receiver is so small, and the interference is so great, 
that only very reliable filtration can enable the radar 
to function effectively. 

Yet how can we filter out the signal? 
'['here are several methods for filtration; and we shall 

now examine some of them. 

The smoothing filter 

This type of filter makes use of the averaging pro-
( (,dure that we have already described for taking an 
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average over a certain time interval T. I t works as 
follows. 

Suppose a continuous signal is fed into the input 
of the filter. At an instant of time tx the filter outputs 
a signal equal to the average value of the input over 
the time interval from (tx — T) to tv In Figure 21 

Figure 21 

we see that the effect of such a filter is to smooth out 
the incoming signal. This is what we would expect, 
because any averaging process smooths or levels 
out the factual data: it is this that enables us to over-
come any interference that takes the form of random 
vibrations. In radio engineering, vibration interference 
is known as 'white noise'. I t consists of a mixture 
of various oscillations, just as white light results from 
the blending of different colours. 

However, although averaging enables us to overco-
me white noise interference, it also distorts the basic 
signal. The effect of this distortion is to 'smear' the 
signal out along the time axis, as it were. The shorter 
the signal the worse the distortion, because the main 
effect of the filter is to eliminate vibrations—and a 
short signal is very similar to a single interference 
vibration. 

Consequently, in separating the useful signal from 
the random interference, the smoothing filter also 
distorts the signal. 
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Tbis defect is absent in the correlation filter. 
But first we shall have to explain what we mean by 

correlation. 

Correlation 

The word 'correlation' signifies the presence of an 
interrelation. If two phenomena are mutually united 
by something and if they are somehow interconnected, 
we say that they are correlated. By defining the corre-
lation in a particular case we can protect ourselves to 
some extent from chance. 

Let us examine the concept of correlation in the light 
of the following example. We all know that when we are 
invited to look through an album of family photographs 
we are expected to delight our hosts by guessing their 
close relatives; and that it is easy enough to oblige 
because close relatives usually resemble one another: 
their faces correlate. We shall express the resemblance 
between two faces in the form of a number K having 
values between zero and unity. Zero indicates that the 
faces are completely unlike; and unity that they are 
absolutely identical, like twins. Intermediate values 
of our 'coefficient of resemblance' indicate appropriate 
intermediate degrees of similarity. And since similarity 
is a reciprocal relationship, we may call K a correla-
tion coefficient. 

The question is how to determine values for this cor-
relation coefficient. We shall do this by using the cu-
mulative method we discussed earlier. 

We take three photographs—one each of a son, his fat-
her, and his grandfather (taken at the same age for each, 
if possible, so that grandfather's whiskers and grand-
son's tousled hair do not complicate the issue)—and ask 
°ur friends to estimate the degree of similarity between 
them, that is, to give their values for the correlation 
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coefficients for each possible pair of the three photo* 
graphs according to the following scale: 

Identical K — 1 
Very similar i i==0.7S 
Similar K = 0.5 
Scarcely similar K — 0.2S 
Not similar A' = G 

We record the results in tabular form as follows: 

Serial Son—father Father—grand fa-
ther Son—grandfather 

1 0.75 0.5 0.5 
2 0.75 0.75 0.25 
3 0.25 0.5 0.5 
4 0.5 0.75 0 .5 
5 0.75 0.75 0.5 
6 0.5 0.5 0.25 

Average: 0.58 0.64 0.37 

From these results we can conclude that the simila-
rity between the son and the father is the same as that 
between the father and the grandfather because 0.5q 
and 0.64 are near enough to being equal. This is what 
we would expect since in . either case we are dealing 
with the relation between a father and a son (father is 
to grandfather as son is to father). 

Now we want to find out how the correlation coeffi-
cient varies from generation to generation. Let N be 
the generation number, positive for future generations 
and negative for past generations. So N=0 is my 
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generation, N=i is my children's generation, N=2 
is my grandchildren's generation, N=—l is my pa-
rents' generation, and N=—2 is my grandparents' 
generation. 

We shall now denote the coefficient of correlation 
between generations zero and N by K(N). In other 
words, K(N) expresses the degree to which I resemble 
the Nth generation. Obviously, K(N) has the following 
property: 

K(N) = K(— N) 

which means that I resemble the Nth generation to 
the same extent as the Nth generation resembles me. 

We shall begin our deliberations with respect to 
the son, the son being myself. Since I represent the 
zeroth generation (7V=0), the correlation coefficient 
will in this case be equal to unity (the maximum pos-
sible value) because I am more like myself than any-
body else. My father has a correlation of 58 percent 
with me (AT=0.58), my grandfather 37 percent ( K = 
=0.37). Therefore, the correlation graph for me and 
my forebears takes the form shown in Figure 22. 

Figure 22 

Now we shall examine the situation with respect 
to the father, so that I am now the father. I correlate 
with my son to 58 percent, and with my father to 64 
percent. My relationship with neighbouring generations 
is therefore as depicted in the graph of Figure 23. 
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Figure 23 

Now suppose I am the grandfather. The correlation! 
graph then takes the form shown in Figure 24. 

Figure 24 

If we take a good look at these three graphs, we can 
see that they are segments of a single, larger graph for 
a succession of generations. This is the graph shown 
in Figure 25. It is a symmetrical graph, which indicates 

Figure 25 

that the process of inheriting external characteristics 
is the same for both the past and the future. For very 
large values of N, that is, in the distant future, K 
will be equal to zero. In other words, my distant 

98 



descendants will not resemble me at all, which is a 
fairly logical conclusion that nobody could object to. 
For large negative values of N the graph behaves in 
exactly the same way, again revealing the undeniable 
truth that my distant forefathers did not bear the 
slightest resemblance to me. 

The relationship that we have been looking at be-
tween the correlation coefficient and time is called a 
correlation function. Such functions are extremely 
common and are very useful for studying the pheno-
mena of our chancy world because they show how 
chance processes are related to time. 

The whims of fashion, for example, are found to be 
not matters of chance at all, but to have a definite 
correlation. We can set up a correlation graph linking 
present fashions with those of the past. The graph we 
obtain has the characteristic shape shown in Figure 
26, containing a number of peaks. The peaks of the 

graph indicate points of resemblance between current 
fashions and past fashions at times tv t2 and ts years 
ago. Experienced fashion designers are well aware of 
this relationship and use old vogue magazines as a 
source of inspiration, working on the principle that 
new' means 'old and long forgotten'. And this gives 

r ise to similar oscillations in fashions. 

Figure 26 
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How much information does a word 
contain? 

An interesting example of the correlational method 
is its application to the analysis of interdependence 
between letters in a word and between words in a 
phrase. Let us determine the correlation between letters 
in individual words and between words in separate 
sentences. 

Suppose we perform a simple experiment. We take 
a dozen or so words at random and ask someone to 
guess each letter of a word in succession. If there were 
no connection at all between the letters, the correlation 
coefficient (the proportion of correct guesses) would 
be close to zero. But experience shows that the pro-
portion of correct guesses is large—on the average 
more than fifty percent of all attempts. This means 
that the letters of a word exhibit an obvious correla-
tional interdependence; this is graphed in Figure 27. 

Figure 27 

The presence of correlation makes our language re-
dundant and enables us to guess words quite easily 
even when there are a large number of mistakes and 
misprints. This redundancy proves to be a sound de-
fence against chance interference. For instance, q 
we receive a telegram that concludes with the w o r d s 
'munch love', we can make out easily enough that the 
sender wishes to convey the abundance of his love 
rather than its edibility. 
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If we carry out a similar experiment to determine 
the correlation between words in a phrase, the result 
(the probability of a correct guess) is not quite so im-
pressive; but it is sufficient, nonetheless, to indicate 
some degree of correlation. The probability of correct-
ly guessing a word in an average Russian text is about 
one tenth, that is, about one word in ten can be gues-
sed correctly. 

True, this figure varies widely depending on the 
nature of the text. Technical literature is characterized 
by a high level of redundancy, which facilitates rapid 
scanning of technical material and also enables one 
to read technical articles in an unfamiliar language. 
Particularly high redundancy characterizes the ex-
changes that take place between an airline pilot in 
the air and the airport flight controller on the ground. 
In this case the use of redundancy is prompted by the 
severe and possibly tragic consequences of a mistake; 
so the probability of mistakes is made extremely small 
by using a high level of redundancy. The lowest level 
of redundancy, that is, the least correlation between 
words, is found in the language of creative literature; 
non-conformity, expressiveness and unexpectedness 
are, after all, part of a creative writer 's stock-in-trade. 

It is interesting to compare the redundancy levels 
of written material and oral speech. The latter is found 
to have the greater redundancy. Indeed, in ordinary 
conversation we tend to indulge in a good deal of re-
petition with little care for niceties of style and use 
a great many superfluous words whose object is to give 
the speaker time to think about what to say next. 

On the other hand, living speech possesses possibi-
lities unknown to written language. It contains such 
additional aids to understanding as stress, intonation, 
and the peculiarities of the individual voice. The 
information contained in these devices alone may be 
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as much as fifty to seventy percent of the basic lexical 
content of the spoken message, and this tends to de-
crease the redundancy of the spoken word. Thus the 
sentence 'What have you done?' has different meaning 
depending on which word is stressed. 

Now let us see how correlation can be used to filter 
a useful signal from a background of interference. 

The correlation filter 

The chief peculiarity of the correlation filter is that 
it uses information about the form of the received 
signal (whereas the smoothing filter does not). Details 
regarding the form of the useful signal contain an 
unusually large amount of information and enable us 
to separate out the useful signal with a fair degree of 
reliability. 

We all know that it is pointless to go into the woods 
looking for mushrooms and berries at the same time; 
yet quite a lot of enthusiasts try to do just this—and 
finish up finding neither mushrooms nor berries. 
Whenever we decide to look for something, that so-
mething is a particular object having particular cha-
racteristics. Knowledge of these characteristics enables 
us to find what we are looking for quickly. But if we 
start looking for several things at once, all having 
different properties, our search will be ineffectual. It 
is better to look for one thing and find it, and then go 
on to look for the second thing, and so on. 

My wife informs me that her searches for new ap-
parel in fashion magazines have to be prosecuted in 
accordance with the above principle: first you flick 
through the pages looking for a suitable evening dress; 
then you flick through a second time in search of a 
new bathing costume; and so on. But if you try to 
find everything you need at once, you stand a fair 
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chance of finding nothing at all however many times 
you go through the magazine. 

But to return to the correlation filter. The idea of 
correlation is both simple and elegant. I t involves 
determining the correlation coefficient for the signal 
we receive and the signal we expect. The latter we may 
call the standard signal: information concerning this 
signal is pre-loaded into the filter. If the correlation 
coefficient is large, it means that a correlation exists 
between the received signal and the standard signal— 
in other words, they are related, and the communica-
tion contains a useful signal; if the coefficient is small, 
there is no useful signal. 

How is the coefficient of correlation between the 
actual and the standard signal determined? 

All the correlation filter has to do is to multiply 
them together and average the result. This it does 
by passing the product of the two signals through a 
smoothing filter. The smoothing filter outputs the 
required correlation coefficient. We then have only 
to decide whether to regard the coefficient as large, 
thereby acknowledging the presence of the useful 
(standard) signal in the received pulse, or small, 
meaning no useful signal. This last step is performed 
by a decision-making device; we shall examine how 
this works later. 

Figure 28 shows a block diagram for a correlation 
filter. Here the product block multiplies the received 

Figure 28 
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signal by the standard signal, and the decision-maker 
only outputs a signal if the corresponding correlation 
coefficient is large. 

In order to get a better idea of what the correlation 
filter does, let us look at the examples sketched in 
Figure 29. From them we can see how the trick of 
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Figure 29 

multiplying the signals enables us to overcome the 
difficulties associated with interference to a signifi-
cant degree. And this is the advantage of correlative 
reception. 

Correlative reception of information is extremely 
common in ordinary life and we use it widely. Indeed, 
knowing the signal we are supposed to receive is the 
same thing as expecting to receive it, in which case 
it is almost impossible to pass over it without recog-
nizing it. The importance of internal organization for 
the reception of a given piece of information is well 
known. For example, if we are looking for a particular 
friend in a crowd, we may bump into dozens of acqu-
aintances without even recognizing them; but we shall 
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see the person we are looking for while he is still a long 
way off. This is the essence of correlative reception 
in which interference is filtered out to make way for 
the expected information. In this case our acquain-
tances constitute interference tha t complicates the 
business of finding the person we are looking for; 
but our internal filter blots them out. 

B. PEACEFUL COEXISTENCE 
WITH CHANCE INTERFERENCE 

As we have already seen, no method of diminishing 
the effects of chance interference can eliminate it enti-
rely. We are always left with a certain amout of ran-
dom distortion which we have to take into account. 
Even after all our at tempts to suppress chance, our 
thrice chancy world remains chancy—to a lesser ex-
tent, perhaps, but still chancy all the same. 

It is natural , therefore, to ask whether in such an 
incorrigibly chancy world we will ever be able to ob-
tain very precise information or to perform very pre-
cise actions. To put it in a nutshell: can we ever act 
in circumstances involving interference without in-
curring even a very small number of errors? Or are 
we doomed to live joyless lives made bi t ter by a con-
sistently high proportion of blunders? 

The history of man 's development has already 
provided answers to these questions. This is particu-
larly true of the history of our means of communica-
tion, namely: speech and writing. I t should be obvious 
that in a world subject to random interference (non-
rand om interference presents no problem—we can 
always adapt ourselves to it and thus shut it out) man 
Was forced—elementally, in the process of evolution— 
to devise reliable means of communication tha t would 
Permit of almost error-free social intercourse. The 
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universal means for doing this is redundancy, which we 
have already touched on above. 

What do we mean when we talk about redundancy 
in connection with organizing a communication chan-
nel? Here, we are chiefly concerned with such a system 
of coding a message as will enable us to correct any 
errors that arise during either transmission or recep-
tion. 

There are two ways of approaching this problem. 
One approach is to add to the transmitted message a 
particular control sign that enables us to check whether 
the message has been received correctly. If there is an 
error and it is detected by virtue of the control sign, 
the addressee can query the transmission by asking 
the originator to repeat the segment of the message 
containing the error. A communications system that 
operates on this principle is called an originator re-
ferral system. 

An example of such a system is the telegraph. An 
ordinary telegram always indicates the number of 
words it contains. This number functions as a control 
sign because it can be used to check, albeit roughly, 
whether the telegram is correct. Indeed, by counting 
the number of words in the telegram and com-
paring it with the control number we can quickly 
check the reliability of the telegraph. If the actual 
number of words is less than the control number, then 
obviously some words are missing from the telegram-
True, this constitutes a very crude test because it 
fails to distinguish between two different telegrams 
having identical numbers of words. Nevertheless it 
is still a check, however crude. 

The other approach to the problem of ensuring 
reliable communication depends on the use of a spe-
cial code that not only shows up errors as they occur, 
but at the same time enables us to correct them inde-
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pendently without referring them back to the origi-
nator. Codes having this property are called self-cor-
recting or error-correcting codes. 

Ordinary human language provides an example of 
such a code, because we can generally correct spelling 
mistakes in a message without referring back to the 
person that sent the message (and possibly made the 
mistake). Thus we can confidently amend a received 
'sope' to read 'soap ' ; but to do this, our corrective 
mechanism has to be familiar with the grammatical 
rules and exceptions of the English language. 

Let us examine each of these approaches separately. 

THE ORIGINATOR REFERRAL CHANNEL 

The basic problem here is the detection of error, 
because the actual business of referring back to the 
originator does not in itself present any new difficulty. 
How can we code a message so that it will reveal to 
us any errors it contains? 

We shall examine a code that is known as binary 
because it makes use of only two symbols: 0 and 1. 
Suppose 0 corresponds to the absence of a signal in the 
communication channel (a pause) and 1 corresponds 
to a signal. (We may note in passing that the famil iar 
Morse code—the famous Morse alphabet—is a typical 
example of a ternary code, a code tha t employs three 
symbols: dot, dash, and pause.) 

Every code consists of blocks, each containing the 
same number of symbols. An alphabet code, for ex-
ample, might consist of blocks of five symbols, as 
follows: 

A 00001 
B = 00010 
C = 00011 
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JT = 11000 
Y = 1 1 0 0 1 
Z = 1 1 0 1 0 

This code is completely devoid of redundancy. A 
message such as BY GAB, for example, which in code 
is: 00010 11001 00011 00001 00010, loses its meaning 
if there is a single mistake in any of the signals. In 
other words, this type of code does not show up er-
rors. How can we increase the redundancy of this 
code so that it will allow us to correct any errors that 
may arise? 

The first and simplest idea that comes to mind is 
to duplicate each signal, that is, to transmit each 
signal twice. The above message would then look like 
this: 

0000001100 1111000011 0000001111 0000000011 
0000001100 

Such a procedure would certainly enable us to detect 
errors whenever we noticed that the signals in any 
would-be pair were different. However, all our mes-
sages would then contain twice as many symbols; 
and this is too high a price to pay for the resultant 
gain in communication reliability. Suppose we try 
to assign numerical values to the pros and cons of 
duplication. 

The effectiveness of deliberately introduced redund-
ancy is characterized, naturally enough, by means of 
the following two quantities: 

1. The number (or percentage) of undetected, and 
therefore uncorrected, errors. 

2. The percentage increase in message length. 
Obviously, a good code will be one for which both 

these numbers are sufficiently small. 
Straight-out duplication gives us an increase in mes-
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sage length of 100 percent because each message is 
doubled. 

Now let us determine the number of undetected 
errors passed by a duplicated code. 

Suppose interference in the communication channel 
completely reverses, on the average, one transmitted 
signal in a hundred (reversing a signal amounts to 
introducing an error). The channel is then said to 
operate with a probability of error of one percent 
(1 /100) . 

With duplication an error will only remain unde-
l e t ed if both signals of a given pair—the basic sig-
nal and its duplicate —are changed by interference. 
The probability that one of them will be changed is 
1/100; but any single error will be speedily corrected 
by referring back to the originator: the referral com-
mand will appear as soon as a basic signal fails to 
coincide with its duplicate. But if both signals of a 
pair are the same (both wrong), referral will not take 
place and the error will pass unnoticed. 

Obviously, this event—two errors in succession — 
•ccurs much less frequently than a single error: one 

hundred times less frequently in this case. Consequ-
ently, duplication means that one error in a hundred 
will pass undetected on the average; the remainder 
will all be rectified. In this example, then, duplica-
' ion reduces the number of undetected errors by a 
iactor of one hundred. This is very good going; but the 
; rice we have to pay —doubling the length of the mes-
Nige — is too high. 

So although simple duplication has its uses, it is 
the best method for increasing redundancy. Let 

now consider another, more economical, method. 
Suppose wo add one more symbol to each code block 

tiins: a 1 if the sum of the five original symbols is an 
" ill number; and a 0 if it is even (zero is also to be 
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regarded as an even number;. From our original code 
we then obtain: 

For the letter A: 0 + 0 + 0 + 0 + 1 = 1, an odd number, 
so the new block is A =000011. 

For the letter C: 0 + 0 + 0 + 1 + 1 = 2 , an even numb-
er, so the new block for C is C=000110. 

Following this procedure right through, we obtain 
our new code as follows: 

A = 000011 
B = 000101 
C = 000110 

X= 110000 
Y = 110011 
Z = 110101 

This code now contains what we call a control sum 
(the last symbol in each block). This sum enables us 
to check the transmission accuracy of the message by 
checking each block for evenness and comparing the 
result with the control sum. 

Interference in the communication channel or in 
the receiver or the transmitter can reverse a signal, 
that is, turn a 0 into a 1, or a 1 into a 0. The evenness 
test obviously enables us to spot single errors because 
a single error in a block makes an even block odd and 
an odd block even. But if two errors occur in the 
same block, there is no change in the evenness or odd-
ness of the block and the error passes undetected. 
Three errors in the same block will again trigger the 
originator referral signal, and the mistake will be 
corrected. Four errors in one block will pass unnoticed. 
And so on. 

Consequently, the evenness test does not e l i m i n a t e 
all errors. A proportion of errors still gets through un-
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detected. Naturally, we want to know how large a 
proportion, that is, what percentage of errors do we 
fail to detect if we use this method of introducing 
redundancy. 

Let us therefore determine the percentage of un-
detected errors characteristic of the control sum method. 
As in the previous case, we shall again assume that 
the communication channel has a probability of er-
ror of 1/100, that is, on the average one mistake oc-
curs for every hundred symbols transmitted correctly. 

Let us consider a single block. I t consists of six 
symbols now, rather than five, the extra symbol being 
the control sum, which also has to be transmitted 
correctly. Suppose one symbol in the block has been 
transmitted incorrectly. If all the rest, including the 
control sum, are correct, there will be a discrepancy 
in the evenness calculation. This will immediately 
trigger the control mechanism that gives the command 
for originator referral, and the error will be eliminated 
as a result. 

But if one of the remaining five symbols is also 
wrongly transmitted, there will be no discrepancy in 
I he evenness figure and the error will pass unnoticed, 
ilow often does this happen? 

If the probability of error for one symbol is 1/100, 
then for five symbols it is approximately five times 
as great: the number of possible occasions on which 
errors may occur increases; hence there is a corres-
ponding increase in the overall probability of error, 
to 1/20 in this case. This means that one block con-
taining two errors occurs for every twenty blocks 
containing only one error (on the average). 

In other words, this method of introducing redund-
ancy decreases the number of errors by a factor of 
t venty. 

Consequently, the evenness test makes the code 
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twenty times more reliable. Correspondingly, the 
effects of random interference are twenty times less 
severe. At the same time it is clear tfiat, we have made 
no attempt to reduce the level of interference in the 
communication channel itself. We have achieved this 
magnificent result solely by virtue of an efficient me-
thod of coding, that is, by incorporating an evenness 
check in our code blocks. I n the process the length of 
our messages has increased by only twenty percent 
(one additional symbol to each original block of five). 

These methods of introducing redundancy make for 
a considerable improvement in the reliability of a 
code at the expense of a certain increase in code length. 
They can therefore be used to good effect for trans-
mitting messages in a communication channel that is 
subject to random interference. 

The advantage of using this kind of redundancy is 
obvious in the case of the telegraph. However, this 
method can also be used in other situations which, 
on the face of it, have nothing in common with the 
telegraph. One such application of redundancy is 
found in connection with the modern high-speed com-
puter. 

Computers offer tremendous scope for the use of 
redundancy. The need to incorporate redundancy is 
dictated by two vital factors: (1) tho human being 
tending the computer; (2) the unreliability of the com-
puter itself. 

In order to understand how the fallible human being 
in charge of a computer influences the effectiveness 
of its operation we need to know how information 
is fed into a modern computer. 

To solve a given problem the computer must be pro-
vided with information telling it haw to calculate 
and what to calculate. 

The first requirement means writing a programme 
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of operations that the computer has to follow in order 
to solve the problem and then introducing this pro-
gramme into the computer in the form of a numerical 
code similar to those whose redundancy we have just 
been examining. 

For example, if we wish Lo solve the equation 
ax4 + bx3 -f ex" + dx + e = 0 

using a general-purpose computer, we have to com-
pile a programme that will tell the computer how to 
solve the equation, and then we have lo feed this 
programme inlo the machine. The second type of in-
formation fed into the computer tells it what to cal-
culate and consists of all the initial data needed for 
I he calculation. For solving the equation above, these 
data would be the values of the coefficients a, b, c, 
d, and e. 

All this information can be fed into the computer 
ni various ways: either the computer operator can do 
it himself, or it can be done by means of punched tape 
or punched cards. 

The operator sitting at the console constitutes the 
least efficient means of feeding information into the 
computer because he is far too slow. 

Punched tape consists of a paper or celluloid ribbon 
punched with holes (or perforations) that carry the 
necessary coded information into the computer. Each 
hole in the tape corresponds to a 1 in the binary code, 
Mid the absence of a hole to a 0. The tape is placed in 
Mie special input unit of the computer where it is pas-
sed at high speed between rows of lamps and photo-
electric cells. As each hole passes between a lamp and 
: cell it allows a pulse of light from the lamp to im-
•inge upon the cell, which in turn delivers a pulse 

••1' electric current to the storage banks of the compil-
er; and this corresponds to a 1 being entered into 
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the computer. The absence of pulses like these corres-
ponds to a 0. 

This is a very efficient way of feeding information 
into a computer because the tape can be run through 
the input unit at high speed. 

Finally, there are punched cards. These are made 
of ordinary paper card and are about three times the 
size of ordinary playing cards. They, too, have holes 
carrying the coded information. A 'pack' of punched 
cards contains all the information needed for a given 
calculation. At present, punched cards represent the 
most efficient way of getting information into a com-
puter, the reason being that the input unit reads the 
entire contents of each card 'at a single glance', and 
this considerably improves the rate of information 
input. In addition, a programme punched on cards 
is easy to alter, because it is simply a matter of re-
placing one or two cards with new ones. Punched tape, 
on the other hand, has to be cut and spliced—and 
with great precision too, because of the high speed 
with which it passes through the input head. 

Punched cards are excellent in every way. But— 
There is alas! one 'but ' ... . 

A SAD STORY WITH A HAPPY ENDING 

The fact is that the circumstances in which the holes 
in the cards are punched are pervaded by the 'human 
factor ' . More often than not, this work is done by nice, 
quiet girls who have generally just finished high school 
and are interested in everything that should interest 
young girls in the tender springtime of life. They 
sit at their perforators (card-punching devices that 
are capable of making the holes, but not of deciding 
where to put them) looking at a programme devised 
by a programmer (also a sinful mortal) and jabbing 
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away at the keys in l'ront of them, thus producing the 
requisite holes in the cards. 

Since this is rather monotonous work, the girls ge-
nerally chatter among themselves about every sub-
ject under the sun. From time to time they remove 
from the perforator a finished card containing essen-
tial information for the computer together with ... 
errors. 

If we were to take these cards and feed them straight 
into a computer (as in fact is done), the lives of the 
computer operator and the programmer would be im-
mediately clouded over with gloom (as in fact happens). 
Everything would seem to be in order: the programme 
has been checked several times; the computer is in 
top form and passing all its tests without the slight-
est error—and yet it still refuses to proceed with the 
calculation. 

And who is to blame for all this but the nice girl at 
the perforator with other things on her mind. So she 
hastens to oblige with a new card, discussing the latest 
film all the while and making fresh mistakes. 

If we examine this situation more closely, it is easy 
to see that the perforator girl constitutes a communi-
cation channel between the manuscript programme and 
the computer (Fig. 30). This channel is beset by a 

Figure 30 

peculiar kind of chance interference all of its own, 
which is very difficult to suppress. If you bawl the 
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girl out, she bursts into tears; if you neglect to 
give her a bonus, she gives notice to quit. So we are 
forced to reconcile ourselves to this source of random 
errors in our punched cards and to make provision 
for their detection while the programme is being run 
on the computer. And this is a very difficult problem. 

But if the only difficulty is a communication chan-
nel with random interference that is impossible to 
filter out, why not use a code containing an evenness 
test such as the one we have just been discussing? 
After all, this would take care of nearly all the errors 
arising within the channel. 

And so it was realized that an evenness test had to 
be introduced on the cards themselves. To get an idea 
of how this is done, let us see what a punched card 
looks like. 

A punched card usually consists of eighty-eight 
vertical columns. Each column contains a number 
of holes carrying coded information, the exact code 
that is used being unimportant (Fig. 31). 

Figure 31 

The bottom row of the card is set aside for control 
purposes. A hole is punched in this row if the sum of 
the holes in the corresponding column is odd; no hole 
is punched if the sum is even. The control row is 
worked out beforehand by the programmer and is 
written into the programme by him. 

The perforator incorporates a simple device for 
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checking the evenness of the columns against the indi-
cation in the control row. If the check reveals an er-
ror, that is to say, if the sum of the holes in any co-
lumn is even and there is a hole punched in the con-
trol space, or the other way round (ah odd sum and 
no hole), a bell rings to indicate that someone, either 
the programmer or the punch ope ra t e , has made a 
mistake. 

It is easy enough to find out who is responsible by 
doing a little counting; and then either quietly re-
punching the card or taking the programmer to task 
for not knowing the difference between odd and even 
numbers. 

And everybody is happy. The programmer is happy 
—no more poring over a programme looking for other 
people's mistakes. The punch girl is happy—people 
stop cursing her and she even gets a chance to give 
the programmer a talking-to. The computer opera-
tor is happy—no longer does he have to content with 
a machine that is forever 'running wild ' . And the 
maintenance engineer is happy —there are fewer in-
sults hurled at his computer, whereas before, at the 
slightest hint of trouble, everyone gathered round 
and insinuated all sorts of nasty things about his 
precious machine. 

CAN w e p e r f o r m c o r r e c t c a l c u l a t i o n s o n a c o m p u t e r 
t h a t m a k e s m i s t a k e s ? 

I once heard a most interesting opinion expressed 
in connection with this question. My colleagues were 
discussing high-speed computers and their inevitable 
aberrations—aberrations that sour the natures of all 
who come in contact with these machines. Let us con-
sider, as an example, a computer that goes astray about 
once per working hour. In real life, however, the pro-
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bleins we have to solve require very often tens, if 
not hundreds, of hours of computer time. As a result, 
the solution to any problem is bound to contain an 
error. From this the conclusion is often drawn that 
we must either forget all about such 'superproblems' 
or else construct machines that err only once in a 
hundred to a thousand hours of continuous operation 
(such machines are very expensive—one has to pay 
a great deal of money for reliability). 

Such machines are doubtless necessary; but are we 
correct in thinking that superproblems cannot be sol-
ved by computers that make mistakes 'only' a hun-
dred times more frequently? Let us see whether we 
can work out how to go about solving a lengthy pro-
blem with an unreliable machine. 

The usual method in such a case is to repeat the 
calculation. It seems at first as though all we have to 
do is to run the calculation through the computer 
several times until we get a pair of solutions that 
agree, which we should then regard as the correct 
result. 

But suppose the probability of getting a correct 
solution is small—which is indeed the case with very 
involved problems. The computer would have to spend 
far too long a time repeating the calculation before 
it came up with two identical solutions. 

Let us assume that the computer makes one mistake 
per hour on the average, and that we have a problem 
that will take five hours to solve (five hours assuming 
faultless operation of the computer, that is). The pro-
bability of obtaining five error-free hours of opera-
tion in succession is 1/32. (We reckon this as follows: 
the probability of no error in the first hour is one 
half; the probability of no error in the first two hours 
is half that, in other words a quarter; and so on.) 
This means that to get one correct solution to our 
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five-hour problem the computer would have to repeat 
the calculation thirty-two times on the average. The 
time it would take to do this would be roughly 32 x 
x 5 = 1 6 0 hours. 

Working seven hours a day, it would take the com-
puter over a month to solve one five-hour problem. 
Here, indeed, is food for thought. Perhaps the scept-
ics were right in saying that problems like this could 
not be solved on error-making machines. 

If we look into it, however, this figure of 160 hours 
turns out to be an unjustifiable and uneconomical 
waste of time brought about by mental laziness. Do 
we have to repeat the entire calculation? Perhaps all 
we need to do is to repeat small bits of it that are likely 
to contain an error. And this is the key to the whole 
problem. 

We break the calculation up into a number of con-
secutive stages. We begin with the first stage and 
repeat it until we get two identical results for it. 
We can then be certain that the first stage has been 
solved correctly because the probability of identical 
errors is practically zero and can be safely ignored. 
Then we proceed to the second stage of the calculation, 
repeating it in the same way until we have two iden-
tical results; then to the third stage; and so on. 

We shall illustrate the effectiveness of this appro-
ach, using the same five-hour problem and the same 
computer making the same fatal mistake on the aver-
age once per hour. Suppose we can break the problem 
up into five stages each requiring one hour (of fault-
less operation) for solution. During each stage the 
probability of error is one half; consequently, we expect 
to have to run each stage through the computer twice, 
on the average, in order to obtain one correct result. 
Therefore, for two correct results we would have to 
perform the calculation four times, so that the total 
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time spent in obtaining a guaranteed correct solution 
would be 4 x5 = 20 hours, which is but one eighth of 
the time that we needed in order to obtain one unve-
rified solution to the same problem by the first method. 

But this is still not the best method. 
Unreliable machines can be used to solve much lar-

ger problems than this. It is only a matter of knowing 
how to break the calculation down into the optimum 
number of stages. 

And so, the application of special methods for solving 
lengthy problems enables us to get reliable results from 
unreliable computers. This is another example where 
chance factors are overcome not by suppressing chance 
(the computer may continue to make just as many 
mistakes as it ever did), but by organizing the com-
puter 's work in a special way. 

The problem of getting reliable work from an un-
reliable machine may be likened to the problem of 
communication by means of a very 'noisy' channel. 
For the latter we require a high level of redundancy 
in the transmitted message; but it would be most 
decidedly not to our advantage to repeat the entire 
message over and over again until two identical ver-
sions of it were received through the clatter of inter-
ference, as we have already seen. It is much better 
to break the message up into a number of blocks 
(stages), each of which is transmitted as often as is 
necessary to ensure correct reception, that is, until 
two identical versions of each block have been received. 
Obviously, for each message there is an optimum 
number of blocks and an optimum block size that 
will guarantee the correct transmission of the message 
in the minimum of time. We must remember, however, 
that such a high level of redundancy is only needed 
when we are dealing with a communication channel 
plagued by a particularly high level of interference. 
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Let us now have a look at error-correcting or self-
correcting codes. These codes have an undoubted ad-
vantage over those that require an originator referral 
system. Indeed, for the latter we have to have a re-
verse connection—a sort of feedback system —in order 
to refer queries back to the originator; and this is 
rather an expensive luxury because it involves dupli-
cating alt our transmitting and receiving equipment, 
as well as interruptions throughout the transmission 
to ask and to answer questions. 

• s e l f - h e a l i n g ' c o d e s 

Self-correcting codes provide a typical example of 
self-restoring redundancy because they contain infor-
mation about how to restore the parts of a message 
that are faulty as a result of random interference. 

As before, we shall deal with a code consisting of 
separate blocks of symbols, bearing in mind that we 
only need to examine the self-resorting properties of 
a single block. 

Suppose the block contains k symbols which can 
be written out as a sequence thus: 

0, l, •••> ak 
where each symbol a{ represents, as usual, one of two 
values—either 0 or 1: 

( o 
" I 1 

for all values of I (i-=l, 2, ..., k). 
For our originator referral channel we would add 

an additional symbol b to this code to describe the 
"venness or oddness of the block. In terms of the block 
ymbols, b has the following values: 

. ( 1, if flj a.2 4- ... -f- <ih is an odd number 
' i 0, if ax 4- "•> + ••• 4- a

k is an even number 
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and the new block can be written thus: 
alt a2, ..., ak, b 

The evenness symbol b has simply been added to 
the right-hand end of the block. 

As we have seen, this measure enables us to detect 
the presence of errors in the block so long as the num-
ber of errors is odd. But to find out exactly where-
abouts in the block the error lay, we had to refer back 
to the originator; and this meant we had to stop the 
transmission and spend time correcting the error — 
and to do all this we also had to have additional equip-
ment for a reverse connection. 

Now, to develop a code that will allow us to correct 
errors without referring back to the originator via a 
reverse connection, we shall start with a basic code 
block of a particular size: k—12, say. 

flj, <Z2> "•> al2 

Next, we rearrange this basic block in the form 
of a table or, as it is more properly called, a rectangu-
lar array. 

«1 «2 "3 ai 

«5 a7 «8 

«9 «10 an «12 

And now we determine the oddness or evenness of 
each row and each column of this array, and add the 
appropriate symbols along the right-hand and lower 
edges, thus: 
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H a2 az ai h 

H ae a7 as h 

aa «10 an an bs 

b* b5 b, b, 

Here b2, and b3 indicate oddness or evenness of 
the rows; b&, be, and b1—that of the columns. 
In symbols: 

, _ ( 1, if at + a2 + a3 + a4 is an odd number 
1 \ 0, if ax + a2 + a3 + <z4 is an even number 

, J 1, if a5 + aa + a7 -)- a8 is an odd number 
2 = \ 0, if fl5+aj + a7 + (i( is an even number 

j 1, if a4 + a8 + a12 is an odd number 
7 \ 0, if ai + as + al2 is an even number 

Now, by writing out the rows of this supplemented 
array one after another in the form of a sequence, 
we obtain our new block with redundancy: 

«1 «2 a3 a4 «5 fl8 ai aS b2 a9 «10 «11 «12 b3 h b& 

For example, the basic block 

1011 0100 0111 

123 



becomes the array 

1 0 1 1 

0 1 0 0 

0 1 1 1 

to which we add the oddness-evenness symbols: 

1 0 1 1 1 

0 1 0 0 1 

0 1 1 1 1 

1 0 0 0 

and the new block with redundance is: 
10111 01001 01111 1000 

And now, if we use this last array supplemented by 
the seven symbols b1, b2, ...,b7 as our code block, we can 
correct errors without referring back to the originator. 

Indeed, let us suppose there is an error in the basic 
block av a2, ..., an. The -erroneous symbol will then 
break the evenness correlation in both the row and the 
column corresponding to that particular symbol. Con-
sequently, a single error in the basic block breaks two 
of the evenness conditions. These pinpoint the incor-
rect symbol precisely and enable us to restore it to 
its correct value. All we have to do then is to take the 
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symbol standing at the intersection of the row and 
the column containing the oddness-evenness discre-
pancies, and change its value to the only other value 
possible (remembering that each symbol can only be 
either 0 or 1). And that is all there is to it. 

For example, suppose the following block has been 
received as the result of interference in the communi-
cation channel: 

WMMf/k o i I i 
f i / m f i i i I i 

m m m m 9,g§§ m m §§gf§§ 

mam j- o i 

Figure 32 

Checking shows that the evenness condition has been 
broken in the first column and the last row of the basic 
block. This means that the symbol a9 standing at their 
intersection has been received incorrectly and should 
be reversed, that is, changed from a 9 = 0 to a 9 = 1 . 
The block is then correct. 

Errors may occur, however, among the control sym-
bols bv b2, ..., b7 as well. If this happens, only one 
control condition is broken, and this points up the 
erroneous control symbol immediately. 

Suppose, for example, we have received a block that 
looks like this when it is written in the form of an 
array: 

i o 1 o o i 
* 'mm mum mm 

o 1 i i i 
1 o i i 

Figure 33 
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Here the control condition has been broken only in 
the second row. This means that the control symbol 

has been received incorrectly and should be changed 
to fc2=0. 

In our example we have examined the simplest case, 
the case where the block contains a single error. I t 
is possible, however, to devise codes that will correct 
two, three, and more, mistakes. These codes incor-
porate additional evenness tests—along the diagonals, 
for example, or by taking symbols in groups resem-
bling the knight 's move in chess, and so on. 

Using various oddness-evenness tests, we can devise 
self-correcting codes to any degree of reliability we 
please. In the process, however, the size of the code 
block increases steadily. In the example we have just 
been looking at, the basic block grew from A:=12 to 
A:=12+7 = 19 with the introduction of redundancy 
—an increase of sixty percent. Is this perhaps too 
much? 

No, it is not. As the number of symbols in the basic 
block is increased, this percentage decreases. For a 
basic block of &=100 (a 10 xlO array) we need twenty 
control symbols; the self-correcting block will then 
contain 120 symbols, representing an increase of only 
twenty percent. For larger k this percentage will get 
smaller still. 

From the point of view of code economy, then, it 
is more convenient to have large blocks. In that case, 
suppose we code not individual letters, which amount 
to only twenty-six in all, but entire words, of which 
there are a far greater number. The size of each block 
will be increased as a result. 

The above considerations enable us to assert (this 
was first demonstrated by the famous Claude Shan-
non) that for any communication channel with any level 
of error it is always possible to construct a self-cor-
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reeling code capable of ensuring transmission relia-
bility as close to ideal as we care to choose. Natural-
ly, any improvement in the reliability of transmission 
is associated with a slowing down in the rate of trans-
mission because the size of the code block is increased. 

In conclusion, we may remark that self-correcting 
codes provide a brilliant example of self-restoring sys-
tems that contain sufficient redundancy to ensure 
their stability even in the face of considerable random 
interference. They constitute an extremely effective 
means for doing battle with chance, not by suppres-
sing it, but by circumventing chance interference with 
a rational course of action that enables us to obtain 
reliable .results despite the most 'unreliable' condi-
tions. 

5. ALTERNATIVES, RISK AND DECISION 

'To be, or not to be, that is the question. ' The po-
pularity of this quotation rests on the fact that we 
have all asked ourselves this question on more than 
one occasion and have somehow or other come up with 
an answer after a good deal of agony and with varying 
degrees of success. We are only ever racked with the 
doubts of a Hamlet when we are faced with a choice 
between alternatives (to be or not to be) each of which 
is associated with the risk of unpleasant consequences. 
We can imagine how ridiculous Hamlet ' s position 
would have been if the circumstantial evidence had been 
coincidental and his uncle had not been his father 's 
murderer after all. Had that been the case, the tragedy 
would have turned into a farce — and Shakespeare could 
hardly have allowed that to happen. This writer does 
not insist on such an interpretation either: he merely 
wishes to emphasize that one of the alternatives threat-
ened Hamlet with unpleasant consequences. 
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The point is that often only one among all possible 
alternatives is correct; but lack of information prev-
ents us from knowing which one. If we always had the 
necessary knowledge at our fingertips, Hamlet ' s ques-
tion would be just as ridiculous as a man pondering 
deeply the problem of twice two. Since Shakespeare's 
time, however, our thirst for information has, if anyth-
ing, become more acute. I t is true that information 
is somewhat more accessible than it was (we can even 
get a few scraps such as time, weather, sports results, 
and the like for the price of a telephone call); but the 
number of questions has grown at a much faster rate. 

On top of all this, the inescapable presence of ran-
dom interference distorts the information available to 
us and robs it of much of its value. (In Hamlet ' s case 
the distorting 'interference' came from his former fri-
ends Rosencrantz and Guildenstern.) 

If we give due regard to all we have been saying, 
we shall be forced to admit to a profound respect for 
the brilliant way in which Hamlet provoked and re-
solved a most complicated situation and succeeded 
in unmasking his uncle. But neither Hamlet nor Sha-
kespeare left us with a recipe for making decisions in 
conditions of interference. In one particular instance 
we learn how to unmask a villainous uncle; in real 
life, however, the same situation hardly ever repeats 
itself. What does 'to be' amount to if the circumstan-
ces change? 

So: to be or not to be? Alas! Shakespeare does not 
provide the answer. The answer was provided by sta-
tistical decision theory. 

t h e t a l e o f t h e f a i r k n i g h t a n d t h e m i l e s t o n e 

Ever since our childhood days we have all been 
familiar with the classic fairy-tale situation in which 

128 



the difficulties of making decisions are to be felt with 
particular acuteness. We can re-create this situation 
.somewhat as follows (without pretending to reproduce 
all the details with complete accuracy). 

The fair knight mounted 011 his mighty charger rides 
up Lo a cross-roads where the road branches three ways. 
There are neither policemen nor passers-by about, 
no one he can ask the way. And instead of an ordinary 
road-sign, there is a milestone bearing the following 
inscription: 

'Go to the right, and thy horse flees in fright. Go 
straight ahead, and thou losest thy head. Go to the 
left, and thou'It be bereft. ' 

The fair knight involuntarily pushes back his hel-
met and scratches the back of his head—a portion 
of the anatomy where good people often seek, and 
not infrequently find, answers to the most abstruse 
questions. He has to make a choice from among four 
alternatives—to use the modern idiom: he has four 
courses of action open to him. 

Course No. 1: To take the first road and, perhaps, 
lose his horse. 

Course No. 2: To take the second'road and, perhaps, 
lose his head. 

Course No. 3: To take the third road and, perhaps, 
be stricken with grief. 

Course No. 4: To turn back. 
The adoption of any one of these courses presents 

not the slightest difficulty: a jab of the spurs, and he 
is off. But how is he to make the right decision—in 
fact, what decision should we call the right one, the 
optimum one, in such a situation? If only there were 
some hope of pleasant prospects—an encounter with 
a beautiful princess, for example, or, at very least, 
a sleeping beauty that he would have to wake —in 
but one of the proffered alternatives! But here, which-
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ever road he takes, he faces nothing but unpleasant-
ness. What is he to do? 

Now in addition to the traditional trappings (steed, 
spear, sword, long-bow and arrows), our fair knight 
is also armed with common sense. Drawing on this 
redoubtable resource, he reaches the conclusion that 
he is in a spot and that it is up to him to make the best 
of a bad job; in other words, he must take the road 
that offers the least unpleasant consequences. The 
wise old saying about accepting the least of one's 
misfortunes forms the basis of the knights intuitive — 
and perfectly correct—approach to making the op-
timum decision. At this point he has already achieved 
a great deal: to begin with, he has chosen his decision 
rule, that is, he has determined how to go about mak-
ing the best decision; and secondly, he has established 
that the best decision will be the one that minimizes 
the unpleasantness. 

But before he can proceed any further he has to work 
out how he proposes to measure the unpleasantness 
associated with each of the possible alternatives: he 
has to determine what units he should use for measur-
ing unpleasantness and how many of these units he 
should allot to the consequences of each particular 
choice. 

And so the knight reflects that if the inscription on 
the stone is to be believed, the situation ho has got 
himself into can end in only one of four ways: 

1. He can lose his horse by taking the first road. 
2. He can lose his head by taking the second road. 
3. f ie can be stricken with grief by taking the third 

road. 
4. He can bring shame and dishonour upon him-

self by turning back. 
'What I shall do, ' says the knight to himself, 'is 

reckon my losses according to the number of enemies 
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1 shall be unable lo defeat in each case. In battle my 
charger would trample four foes: so without him I 
stand to lose by four units. I myself can dispatch seven: 
consequently, without my head my losses will amount 
to eleven units (seven for me personally, four for my 
charger, because without me to guide him he would 
not trample anybody—he has not reached that stage 
in his training yet). ' 

Grief has different effects on different people. Our 
knight decides that in his case grief would unsteady 
his hand to the extent that the number of enemies 
he could vanquish would decrease by three. His loss 
in taking the third road is therefore three units. 

Turning .back would be a sign of cowardice and re-
sult in a loss of prestige together with his knighthood 
—which for our fair knight would be tantamount to 
losing his head anyway. Consequently, this alterna-
tive also scores eleven units of loss. 

Thus the knight estimates his losses, basing his 
figures on the assumption that the stone is telling 
the truth. But suppose, to put it bluntly, the 
stone is rather overdoing it. Things like that can hap-
pen— and not only in fairy-stories. (Here comes our 
interference again!) If it is, then his expected losses 
will be rather different. 

Our knight, however, is a seasoned warrior. Many 
a long year has he spent in quest of adventure, and 
he has learnt many things about the world. So he is 
quite capable of evaluating the reliability of any in-
formation thai comes to hand. His experience testi-
fies to a tendency among fairy-tale milestones to exag-
gerate the dangers that lie ahead and tells him that 
the more ominous inscriptions are to be taken at only 
about half their face value. At this point, then, he is 
forced to consider his attitude to the stone's credi-
bility. 
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After due consideration he decides to assign the va-
lue zero to anything he totally disbelieves, and unity 
to anything he can believe absolutely; intermediate 
values will correspond to appropriate degrees of cre-
dibility. This procedure will give him an opportunity 
of determining the degree of certainty that any par-
ticular prediction will in fact be borne out in practice. 

So our knight decides that the credibility figure 
for the first alternative (loss of horse) is 0.(5, for the 
second (loss of head) 0.4, for the third (grief) 0.9, and 
for the fourth (retreat) 1.0 (because he is absolutely 
certain to lose prestige if he displays cowardice). 

We have now arrived at a most important concept: 
the concept of i~isk, as it applies to the making of opti-
mum decisions. 

The magnitude of the risk associated with a particu-
lar decision is determined both by the possible loss 
associated with the decision and by the degree to 
which it is obvious that this loss will in fact result. 
If there is little chance that the stated loss will ac-
tually occur, the risk is low; it is likewise low if the 
probability of loss is high, but the loss itself is small. 

For example, have you ever wondered why people 
leave a building by the door rather than by a window? 
The answer is to be found in the concept of risk. The 
risk of breaking your neck clambering out through 
the window is much higher than the risk of the same 
thing happening as you walk through the door. Of 
course, on the way to the door we might fall down 
the stairs and break a leg: but we know that this is 
a trifle compared with breaking your neck, and also 
that the chance of its happening is small. 

It is possible, of course, to climb through a window 
unscathed; but it is hardly likely, and the damage 
one could do to oneself is too severe. Certainly, one 
could safely refuse any invitations to dinner as one 

1 3 2 



tumbled past one's neighbours' windows because the 
risk would be so high that although it is permissible 
to reckon on a happy outcome, it would obviously 
be impractical to do so. 

These are the basic considerations underlying our 
choice of the best way of getting on to the street in one 
piece. We understand all this intuitively—and put 
the mat for wiping our feet on the doorstep, rather 
than on the window-sill. 

It should bo obvious by now that risk is equal to 
the product of the possible loss multiplied by the pro-
bability that the loss will occur. For example, if unit 
loss occurs on only half of the appropriate occasions 
(the probability of loss equals one half), the risk asso-
ciated with the decision is one half: 

Risk is thus equivalent to average possible loss. 
Let us return to our fair knight. In order to deter-

mine the risk associated with each of his four alter-
natives he has to multiply each loss by the degree of 
certainty that it will occur. Figure 34 shows the los-

course o r action No. 1 No. 2 No.3 No.4 
loss, according t o the stone 4 11 3 11 
oegbee of cer ta in ty of loss 0.6 0.4 0.9 1 

r i s k 1 2 4 4.4 27 11 

Figure 34 

ses together with the corresponding degrees of cer-
tainty (probability) and the risk values for each of 
the four courses of action open to the knight. Ob-
viously, the best (or optimum) course of action is the 
one that carries the minimum risk. 
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Indeed, by minimizing (lie risk we ensure that on 
Ihe average our losses will be minimal. This does 
not mean that the actual loss on any particular oc-
casion cannot be greater than the average value; but, 
by the same token, it can also be smaller. Therefore 
it makes good sense to base our decisions on the aver-
age expected loss, and to try to minimize it. 

Now the problem of choosing which road to take 
reduces to a determination of the course of action car-
rying the minimum risk, which in this case is Course 
No. 1: to take the road to the right and risk losing 
the horse. This represents the optimum decision for 
the knight because it subjects him to the minimum 
risk. We must not be misled into thinking that he is 
certain to lose his horse: nothing could be further 
from the truth. In fact, judging by previous experience, 
he has only a sixty-percent chance of losing the horse; 
and his faith in his own prowess gives him the right 
to reckon on a favourable outcome. 

And so our fair knight chooses the best possible 
course. As we have seen, he is helped in this by his 
experience, without which he would have been unable 
to evaluate the trustworthiness of the milestone. But 
what if he had not had the requisite experience? What 
if he were sallying forth for the very first time? If 
this were the case, there would be nothing for it but 
to treat all the inscriptions as being equally believ-
able or equally unbelievable. The former would be 
the attitude of a sadly pessimistic hero for whom 
the optimum course would be the most cautious one: 
Course No. 3 (grief), as shown in Figure 35, because 
it would guarantee him minimum risk in accordance 
with his pessimistic reverence for the milestone's cre-
dibility. For the latter, devil-may-care att i tude that 
'nothing can go wrong', all possibilities other than 
the fourth carry zero risk and therefore present equally 
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good prospects, so (bat optimum behaviour would 
consist in an arbitrary choice of one of the three roads; 
and this is the sort of recklessness that is characteristic 
of the optimist. 

All the steps in the knight 's method of solving his 
problem are completely simple and natural. They also 

C0UK5f OH AtllON IM1 N2 N3 N4 
I f l iS , ACCORDING TO 1 HE STONE 4 11 3 11 
PESSIMISTIC VALUE FOB CREDIBILITY 1 1 1 1 

RISK 4 11 3 11 
OPTIMISTIC VALUE FDR CSEDIBIUTY 0 0 0 1 

RISK (? 0 <> 11 

Figure 35 

lie at the heart of statistical decision theory, which 
constitutes yet another means for overcoming the chan-
ciness of our world. 

But now we shall turn from our magical fairy-tale 
to a subject of severely adult interest, namely: crimi-
nology. 

t h e s u i e o r n o t t h e s a m e ? ( a t h r i l l e r ) 

Inspector Maigret shuddered. A large, cold drop of 
autumn rain had fallen down the back of his neck. 
A second drop ran along the barrel of his pistol, paus-
ing for an instant as it negotiated the fore-sight, and 
hung suspended precariously from the muzzle. Mai-
gret shook it off and thrust the pistol back into his 
pocket with a sigh. He nodded to the sergeant to con-
tinue watching the shed and set off wearily for the 
car. 

'The devil take this fellow!' Maigret was thinking; 
'making us hang about in this filthy weather when a 
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man could be nice and snug in front of a roaring fire 
with a cup of hot coffee and a magazine.' 

The policeman at the wheel of the car handed him 
a thermos. Maigret winced at the thought of what the 
coffee would be like by this; but he swallowed the 
tepid liquid and grunted his thanks. 

For the umpteenth time that day he placed two pho-
tographs on his knees and began studying them. One 
was from a police dossier. It was dominated by the 
broad, self-satisfied smile of a man already showing 
signs of aging, with bold, insolent eyes and a rock-
like jaw. 'His typo always shoots first —and last , ' 
Maigret reflected. This piece of information was not 

actually visible in the man's features: it was simply 
that the Inspector knew him rather well and had been 
following his activities for several years. A self-con-
fessed fascist, member of an officer terrorist organiza-
tion, former collaborationist, connected, so it was 
rumoured, with the Gestapo, and so on, he was well 
aware that he was destined for the guillotine, which 
was probably why he only became more audacious 
with each passing year. 

The other photograph was taken from a police heli-
copter while police were pursuing the unknown who 
took refuge in this shed. It is not a good picture. It 
has been enlarged a good deal, so that the grain of 
the film is quite visible and the outlines are blurred 
and diffuse. But the hunted look of fear on the face 
half-turned towards the pursuers is unmistakable. 

Maigret has to decide whether the two photographs 
depict the same man or not: for any further plan of 
action — and possibly the lives of a good many people 
— depends wholly and entirely upon this decision. 

If both photographs show the same man, he wi l l 
h a v e to cordon off (lie shed with especial care because 
they could expect a n y t h i n g from th is f e l low: sniper 
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fire, machine-gun bursts, grenades. He had hardly 
headed straight for this shed for nothing once he saw 
that escape was impossible: obviously, he had a whole 
arsenal in there. 

But if the photographs show different people, life 
takes on a rosier hue. They will be able to come calm-
ly to some agreement with the chap in the shed and 
persuade him to stop resisting and making things 
worse for himself. As a matter of fact, his shooting 
is pretty odd—as if he were only trying to frighten, 
not to kill. 

So: 'the same or not the same?' This is the question 
that Inspector Maigret has been asking himself all 
morning, and still he cannot decide. Everything about 
the two photographs is different: size, angle of appro-
ach, clarity, facial expression—none are remotely si-
milar. And yet it could still be one and the same 
man. 

None of the experts that the Inspector has called 
in will give a straight answer—the photographs are 
too utterly different. True, he has heard that problems 
of this sort can be solved by computers; but as usual 
there has not been time to drop in on the cybernetics 
people, and anyway, he is getting too old to go back 
to the schoolroom now. 

'And yet that is obviously what I should do, ' thinks 
Maigret; and he decides to get in touch with the com-
puter centre... At which point we shall bid the fa-
mous detective farewell. 

We can also say good-bye to the shooting and pur-
suing: the thriller opening was merely a useful way of 
posing the problem more effectively — a necessary de-
vice in any popular book that sets out to popularize 
rather unpopular matters. 

Let us consider a completely realistic example. We 
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arc talking about no less serious and responsible de-
partment of criminology than that of identifying the 
criminal. 

At almost every stage of his work the detective is 
faced with the problem of establishing, on the basis 
of known facts about the criminal, whether a suspect is 
the criminal or not. For the sake of simplicity we shall 
examine the case where we have two photographs: 
one of the criminal and one of the suspect. The question 
we have to answer is: do the photographs show the 
same person or different people? 

And so: the same or not the same? 
We should not be in too much of a hurry to answer 

this question, for it is not as simple as it seems. Let 
us begin by analysing the implications of the situation. 

The detective has to make a decision and choose 
between two alternatives: 'the same' and 'not the 
same', that is, 'suspect and criminal are the same 
man' and 'they are different people'. After due ana-
lysis of the photographs the detective has to come 
to a decision one way or the other. And it is desirable, 
of course, that this decision be in a certain sense the 
best possible one. 

But what does ' the best possible one' mean? The 
process of investigation, like any real process, is sub-
ject to the effects of random interference which impe-
des our efforts to select the correct alternative. Here, 
interference takes the form of poor quality in the pho-
tographs we have to compare, distortions of the sub-
ject due to the optical systems of the cameras, differ-
ent views of the faces, different facial expressions, 
and so on. Obviously, these distortions cannot be eli-
minated from the prints and constitute interference 
that has to be reckoned with, because it can lead to 
mistakes being made in the investigation. These mis-
takes will fall into two main classes. 
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Mistakes that result in the acquittal of the guilty 
we shall call type one mistakes. The two photographs 
are of the same person, but the level of interference 
is so high that the faces in them appear to the detective 
to belong to different people, and he makes a mistake. 
As a result of this mistake, the criminal goes free. 

There is also another kind of mistake. The photo-
graphs are of different people, but they are so similar 
that the detective mistakenly concludes that they 
represent the same person. In this case the innocent 
man who is taken for the criminal will suffer. Mistakes 
of this kind we shall call type two mistakes. 

Both kinds of mistakes are undesirable because both 
of them involve individuals, the law-courts, and, final-
ly, society itself in certain losses. In the first case 
(acquittal of the guilty) the losses consist in the fact 
that the crime goes unpunished and the criminal, 
remaining at large, is free to commit fresh crimes. 

In the second case (punishment of the innocent) 
the criminal, once again, gets off scot-free, but, worse 
still, an innocent person is made to suffer. Obviously, 
this kind of mistake is the more serious because it 
involves society in graver losses. (This accords with 
the humanitarian dictum that it is better to let a 
guilty man go free than to condemn an innocent man.) 

The detective is well aware of these facts, so he en-
deavours to make such a decision as will keep society's 
losses to a minimum should it prove wrong. 

Suppose we assign the numerical value A to the 
losses associated with acquitting the guilty, and the 
value B to those associated with condemning the inno-
cent. It is then obvious that a type one mistake re-
sults in losses A, and a type two mistake in losses 
,1 + fi. 

I t is difficult to say what units these losses should 
be measured in; however, on closer analysis we realize 
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that this is of no particular consequence and that it 
is sufficient to determine by how many times one set 
of losses exceeds the other, that is, to find the ratio 
q= . In the simplest case it is sufficient to set 

A=B (q = 2), that is, to regard the total losses asso-
ciated with condemning an innocent man as being 
twice as great as those associated with acquitt ing the 
guilty party. The absolute values of A and B are then 
of no further interest. 

Suppose the detective makes use of a particular rule 
(or algorithm) for comparing the photographs—a rule 
that enables him to calculate the degree of non-cor-
respondence of the two faces. Suppose we designate 
this quantity by a number Q. The greater Q is, the 
more different are the two faces in the photographs; 
conversely, the smaller Q the more they are alike. If 
there were no interference, the problem would be quick-
ly solved: 'the same' if Q— 0; 'not the same' if 0. 
But interference complicates the whole picture. It 
may lead to the result (? = 0, when in fact the faces 
are different; and vice versa. So how is the detective 
going to make his decision? 

The answer is that he has to devise a decision rule. 
Such a rule takes an extremely simple form: if the 
non-correspondence index Q is greater than a certain 
number t , the faces are to be considered different 
and the suspect innocent; if Q is less than t , the pho-
tographs show one and the same person. 

But how is the value of t to be determined? This 
is important because the success of an investigation 
depends, in many ways, on this number. Suppose T 
is small (or actually equal to zero). Then in accord-
ance with our decision rule we shall hardly ever con-
demn an innocent man. But if the suspect happens 
to be the criminal, we shall certainly let him go, and 
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thus commit a type one error. So if t is too small, 
we free the innocent and almost certainly free the 
guilty as well. 

Suppose t is large. The criminal, provided he is 
.suspected, will not escape punishment. But if the 
suspect is innocent, our decision rule will compel us 
lo convict him, and the criminal will remain at large: 
and the losses will be still greater (A-^B). 

It is obvious from the above that t must have some 
intermediate value if it is lo minimize the losses that 
would result from a wrong decision. 

All the same, how are we to determine this value? 
It is here that statistical decision theory comes to 
our aid. 

We have to construct a risk function. This function 
Jakes the following simple form: 

R = APl + (A + B)p2 

where A and B are, as before, the losses entailed in ac-
quitting the guilty and condemning the innocent, res-
pectively; p1 is the probability of acquitting the guil-
ty, that is, the degree of certainty that a type one 
mistake will occur; p2 is the probability of condemn-
ing the innocent, that is, the degree of certainty that 
a type two mistake will occur. 

The risk function thus provides a measure of the 
average losses that would result from a wrong deci-
sion. 

The values of the probabilities px and p2 depend 
on the value of t , as is shown in Figure 36. Clearly, 
for t = 0 a type one mistake is certain to occur (p1 = l) , 
because the criminal will be acquitted; whereas if 
t is too large, a type two mistake is bound to occur, 
because an innocent man will be condemned = 

If, now, we substitute in the risk formula expres-
sions for p1 and p2 in terms of t , we obtain an expres-
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Figure 36 

Figure 37 

The graph shows that the risk has a well-defined 
minimum at t*. This is, therefore, the optimum value 
of t . Consequently, we shall optimize the investiga-
tion if we take t = t * because the risk associated with 
the investigation will then be a minimum. If the de-
tective does this he can be certain that the resulting 
losses in the event of a mistake will, on the average, 
be the smallest possible. 

It is worth noting that the absolute value of the 
risk does not interest us here. The important thing 
is that it should be a minimum. The precise value of 
this minimum is immaterial to the determination of 
x*, as we have seen. This fact simplifies the problem 
considerably because it relieves us of the necessity 
of assigning precise values to the quantities A and 
B— which, alas!, we are at present not only unable 
to calculate, but about which we cannot even advance 
any rational considerations. 
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sion showing how the risk varies with t . This is graph-
ed in Figure 37. 



For example, suppose A=B, that is, the losses are 
the same. The risk formula then becomes: 

R - A(Pl + 2f t ) 

which shows quite clearly that the position of the 
risk minimum is independent of A. (The value of A 
will determine the magnitude of the risk, but not the 
position of its minimum.) 

And so, minimization of risk by appropriate choice 
of the parameter t enables the detective to overcome 
the effects of chance interference inherent in the pro-
cess of identifying a criminal. 

Now let us tackle something that we are more fa-
miliar with: soft drink machines—and the uncertain-
ties that surround their operation. 

T H E T R U T H A B O U T S O F T D R I N K M A C H I N E S 

The simplest example of a mechanical device that 
makes decisions is the ordinary coin-in-the-slot ma-
chine that sells soda water, lemonade, and the like. 
When a coin is inserted in the slot, the machine has 
to decide whether in fact it is a coin of the realm or not. 
(To be, or not to be.) It has two courses of action open 
lo it: 

Course No. 1: 'to be'—to accept the coin as satisfac-
tory and give its owner a drink. 

Course No. 2: 'not to be'—to reject the coin as 
unsatisfactory and return it to its owner. 

In order to make this decision the machine has to 
perform an experiment with a view to determining 
whether the coin is satisfactory. Let us assume that 
experiment consists of measuring the coin's diameter. 
The machine possesses two limit gauges for this pur-
pose, an upper and a lower one. The coin should pass 
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freely through the former, but not through the latter: 
only then will it be accepted as satisfactory. 

The upper limit gauge tests whether the coin is 
larger than the specified standard. If it is, then it 
simply will not go into the machine, in which case 
the machine rejects it as unsatisfactory and refuses 
to serve the customer. 

The lower limit gauge sorts the coins that reach it 
into two classes. The first class embraces coins that 
are larger than the gauge: these are stopped by the 
gauge and are thus acknowledged as satisfactory. The 
other class embraces coins that are smaller than the 
gauge: these pass through the gauge and are returned 
to their owners as being unsatisfactory. 

The designer of the machine has to decide the dimen-
sions of these gauges. This is easy enough for the lar-
ger gauge: it has to be equal to the diameter (d) of 
a new coin. Why a new one? Well, no coin gets bigger 
with the passage of time; therefore all good coins 
will have a diameter not larger than the initial dia-
meter of a new coin. 

It is far more difficult to establish a dimension for 
the smaller gauge. If it is too close to that of the lar-
ger gauge, coins that are old and worn, but other-
wise worthy, will be rejected by the machine as un-
satisfactory. On the other hand, if the gauge is too 
small the machine will accept counterfeit coins and 
other substitutes along with the real article. In either 
case the machine will suffer losses: in the first—los-
ses of patronage and prestige; in the second — direct 
loss of income because the drinks are not being paid 
for—more precisely, are being paid for with dud coins, 
washers, and so 011. 

Obviously, there is an optimum, in a certain sense 
a best, dimension that should be used for the smaller, 
lower limit, gauge. This dimension will be such as 

144 



minimizes the average losses due to errors of the first 
and second types: it has to minimize the risk. A type 
one error in this case consists in the rejection of a 
good coin: a coin happens to be rather worn, say, so 
the machine rejects it, even though in other respects 
it is a satisfactory coin (compare: condemning the 
innocent). A type two error occurs when the machine 
accepts a bad coin or a non-coin (compare: acquitting 
tlie guilty). 

Let d be the standard diameter of a coin of the ap-
propriate denomination, and d — x the dimension of 
the lower limit gauge. The probabilities of the two 
types of error will then depend on the value of x in 
the same manner as is shown in the graphs of Figure 
36. If t = 0 , both gauges are exactly the same size 
and the machine will not accept anything: type two 
errors (acceptance of bad coins) will not occur at all; 
type one errors (rejection of good coins) are bound 
to occur. If r is made sufficiently large, type one 
errors will almost certainly be eliminated and the 
machine will accept good coins; but at the same time 
it will also accept bad coins, so that the probability 
of typo two errors will be increased. 

In order to determine the optimum value for x the 
designer must construct a risk function and choose 
t so as to minimize the risk. For this purpose he needs 
to introduce two quantities, q1 and qv corresponding 
to the losses associated with type one and type two 
'•[Tors, respectively. The risk formula for the machine 
then takes the form: 

R = ffiPi + liPi 
For the sake of simplicity let us suppose that qx = 

that is, both types of errors result in the 
same losses. The formula then becomes: 

R = <I(pi + P2) 
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The graph of Figure 38 shows how the risk varies 
with t . Once again, it is obvious that the value t* mini-

Figure 38 

mizes the risk. This value is therefore the one that the 
designer must specify in his design. Only then will the 
risk of a wrong decision by the machine be minimal, 
and only then will the machine make optimum de-
cisions. 

I t is interesting to note that x* is independent of 
the magnitude of the losses q. Different values of q 
will result in different risks, but the location of the 
minimum will remain unchanged. Consequently, the 
designer can use the following formula for risk: 

A = Pi + P2 
which considerably simplifies his task. 

In concluding our discussion of decisions and risk 
we shall only remark that the idea of introducing risk 
has proved extremely fruitful not only in criminology, 
but also in physics, biology, economics, and other 
sciences. Whenever we are looking for an optimum 
decision in circumstances involving chance, we have 
to evaluate the risk associated with the decision and 
endeavour to keep it to a minimum. This will ensure 
that our decisions are as sound as we can make them 
despite the presence of chance interference; in other 
words, it enables us to overcome chance and to lessen 
its destructive consequences. 
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t h e r i g h t t o e r r 

We live in a world of chance, a world in which noth-
ing can be stated with one hundred percent certainty. 
Every judgement must begin with the words 'in all 
probabili ty ' because any categorical statement runs 
the risk of proving false. The noisy background created 
by chance interference produces conditions in which 
errors are difficult to avoid. 

In the preceding chapters we have been examining 
the ways and means at our disposal in the struggle 
against chance interference. This struggle, like any 
other, involves certain sacrifices and losses, in particu-
lar—that most precious and irrecoverable thing—-time. 
As we have seen, the best way of overcoming chance 
interferences is to use a cumulative method; and any 
cumulative method requires the passage of time, which 
is therefore lost. 

Let us examine the following extremely common 
situation. Suppose we are faced with a number of 
alternatives and we have to make a decision, such 
as where to spend our holidays, for example: Odessa, 
Yalta or Sochi. Before we make up our minds, we ought 
to gather as much information as we can about how 
these places rate as holiday resorts. As a rule, this 
information will be subject to interference of every 
kind. If, for example, you go round asking various 
acquaintances about the life and comforts to be found 
in these three places, you are liable to hear some 
highly contradictory opinions. One would have got 
off to a bad start for some reason—and then met a 
girl on the beach, fallen in love, and finished up en-
joying himself immensely. Another would have started 
his holiday in splendid form with a beautiful beach-
front flat—and then had such a bad quarrel with his 
wife that she wanted to pack her bags and leave be-
fore the holiday was half over. Naturally, the first 
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will have nothing but the highest praise for wherever 
he spent his holiday; the second will be left with a 
poor impression of what may have been an excellent 
resort. 

If you want to make the right decision, you will 
have to filter out all the extraneous matter in the in-
formation you receive. One way of doing this is as 
follows. Set aside three pages in your notebook for 
recording information about the three places you have 
in mind. Mark any favourable opinions with a plus, 
and any unfavourable ones with a minus, making 
sure, of course, that all these opinions are from differ-
ent people—and from people whose judgement you 
respect. Then, before you rush off to buy your tickets, 
have a look at your notebook and tabulate the re-
sults of your enquiries. You will possibly finish up 
with something looking like this: 

Place Odessa Yalta Sochi 

Plus 8 5 16 

Minus 4 2 7 

Total 12 7 23 

What next? Probably the first thing to do is to agree 
upon a decision rule. Here, the natural choice for 
such a rule is: to take the place that has the highest 
percentage of plusses. After a little arithmetic the 

1 4 8 



I able gives us: 
Odessa ... 66% 

Yalta ... 71% 
Sochi ... 69% 

So Yalta has the highest percentage. Does this mean 
that you cannot go wrong if you opt for Yalta? 

No, of course not. 
The point is that the percentages we have just ob-

tained are approximations that we must not attach 
equal weight to. Indeed, the significance of any aver-
aged result depends on the number of individual items 
that the average represents: the more items there are, 
the more accurate is the result. Therefore, the most 
accurate evaluation of merit is the one for Sochi (twen-
ty-three opinions), and the least accurate the one for 
Yalta (seven opinions). Consequently, you could easily 
lie wrong if you decided on Yalta, because it is quite 
possible that with sufficient additional information 
to bring the total number of Yalta opinions to twenty-
three the proportion of'plusses for Yalta might drop, 
say, to 67%. And this would alter your choice in fa-
vour of Sochi, with 69%. 

What are you going to do, then? Strictly speaking, 
if you want absolutely reliable results, you will have 
to collect so much information and spend so 
much time in the process that the whole exercise' be-
comes pointless—unless you are prepared to postpone 
your holiday until the following year. This is preci-
sely the reason why, whenever we have to make a de-
cision, we limit ourselves to a reasonable period of 
time, being always aware that the decision may prove 
wrong. 

But can we, perhaps, determine the optimum amo-
unt of information we should collect in order to solve 
a given problem? As it turns out, we can. First we 
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have to work out our losses; and they will be of two 
kinds: those incurred in the process of collecting in-
formation (by using a cumulative method, for exam-
ple) and those associated with making a wrong deci-
sion. 

For the sake of simplicity let us suppose that the 
collection losses W are proportional to the time T 
spent on collecting information (compare the saying: 
'Time is money'). These losses are shown in Figure 
39 as an oblique straight line, indicating that the 

losses involved in gathering information depend di-
rectly on time spent. 

Now let us consider the losses associated with a 
wrong decision. The likelihood of making a wrong de-
cision depends inversely on the amount of information 
we have at our disposal. The less the information the 
greater the probability of error and the greater the 
risk (remembering that risk is the average loss result-
ing from error). The risk graph R in Figure 39 is a 
decreasing function. I t shows that the probability of 
error and, correspondingly, the risk both decrease as 
the amount of information increases. 

The total losses involved in solving the problem 
will be equal to the sum R-\-W of these two kinds 
of losses. The graph of this sum shows a well-defined 
minimum at the point T*. This is therefore the opti-
mum time we should spend on collecting informa-
tion. 

Figure 39 
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If we act in accordance with these principles, we 
guarantee ourselves minimum total losses on the ave-
rage even though we may occasionally make mista-
kes. These mistakes, however, will cause us less tro-
uble in the long run than would the collecting of the 
large amount of information needed to avoid them. 

This, then, forms the theoretical justification for 
our right to err. It is perfectly permissible to make 
mistakes; however, we must always attempt a sober 
evaluation of the losses we incur in making them. 

We can go further than this and assert that mis-
takes are necessary. If a person—or a decision-making 
device of any sort—never makes the slightest mistake 
we can be quite certain that he or she—or it—is not 
working at optimum efficiency. Faultless operation 
can only mean one of two things: either the rate of 
work is extremely slow because an excessive amount 
of time is being spent on filtering and purifying the 
information; or there is an unrealistically large amo-
unt of redundancy being employed to guarantee relia-
bility—for example, by solving the problem by a 
number of methods simultaneously and then taking 
a vote. In both cases the losses involved are enormous, 
and quite unjustifiably so. 

At the same time, we should avoid rushing to the 
opposite extreme: that of forcing ourselves to make 
mistakes. We should bear in mind the concept of 
risk, remembering that it is based on two factors: 
the cost of the mistake and the probability of making 
it. If the mistake costs us but little, the risk is small 
and we can tolerate a relatively large number of 
such mistakes. On the other hand, if the mistake is 
an expensive one (one likely .to lead to an accident, 
for example), we should try to make its probability 
of occurrence as small as we can by improving the 
reliability of the system. 
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It is fitting, I think, to conclude this chapter with 
a quotation from the well-known cyberneticist R. Ash-
by. In one of his papers he declared: 

' I t is much cheaper and much easier to construct 
a cybernetic machine that does not have one hundred 
percent accuracy, but that has an accuracy of up to, 
say, ninety percent; and then, when using this machine, 
to evaluate its possible operating error on the basis 
of probability theory. The gains we achieve by doing 
this—in terms of the cost and the simplicity of con-
struction of the machine—are very large indeed. 

'Very often people who attempt to build machines 
that are one hundred percent accurate devote an in-
credible amount of effort to the task. This effort 
never pays for itself. I t is far simpler to have a ma-
chine that is less accurate, but at the same time much 
easier to construct—and is also just as usable. ' 



PART II 

Welcome 
Chance 

Never disregard any special or re-
markable incident: often it wil l 
be a false alarm; but occasionally 
it wil l conceal an important truth 

Flemming 

1. SHERLOCK HOLMES SPEAKS 

HIS MIND AT LAST 

'Ah, my dear Watson!' Holmes breathed, stretching 
his legs inside the warm plaid that enclosed them and 
sending a smoke ring to the ceiling. ' I t is such a plea-
sant evening that I feel like being myself for a 
change.' 

He gazed thoughtfully at the glowing embers in 
the smouldering hearth, the shooting flames of the 
dying fire casting a flickering light across his cold, 
aquiline features. Whether it was the wine he had 
had or the sumptuous dinner prepared by the doting 
hand of Miss N., or whether it was the enchantment 
of the dying hearth—whatever the cause, Holmes's 
face had lost its customary frown of concentration 
and become soft and kindly. Doctor Watson had 
never seen his friend in such a condition. It was so 
unlike the famous detective's decisive, resolute na-
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ture. Holmes looked as though he would break into 
a cheery smile at any moment and start joking about 
his nephew's successes. 

Suddenly Holmes chuckled to himself and said: 
'You cannot imagine, my dear Doctor, the extent 

to which the work of a detective depends on good 
fortune. I myself arrived at a proper understanding 
of this fact only after I had read the latest works on 
cybernetics. I was particularly impressed by a piece 
from the pen of that eminent cyberneticist, Ashby. 
The fellow has gone so far as to construct a machine 
he calls the homeostat: seeks out its target in an en-
tirely fortuitous manner. There's food for thought 
for you, eh, Watson?' 

'Holmes, I am always at a loss to follow the train 
of your thoughts. What possible connection can there 
be between .cybernetics and the work of a detective? 
And what can you mean by uttering those tender 
sentiments about Dame Fortune, when the truth is 
that chance represents nothing but a hindrance to 
the detective on every conceivable occasion. Surely 
a detective's conclusions must be the result of a pro-
cess of logical reasoning, rather than an indulgence 
of the idle whims of chance?' 

'That is perfectly correct, Watson,—but a little 
too orthodox. It is true that one has to be logical in 
one's conclusions; the question is: how does one ar-
rive at those conclusions? Logic merely permits one 
to verify the truth of a conclusion; it does not enable 
one to reach a conclusion. If you will remember, a 
certain philosopher has said that logic does not teach 
us to think logically, any more than knowledge of 
the digestive processes improves one's digestion.' 

'You amaze me, Holmes. Have I not heard you 
speak most earnestly, time and time again, of the 
need for logic in the detective's work? Am I to under-
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stand that your opinion in this regard has changed?' 
Watson concluded in some confusion. 

'Not changed: deepened,' Holmes replied thought-
fully, sending another smoke ring to the ceiling. 
'All our attempts to detect crime by the application 
of analytical methods are only of value as rules of 
thumb for Scotland Yard 's police-school novices.' 

'Really, Holmes!' the agitated Doctor expostula-
ted. 'And does that remark apply also to your famous 
deductive method? Is it not true that this method, 
coupled with logical reasoning, has enabled you to 
solve the most baffling mysteries with ease?' 

'Alas!' Holmes observed sadly. 'The deductive me-
thod is a very powerful instrument; but before one 
can use that instrument one has to have at one's 
disposal an immense quanti ty of initial information, 
the kind of information that no detective possesses 
while he is actually conducting his investigations. 
In this regard he is forced to work in circumstances 
of the cruellest privation., Of what possible use is 
the deductive method here? To be quite frank'—his 
voice sank to a whisper—'I do not use the deductive 
method at al l . ' 

Watson was dumbfounded. Opening his mouth 
with an effort, he gasped: 'But what about all those 
stories of yours—the ones that I wrote up and had-
published under that pseudonym—you remember— 
"Conan Doyle"? In those you gave splendid, most 
c mvincing descriptions of the process of solving a 
crime; and they most certainly did include the dedu-
ctive method. ' 

'That is really the whole point , ' Holmes observed 
wearily: 'they were descriptions. It is easy enough 
'<) describe a crime; but to solve it, aha! that is much 
more difficult. There, the so-called deductive method 
is virtually useless. One has to resort, as a rule, to 
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an inductive method—provided, of course, that the 
crime is not a trivial one. Just between ourselves, 
to confuse deduction with induction is an unforgi-
vable error even in the greenest freshman. At the sa-
me time, I confess that I once sincerely believed 
that I acted according to deductive principles; but 
when I examined the situation more closely, I found 
the exact opposite to be the case. Deduction and 
induction are, after all, directly opposed to each 
other. Deduction is a process of reasoning leading 
from the general to the particular; induction is quite 
the reverse—from the particular to the general. So 
you see: I was preaching one thing and practising 
quite another. This I understood only after the ap-
pearance of works on the heuristic method of problem 
solving, a method, mark you, that is very similar 
to the inductive method. ' 

'What on earth are you talking about! ' Watson 
gasped in still greater alarm. 'How could a man of 
your intellect confound such elementary matters?' 

'The whole point is this: I described the process 
of solving a crime after it had been solved, rather 
than while it was being solved.' 

'What difference should that make?' 
'All the difference in the world. Once the crime is 

solved, everything seems so simple and natural. When 
one is describing the affair all one's thoughts tend 
to be one-sided: the pieces all fit into place pointing 
infallibly to the already known solution. The situa-
tion can be depicted, if you like, in the form of a chain 
of deductions something like this. ' And Holmes 
proceeded to draw a diagram (Fig. 40). 

'In actual fact , ' Holmes went on, 'during the in-
vestigation—until the crime is solved—something 
quite different takes place. The solution is not at 
all obvious, and one has no idea of how to set about 
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1 i n i t i a l 
premises ^ n r , . 

SOLUTION 

Figure 40 

finding it. The real chain of deductions is highly 
reminiscent of the behaviour of a blind puppy setting 
out to look for a dish of milk. ' 

Another sketch appeared on the sheet of paper 
(F ig . 41) . 

Figure 41 

'Here you see a mass of wrong guesses that sub-
sequently are not substantiated and are therefore 
discarded; the actual path taken to reach the goal 
is an extraordinarily confused tangle. Chance plays 
a decisive role here. Once the target has, by chance, 
been found, anybody can trace the shortest logical 
path (I have indicated it by a broken line); but as 
you can see, it was not the path taken to reach the 
goal.' 

'Could one say, then, that a description of a pro-
cess of investigation is always deductive, but the 
process itself requires an inductive method?' Watson 
asked timidly. 

'Perfectly correct. My dear Doctor, you always 
catch my meaning splendidly—' 
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and put my foot in i t , ' Watson concluded: ' i t 
is just as well I had the forethought to publish your 
notes under a pseudonym.' 

'Pray do not upset, yourself, my dear Watson, ' 
said Holmes with a smile. 'Your reputation will re-
main unsullied if you will but extend the list of er-
rata to include a remark to the effect that "deduc-
t ion" is to be read as "induction" throughout; and 
everything will turn out splendidly. ' 

Watson was deeply touched. 'I have always known 
that for you, my dear Holmes, there is no such thing 
as an insoluble problem.' 

I devised this conversation in order to show that 
the creative process of searching for t ruth cannot be 
described strictly in terms of a series of logical de-
ductions. Every such process is accompanied by a 
chance factor that supplies the variety and 'divine 
inspiration' essential to the search. 

We shall now examine various ways of utilizing 
chance, that is, various control methods that make 
use of an element of chance. One of these is the Monte 
Carlo method. 

2. THE MONTE CARLO METHOD 

Monte Carlo? We usually associate this name with 
the gambling houses of Monaco, the tiny principality 
hidden away somewhere in the South of France and 
consisting entirely of the city of Monte Carlo itself. 

How is it, then, that the name 'Monte Carlo' has 
recently started to appear in the pages of serious 
technical and mathematical journals? 

Let us have a closer look at a roulette wheel. The 
wheel takes the form of a shallow circular dish with 
a raised edge, and its inner part is provided with one 
hundred shallow holes. A light-weight ball is relea-
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sed into the dish at high speed. The ball bounces off 
the raised edge of the dish repeatedly, until at last 
it falls into one of the holes. Is it possible to predict 
precisely the exact hole into which the ball will fall? 

Of course, it is possible. If we determine the exact 
initial direction of the bal l ' s motion, taking into 
account the slightest tremble of the thrower's hand; 
if we calculate the exact direction of rebound for 
every collision of the ball with the edge of the dish; 
if .... In a word, if we know all the conditions gover-
ning the bal l ' s motion exactly—that is, if we know 
the motions of all its molecules—we can predict 
where it will come to rest. 

I t is perfectly clear, however, that we shall never 
succeed in determining all these factors exactly. One 
fundamental reason is contained in the uncertainty 
principle that we discussed some time ago, according 
to which it is impossible to measure the exact motions 
of the ball 's molecules. Moreover, the factors invol-
ved are exceedingly numerous and change so rapidly 
that we would be quite unable to keep track of them; 
as a result, the ball would still fall with equal pro-
bability into any one of the holes even if the uncer-
tainty principle could be disregarded. 

In nature and in technology and in ordinary life 
there are a great many processes that can only be des-
cribed in terms of probability: a mountain rock-fall, 
for example; the flight of a bird hunting for swarms 
of midges; the number of people travelling in trains, 
trams, and aeroplanes; the number of bankruptcies 
during a financial crisis in the capitalist world; the 
numbers of young and adult fish in a given body of 
water; the number of children that will be born in 
a five- or a ten-year period. There are millions more 
examples like these. Each of them contains an element 
of uncertainty and a question to which there is no 
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exact answer. But there are many questions of this 
kind that need to be answered. For example: what 
should be our annual output of aircraft, railway rol-
ling stock, shipping, and tramcars? How many facto-
ries should we build in the next few years and how 
large should they be to meet the needs of the popu-
lation? And what will those needs be? 

To answer questions like these, we use methods 
based on probability theory. These methods do not 
give us precise answers; instead, they enable us to 
determine with sufficient accuracy the limits within 
which the quantity that we seek may be expected 
to vary, or the probability that a particular event 
will occur. One of these methods is called the Monte 
Carlo method. 

In order to get an idea of the essence of this method, 
let us examine a simple, but instructive, example. 

a n e x f e r i a 1 e n t a n d i t s m a t h e m a t i c a l m o d e l 

Suppose we wanted to find the area of a circle of 
radius equal to one centimetre. We could work it 
out using the familiar formula w2 , giving 3.14 x l 2 = 
= 3.14, that is, the number tt. 

But have you ever wondered how you can deter-
mine a value for ir, even if only an approximate one? 
You can do this rather easily, in fact, by means of 
the Monte Carlo method. 

We take a grain of sand and throw it a large number 
of times on to a sheet of paper marked with a series 
of circles, all of a radius equal to one centimetre, as 
in Figure 42. The grain will fall either inside the 
circles or in the spaces between them {Cx is an exam-
ple of a point inside a circle, C2 a point outside the 
circles). The greater the total area taken up by the 
circles, the more often will the grain fall inside them. 
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Suppose we take a square of area equal to 100 cm2 

and inscribe it with circles of the above-mentioned 
radius (there will be twenty-five of them); and sup-
pose that in 1000 throws, the grain of sand falls 700 
times within the circles and 300 times in the empty 
spaces. I t is then natural to assume that the area 
occupied by the circles is given by the ratio of the 
number of falls (re) within the circles to the total 

700 7 number of throws (N), that is: n/N= j ^ g = ^ of the 
total area of the square; that is, 70 cm2. 

Dividing this result by 25, we obtain the area of 
one circle, and from this we can easily calculate a 
value for it. The value we obtain will become more 
accurate as we throw the grain of sand a greater num-
ber of times. And we observe that an experiment of 
this nature takes up a great deal of time. 

Suppose we try to speed up the experiment by con-
structing a mathematical model of it. Figure 43 shows 
a part of the field on to which we threw the grain of 
sand. In view of the symmetry of the whole field, 
we need only consider a part of it containing a single 
quadrant of one of the circles. You can easily verify 
that the whole field consists of one hundred of these 
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elements. To simulate random throwing of the sand, 
we choose two random numbers, A and B, lying bet-
ween, but not equal to, nought and one, thus 

0 < < 1; 0<B < 1 

Starting at the origin 0 (Fig. 43), we set off a length 
corresponding to the number A along the ordinate, 

i f 5 

f f 
V J v g j 

Figure 43 

and a length corresponding to the number B along 
the abscissa, and then obtain a point C at the inter-
section of the perpendiculars. Thus the numbers Ax 
and Bx determine a point the numbers A2 and 
B2 a point Cz. The points Cx and C2 represent diffe-
rent points of impact of the grain of sand in the ac-
tual experiment. If ^ 2 + . B 2 < l (equal to or less than 
unity), the grain falls within the circle; if A2-\-B2>l 
(greater than unity), it falls outside. Therefore, in 
order to determine whether any point C falls within 
a circle, we only have to check whether the inequal-
ity is satisfied. 

Now we are in a position to define relations bet-
ween the essential features of the experiment and 
those of the model. 

162 



The actual experiment Its mathematical model 

1. Throwing a grain of sand 
on to the field (Fig. 42) 

2. Checking whether the grain 
falls within one of the circles 
or on its circumference 

1. Choosing two random 
numbers A and B greater 
than 0 and less than 1 
2. Checking whether the in-
equality A2 + B1 1 is sa-
tisfied 

The mathematical model is ready for use. 
Now, instead of performing the actual experiment 

(throwing sand on a marked field), we can calculate 
the results of the experiment directly. All we need 
is a table of random numbers, a pencil and a piece 
of paper. 

Therefore, it is possible to replace a physical experi-
ment by a mathematical one, that is, by a calculation. 

Let us compare the advantages of these two methods 
of evaluating it in regard to two particular factors: 
chance interference, and the time spent for the same 
number of 'throws' in either case. 

The physical experiment, like any other real pro-
cess, is highly susceptible to chance interference. In-
terference makes its presence felt, for example, in 
inaccuracies in determining where the sand grain 
falls, in the unevenness of the field surface (the sand 
tends to 'prefer' depressions in the field), and in inac-
curacies in drawing up the field itself (non-ideal 
circles, and so on). 

All these inaccuracies are absfeiit from the mathema-
tical model. To be sure, there are, strictly speaking, 
interference factors at work here as well (errors in 
calculation and rounding off, for example); but it 
is possible to reduce these to insignificant propor-
tions, so they may be ignored. 
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Consequently, from the point of view of error the 
mathematical experiment is preferable to the physical 
one. 

Now a word about time. Here the palm of victory 
should go to the physical experiment. For indeed the 
calculation and summing of two squares on paper 
will always take longer than simply throwing a grain 
of sand. Here the most ham-fisted experimenter will 
always beat the nimblest mathematician. 

But what about our high-speed computers that can 
do sums like this in a matter of seconds? Could we use 
one here? Suppose we try. 

A modern, high-speed, general-purpose computer 
can easily deal with a problem like this in a very 
short time indeed, but. . . But it has to be programmed 
to do it, and somebody has to write the programme. 
Just as any human calculator has to be told at some 
stage what numbers to insert in his calculation and 
how to go about it, so a computer has to 'know' what 
to do and how to do it; otherwise it cannot do its 
job. This is the function of a computer programme. 

Suppose we take a look at how a computer program-
me is written. First, we draw up a programme of the 
experiment itself. This is shown in Figure 44. Each 

Figure 44 

rectangle in the diagram represents an essential ope-
ration in the experiment. Arrows emerging from each 
rectangle point to the operation that is to be perfor-
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med next after the one represented by the given rec-
tangle. Where a rectangle has two arrows emerging 
from it, the conditions under which the process fol-
lows either arrow must be indicated. 

The block diagram of the experiment contains two 
elementary operations: a record of the total number 
of times the sand is thrown, and a record of the num-
ber of successful throws. These rather obvious proce-
dures are included because the programme should 
correspond to the actual experiment exactly. And it 
does: when we throw the sand grain we count the num-
ber of times it lands inside a circle and the total 
number of throws. If this detail is omitted, the whole 
experiment becomes pointless because the numbers N 
and n constitute the information it is designed to 
provide us with. 

The computer programme is drawn up in an exactly 
analogous manner. The form it takes is shown in 
Figure 45. Here the counters for N and n correspond 
to the recording operations of the physical experiment. 

If we examine both diagrams carefully, we see that 
they are very similar generally, and have identical 
structures. Both have the same number of rectangles 
and the same number of arrows pointing in the same 

Figure 45 

directions and so indicating the same set of relation-
ships between the various operations. This is hardly 
surprising since both diagrams describe essentially 
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one and the same information process aimed at de-
termining the numbers N and n. Therefore we would 
expect the same result in either case: whether we 
throw sand grains, noting where they land (working 
according to the programme for the physical experi-
ment); or whether we do the same experiment mathe-
matically by means of a series of calculations (wor-
king according to the programme for the mathematical 
model). 

And so we have two methods at our disposal for 
obtaining the required result (the number n): the phy-
sical experiment, on the one hand; and a computer 
calculation based, on a mathematical model of the 
experiment, on the other. Suppose, now, we draw up 
a table showing all the pros and cons for both methods. 

The physical experiment 
to determine n 

The computer calculation 
for n 

For 

Against 

1. Simplicity (no com-
puter needed) 
2. Demonstrability 
1. Large time losses 

2. Small N 

1. Rapidity 

2. Large N 
1. Need to write a 
programme 
2. Need to have a 
computer 

This shows quite clearly that provided we are not 
frightened by computers and have the opportunity 
to use one—and practically anybody can have access 
to one nowadays—the calculation is undoubtedly su-
perior to the experiment. All the same, we must 
recognize clearly that a mathematical model of the 
experiment is an essential pre-requisite to the calcu-
lation. Only if we have such a model is it possible 
to run the experiment on a computer and take advan-
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)ago of its tremendous speed by completing a large 
number of trials. 

And it is this simulation of physical experiments 
on computers that is called the Monte Carlo method. 

The chance element is absolutely essential to this 
method because it alone reflects the randomness and 
uncertainty that are inherent in the physical experi-
ment we wish to simulate. In this connection the Monte 
Carlo method is often known as the statistical (or 
probability) simulation method. 

Chance in the computer is specially generated by 
devices known as random number generators and 
re fleets the random processes that take place in the 
actual experiment. These devices enable us to replace 
an extremely lengthy and tedious physical experi-
ment with a convenient mathematical model by means 
of which we can repeat the 'experiment' hundreds 
of times in the computer. 

The randomness simulated by the machine is an 
example of necessary and useful chance. I t reflects 
the role of probability in real experiments; and this 
may be useful, or it may be harmful and appear as 
interference. In the above experiment enabling us 
to determine the number n by means of random 
throws, chance is useful. In most other cases chance 
rears its ugly head as a source of interference—but 
one that can also be appropriately simulated by the 
Monte Carlo method. 

m o n t e c a r l o a n d t h e b a l l i s t i c m i s s i l e 

We shall now see how the Monte Carlo method can 
he applied to calculating the point of impact of a 
ballistic missile. 

The trajectory and the point of impact of a missile 
could both be computed with perfect accuracy if all 
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the parameters governing its flight were known exac-
tly. We would need to know the exact all-up weight 
of the missile and its fuel, the exact wind strength 
and direction in various layers of the atmosphere 
along the entire flight path, the exact temperature, 
pressure and density variations of the air at all points 
through which the missile would pass, and much, 
much more besides. 

But in practice it is absolutely and utterly impos-
sible to determine accurate values for all these para-
meters. They change—and they change rapidly. Pain-
staking study and observation enable us to do no more 
than to establish the limits between which these pa-
rameters vary, and to determine their statistical pro-
perties. Where do we go from here? 

To determine the accuracy of the missile's land-
fall we can adopt a procedure similar to the one that 
we used in the experiment with the grain of sand. 
We can devise a programme for calculating the tra-
jectory of the missile. This programme will contain 
parameters the values of which are unknown to us. 
What we do is to select random values within the 
appropriate limits for each of them, and then perform 
a calculation on the basis of these values to deter-
mine where the missile would land. Then we perform 
a second calculation using a second set of random 
values chosen again within the limits for each of the 
unknown parameters; then a third calculation using 
a third set of values; and so on. When we have com-
pleted a whole series of such calculations, we obtain 
a set of landfall points for the missile. These are ran-
dom points since ea^.h is obtained as the result of a 
random calculation; l>ut a sufficiently large number 
of them will mark out an area known as a scatter 
ellipse. 

This ellipse contains extremely valuable informa-
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lion concerning the quality and the effectiveness of 
the missile. It enables us to pin-point the area in 
which the missile is most likely to land, and to gauge 
the accuracy with which we can expect to be able 
to aim the missile, and so on. 

And so we see how with the aid of the Monte Carlo 
method we can obtain exceedingly valuable informa-
tion regarding a missile's point of impact without 
the need for a series of extremely expensive test flights 
of the missile. We are therefore able to effect huge 
savings in terms of both time and material resources. 

The Monte Carlo method finds a highly original 
application in the solution of a number of problems 
of mathematical physics to do with thermal conduc-
tion. We can illustrate this with the following sim-
ple example. 

A DRUNIv SOLVES A P110I1LHH 

A drunk? Certainly! And not just a little merry, 
but so blind drunk that when he finds himself at an 
intersection it is a matter of utter indifference to him 
which road he should take. And it is in just this state 
of alcoholic stupefaction that the drunk is best able 
to assist us in solving one of the most complex pro-
blems of mathematical physics—the problem of ther-
mal conduction in a continuous medium. Surprised? 

Don't be too hasty. Let us examine the problem 
heating a plane disc, or, as the physicists say: 

the two-dimensional problem of thermal conduction, 
^his is a problem that anybody who has dealings 
with the casings of a variety of heating appliances 
'such as hair-dryers, ballistic missile warheads, smel-
' ' "g furnaces and so on) may be called upon to solve. 
With any beating appliance it is extremely important 

be able to determine the behaviour of the thermal 
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stresses arising within the appliance: disaster may 
follow if these stresses become too great. 

For the sake of simplicity let us consider a rectan-
gular disc whose edges are maintained at a definite, 
known temperature. The problem is to calculate the 
temperature at any point on the disc chosen at random. 

The reader will probably be a little bewildered at 
this juncture because there is evidently not the sligh-
test element of chance involved in the problem—yet 
we have been saying all along that the Monte Carlo 
method is only applicable to experiments in which 
chance is a key factor. Such bewilderment, if such 
there was, is quite uncalled for. The laws of thermal 
conduction are determined by thermodynamics; and 
thermodynamics is bound up in the closest possible 
way with statistical (random) processes. 

It is now known that heat is not conducted conti-
nuously, but in separate small amounts, or quanta, 
as they are called. We can regard the motion of heat 
quanta as being chaotic; that is to say, the quanta 
move in random directions. If a large number of 
them gather at a particular point, that point will 
be heated to a greater extent than one where fewer 
quanta have gathered. 

To find the temperature at a particular point on 
the disc we have to determine how often energy quanta 
arrive at the point from various parts of the disc. 
Each quantum traverses a random path across the 
disc, beginning at one edge and ending at another. 
The particular route taken by a quantum is entirely 
a matter of chance. Obviously enough, each point 
on the disc must have several of these random paths, 
originating at different edges of the disc, passing 
through it; and the temperature at each point will 
he equal to the average value of the temperatures 
brought to it. For example, if the point forms the 
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intersection of quantum paths originating chiefly at 
an edge having a temperature of 50°C, the tempera-
ture at the point will be close to fifty degrees. Again, 
if the intersecting quantum paths originate at edges 
having different temperatures, some being at 50°G, 
some at 20°C, and there are twice as many of the for-
mer as of the latter, the temperature at the point in 
question can be determined, as you might have gues-
sed, by a simple calculation: 

f = 2 X 50 + 20 = 4 ( ) o c 

This phenomenon, however, also permits of an 
'alcoholic' interpretation-(such as we began this sec-
lion with) as follows. 

Let us imagine for the moment that there is a city 
populated entirely by alcoholics (the author tenders 
his apologies in advance for so freely invoking this 
fine breed of men). And let us suppose that this city 
is built on a rectangular plan similar to the shape 
of our rectangular disc, and that all its wine shops 
are disposed around the perimeter and are specialized 
to the extent that each sells wines or spirits of a parti-
cular potency only and is designated by a number 
corresponding to the proof strength of its merchandise. 
So wine shop No. 40 deals only in sherry, No. 60 only 
in rum, No. 12 only in dry Georgian wines, and so 
"n. Let us suppose, further, that the numbers of the 
w iue shops correspond to the temperatures at the 
'•'dges of our heated rectangular disc: so that , point 
f(,r point, degrees of temperature at the edges of the 
(iisc, degrees of proof strength of the beverages in 
l'ie wine shops and the numbers assigned to the wine 
^iops around the borders of our imaginary city all 
''oincide. 

The inhabitants of this merry city lurch into a 
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shop that happens to be handy, equip themselves 
with a bottle, and thereupon commence their drun-
ken, and of course random, wandering about the 
streets. Whenever they meet up with other fellow 
citizens, each similarly equipped with the inevitable 
bottle, they mix themselves a cocktail by combining 
the contents of the various bottles in equal proportions. 
The potency of the cocktail will contain information 
as to where the bottles have come from and what the 
' temperature' is at the point where the cocktail is 
enjoyed. In other words, to determine the tempera-
ture at any point on the disc we have only to taste 
a cocktail mixed at the corresponding point in our 
city of alcoholics. 

However, a little observation of the erratic routes 
taken by our tipsy friends is enough to convince us 
that our desire to sample and grade the cocktails at 
any point will be thwarted by at least two circum-
stances. 

The first is that , having picked out the particular 
intersection where we propose to do the sampling, 
we shall sometimes have to wait for very long periods 
between successive alcoholics for the simple reason 
that in their aimless shambling about the city, they 
do not arrive particularly often at the point where 
we are waiting for them. Moreover, most of them 
do not pass through the point where we are waiting 
at all. Consequently, any attempt to determine the 
temperature at the point by this method involves 
us in a mass of unnecessary losses. 

The second difficulty is that we shall obviously 
have to wait still longer for several citizens to meet 
at the intersection simultaneously and start mixing 
drinks. (After ail, this is the event we are really wai-
ting for.) However, we can get round this one by col-
lecting a tribute from each passer-by, instead of 
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wailing for two or more to arrive at once, and placing 
them all in a single bottle. A swig from this bottle 
will then enable us to determine with ease the potency 
of the resulting mixture and the temperature at the 
corresponding point of the heated disc. 

Hut how can we arrange matters so that the revel-
lers will appear at our intersection more often? We 
cannot call out to them or beckon to them without 
upsetting the randomness of their wanderings. What 
can we do, then? 

The answer lies in making use of a cunning device 
based once again on taking advantage of chance. 
If you look at a random path that comes suddenly 
to an end at the edges of the disc, you will find that 
you cannot tell where it begins and where it ends. 
This is because the direction of motion along a ran-
dom path is irrelevant. Consequently, we need only 
examine the paths that depart from the point in ques-
tion, and follow them to wherever they end on one 
of the edges of the disc. Then we simply 'reverse' 
the motion and treat the whole situation as if it were 
the other way round: that is, as if these paths had 
brought to the point in question the temperatures 
f>f I he edges where they terminate (or 'from which 
they had come' —in accordance with our reversed 
vii'\v of the situation). 

We can apply this method to our merry city as 
foil ows. We select any completely sozzled citizen at 
•'and.un and tag him; then we release him at the par-
ticular intersection that interests us. At the same 
tiiiu1. we ask all the wine-shop proprietors to tele-
phone us if the tagged man ends his wanderings in 
'hejr particular shop. We do the same thing with 
Sl v"ial other devotees of the bottle. All we have to 

then is to man the telephone and note the shop-
1111'iihers as the proprietors telephone in. For example, 
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suppose we get a set of calls from shops Nos. 40, 40, 
60 and 20: the strength of the cocktail at the point 
under investigation will then be 

i-(40 + 40 + 60 4- 20) — 40° proof 

And in accordance with our analogy, this will be 
the temperature of the corresponding point on the 
heated disc (40°C). 

It follows that the problem of determining the tem-
perature at a given point can be solved very simply 
by tracing a number of random paths from the point 
in question and reading off the temperatures at the 
points where they meet the edges of the disc, remembe-
ring that these temperatures at the edges are inclu-
ded in the data for the problem and may be regarded 
as known. The temperature at the selected point will 
then be equal to the arithmetic mean of the tempera-i 
tures at the ends of the random paths leaving the) 
point. : 

This provides the basis for applying the Montcj 
Carlo method to problems in thermal conduction.] 

But where in this analogy is the much-needed mode^ 
of the phenomenon? i 

Actually, what we have just been doing is develo-i 
ping a model for thermal conduction in a disc. Since 
the individual heat quanta move randomly, we chosd 
as the basis for our model a situation in which we 
have objects moving at random, namely: a collection! 
of drunks following random routes through a city. 
And this model enabled us to solve the problemJ 

a m o d e l f o r t h e d r u n k 

So far we have been talking about a random path 
mapped out by a drunk as though it were the actual 
substance of the model. We even went to some troub-
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le lo make sure we had a drunk because we wanted 
someone who would meander haphazardly about the 
city. 

In order to solve the problem on an electronic 
computer, however, we have to be able to simulate 
random paths without recourse to the services of a 
crowd of alcoholics. How can we do this? 

One way of mapping random paths is as follows. 
We take a sufficiently fine rectangular grid upon 
which we shall move from node to node. We select 
any node at all on the grid as our starting point (this 
corresponds to the street intersection in our drunken 
city) and then choose one of four directions—up, 
down, to the right, and to the left—and move to the 
next node in the chosen direction. 

Since the path has to be absolutely random, each 
of the four directions has to be equally probable. 
In order to randomize the direction of motion we can 
use the simple expedient of tossing two coins simul-
taneously. For each double toss there are four pos-
sible results: HH, HT, TH, and TT, where H means 
head and T tails. We then assign a meaning (a direc-
tion) to each of these four results as follows, say: 

UH . up; TT = down; HT = to the right; TH = to 
the left 

Obviously the tossing of the two coins gives a se-
rie« r.f completely random commands. The procedure, 
ttifn, consists of tossing the coins, reading off the 
<1 iroction, and moving to the adjacent node on the 
£''id in the direction indicated; and then tossing the 
coins again, reading off the new direction, and rao-
v ' "g to the next node in that direction; tossing the 
coins again,—and so on. The path we eventually ob-
tain, made up of small segments of straight lines pa-
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rallel to the axes of the grid, simulates random wan-
dering on a plane surface. 

To sum up: the essence of the Monte Carlo method 
is the mathematical simulation of physical experi-
ments that contain an inevitable element of chance. 
Multiple repetitions of the physical experiment are 
replaced by multiple repetitions of a calculation ba-
sed on a mathematical model of the experiment. 
The only thing that presents any difficulty is the devi-
sing of the model. Once this has been done, any pro-
blem can be solved by the Monte Carlo method with 
little further effort, because then it is only a matter 
of writing a programme and running it on a compu-
ter. For this reason the Monte Carlo method may be 
called the method of mathematical experimentation or 
the method of statistical trialling, thus emphasizing 
the iterative nature of the method. 

In conclusion we may observe that the Monte Carlo 
method was conceived and developed only after high-
speed computers appeared on the scene. Manual ap-
plication of such a method would be completely be-
side the point because the essential feature of the 
technique consists in a large number of calculations 
of a single type. Just as no man, no matter how strong, 
could have built the Great Pyramid of Cheops unai-
ded, so no man, working alone, could make use of 
the Monte Carlo method without the help of a com-
puter. The Monte Carlo method is for large, high-
speed computers alone. 

3. CHANCE IN GAMES 

Games provide a rich field for the study of chance. 
By a 'game' we mean a situation in which two oppo-
sing sides having opposing interests interact within 
a framework of definite rules. The theory of games 
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Ims recently begun to attract growing interest because 
el its usefulness in solving problems that arise in 
H'.niy important situations involving conflict, in par-
ticular, those that relate to military operations. 

!l has been found that children's games such as 
lihml inan's-buff, hide-and-seek, and others, and also 
a'! i11 games—card-games, for instance —constitute sim-
ple, unpretentious models of the relationships that 
may exist between two countries, let us say, or among 
a u umber of firms, and so on. 

I he most essential and specific features of any game 
a: 1 the rivalry and aggressiveness of those taking 

!! is easy to beat an opponent who is inexperienced 
aa : unimaginative: you simply pursue a course of 
Mciion that takes direct advantage of his guilelessness. 
Ihii suppose he is only pretending to be a simpleton 
an,! is all the time devising a subtle trap that will 
get you into a hopeless position. Inexperienced chess 
pi avers often lose, for example, by being tempted 
in'" rash moves and hoping that their opponent will 

'look the threat. The conclusion is obvious: it is 
u-'eless to rely on the mistakes or the passiveness or 
'he inattention of your opponent, and it is essential 

hase your strategy on the assumption that he is 
' ' " cautious, and is thirsting for victory just as 
! '--ionately as you are. 

1 i'e simplest type of situation that the theory of 
u ! can be applied to is really fantastically simple. 
< ! g a m e requires-two players with exactly opposing 
! '! ' "i'l'sts. Suppose we have a rectangular array like 
;i ''hess-board with a particular number printed in 
''•'• 'i square. The rules of the game specify that the 
!i player (.4) choose any row of the squares, and 

!l '"cond player (B) any column. The result of these 
1 moves, taken together, is the number lying at 
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the intersection of the row and the column so chosen. 
We assume, of course, that each player makes his 
move in ignorance of that of the other player. 

If the number so selected has a plus sign in front 
of it, A wins; if a minus sign, B wins; the number of 
points won in either case being equal to the absolute 
value of the number in the square. A simple scheme 
such as this is representative of the overwhelming 
majority of conflict situations we encounter in our| 
daily lives. 

Let us use the array shown in Figure 46 to see howl 
this sort of game works. 

B, B, Bj B. 
-2 -1 4 -3 

*> 3 -2 -3 1 
*J 2 1 2 3 

1 -4 -2 5 

Figure 46 

Studying the numbers, player A soon notices thai 
his fourth row, A v offers him his maximum win o 
five points if B plays his fourth column, 5 4 . But he 
realizes that B, being no fool, might answer thj 
move A4 with B2, thus winning himself four points 
A similar study of the move A u promising a bes 
return of four points, leads to the sorry conclusior 
that B would win with every reply but Ba. 

Player A realizes the futil i ty of dreaming about 
two birds in the bush and resolves to be content with, 
the one in the hand. So he starts looking for a move 
that will guarantee him a win, even if it is only a 
small one. And this more sober approach to the mat-
ter is immediately rewarded. 
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His study of the array complete, A sees that he has 
at his disposal one row, As, that gives him a certain 
win no matter what his opponent does. B notices 
this also, and realizes that he will lose every time A 
plays A3 and that there is nothing he can do about 
it except to try to keep his losses as low as possible 
by playing B.t. And so in this particular game one 
of the players is certain to win, the other (sad but 
true) certain to lose. 

After this detailed analysis of the game the players 
may decide not to play because the outcome is already 
clear, or player B may contest the rules because they 
are clearly biassed against him. The reason for this 
conclusion is that the optimum strategy for both 
players is specific and consists in A moving A$ and 
B moving 5 2 , which determines the result of the game 
without the slightest ambiguity. The determination 
of optimum strategies is, in fact, the whole point of 
the theory of games. 

The case we have just been examining was a straight-
forward one in which each player had only four alter-
natives. But suppose there were a great many more 
than four—consider, for example, the enormous num-
ber of possible moves available to a chess player, 
particularly in the middle game, or the number of 
permutations that have to be considered by an indu-
strial planner in deciding how to distribute a work-
load among several factories. Nowadays we use high-
speed computers to check out all possible courses of 
action in complex situations and determine the opti-
mum strategy. Computers like these are able to per-
form hundreds of thousands of arithmetical opera-
tions every second. But before we can set the computer 
to work we must make a correct analysis of the si-
tuation and compile a table similar to the one we 
have just been examining. 
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And here we run into a new complication. Very 
often the situation we have to deal with is such that 
no matter how hard we try we cannot come up with 
an optimum strategy. Situations of this type are ex-
tremely common in games. In fact the overwhelming 
majority of games do not contain any optimum move 
at all. The reason for this is plain: if a game contains 
an optimum move, there is no point in playing it 
(as our friend B observed in the example above). 
Any interest the game might have had would disap-
pear as soon as it was discovered that there was a 
single best move. It is for just this reason that no 
worthwhile game admits of any best moves. A simple 
coin game will serve as an example. 

h e a d s o r t a i l s ? 

The game we are going to analyse requires two 
players, each armed with a coin. Each player places 
his coin on the back of his hand, choosing freely and 
independently of the other player's choice whether 
to show heads or tails. The players then uncover 
their coins and compare results. If both coins show 
the same side (both heads or both tails), player A 
wins and player B awards him one point; if the coins 
show different sides (a head and a tail), player B wins 
and takes a point from A. So far, it would seem, the 
game is perfectly simple. The table (Fig. 47) shows, 

d m f ( IS ) HLADS TAILS 

HUBS 1 -1 

TAILS -t 1 

Figure 47 
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in all, two possible choices for each player. But, as 
we shall see, the simplicity is deceptive. If it was 
dead easy to pick the right strategy in the last game 
we looked at, in this game the players will have to 
do some thinking. 

Suppose player A decides to adopt a particular 
strategy, for example: heads-heads-tails, heads-heads-
tails, and so on. Clearly, once B notices the pattern, 
he will immediately adopt a counter-strategy, name-
ly: tails-tails-heads, and so on. B will then be a cer-
tain winner. 

If A employs a more complicated strategy, it will 
be more difficult for B to discover what it is; but as 
soon as he succeeds in working it out, he will start 
winning again. In the meantime, while he is trying 
to discover the pattern in A's play, B will have to 
bide his time and choose moves that will result in 
no particular advantage, trying only not to lose con-
sistently. To this end, B need only ensure that his 
moves are random by tossing his coin in the air and 
entrusting his choice to chance. His wins and losses 
will then occur at random and will cancel out on 
the average. At the same time, he must pay close 
attention to his opponent's play in order to discover 
the lat ter 's strategy. As soon as B determines .A's 
strategy, he can immediately formulate his own coun-
ter-strategy and then go on to win all the time. 

Consequently, by adopting a specific or, as we say, 
determinate strategy, player A always finishes up 
getting the worst of it. While B is kept busy deciphe-
ring his play, A will be winning and losing more or 
less equally; but once B is on to him, A can only 
lose. 

But why? Why is this so? Why is it player A that 
has to lose all the time? Surely both players have 
exactly equal opportunities, have they not? 
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The point is that A tried to make certain of victory 
by adopting a determinate strategy. He played ac-
cording to a strictly determined rule that B was able 
to work out. Until B finally discovered what A's 
rule was, both players had equal chances; but once 
the rule was discovered, A had lost the game. 

Player A may try changing his strategy more often, 
thus compelling B to spend a greater proportion of 
the time on working out the pattern. But this does 
not help either. The situation is essentially the same 
as before: while B is biding his time and simply ob-
serving A, both players have equal chances; but B 
becomes a sure winner again as soon as he discovers 
a pattern. 

The reader has probably noticed that there are 
periods in this game when both players have equal 
chances and that these occur when winning or losing 
depends on moves made entirely at random. And, 
strange as it may appear to the casual observer, the 
strategy of completely random moves is the best 
(optimum) strategy for both players in this particu-
lar situation. 

Player A is punished with certain defeat for the 
very reason that by trying to use a determinate stra-; 
tegy he adopted a procedure other than the optimum.. 
The best procedure in this particular game calls for] 
a strategy that relies purely and simply on chance;1 

for although it does not guarantee that you will win,! 
it does not entail certain defeat either, because yourj 
opponent will never be able to tell what your next; 
move is going to be, by virtue of your random stra-j 
tegy. In situations involving conflict, therefore, an; 
element of chance often acts as a kind of smoke screen.) 
that confuses the enemy and paralyses his attempts: 
at purposeful action. 
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p l a y i n g a t s e c r e t s 

The decoding of secret ciphers affords a good exam-
ple of the sort of conflict situation we are talking 
about. The position here is exactly the same as it 
was for the game we have just been examining. Any 
code can be cracked if regularities can be discovered 
among the symbols of the coded message. An intri-
cate code may similarly be regarded as a smoke screen 
that allows one side to gain the time that the other 
wastes on deciphering it. Here, once again, there are 
two opponents involved: the coder trying to conceal 
the meaning of his message, and the enemy decoder 
trying to discover its meaning. 

At first glance it may appear that this 'game' is 
grossly unfair to the coder because he has to trans-
mit, willy-nilly, a meaningful message, which his 
opponent can always decipher. The decoder derives 
his confidence of being able to do this from the follo-
wing well-known postulate of information theory: 
'Any coded message can be deciphered provided that 
it is (1) of sufficient length and (2) meaningful. ' 

The coder is also aware of this postulate and tries 
to code the message in such a way as to force the ene-
my decoder to spend as much time as possible deci-
phering it. Any secret service whose function is the 
transmission of important messages usually operates 
in this way. 

The most effective way of coding a message is, 
paradoxically enough, to omit the message from the 
transmission. This can be done either by using a pu-
, ( 'ly random code or by transmitting a meaningless 
c°llection of letters or words. True, such a procedure 
c°ncoals the meaning from its intended recipient just 

effectively as from the enemy. For this reason a 
''aiidom code is only used from time to time mixed 

183 



with a meaningful one. This procedure causes the 
opposing side the greatest distress. 

When a decoder is confronted with a message in 
code, the first thing he has to decide is whether it 
contains any meaning, and, if it does, which parts 
of the message carry the meaning and which are sim-
ply meaningless jumbles of symbols. This is really 
a most baffling problem calling for the greatest expen-
diture of time. The actual deciphering of the meaning-
ful parts does not take very long because it is usually 
done by a high-speed computer. 

We. can conclude, then, that in conflict situations 
an element of chance plays a decisive role. I t consti-
tutes a reliable means of hampering the enemy's acti-
vity and preventing him from gaining the advantage. 
This makes the introduction of a chance factor impe-
rative in any situation where determinate behaviour 
leads to defeat. 

The most typical application of a chance element 
for this purpose is to be found in the conduct of war. 
Any confrontation of the opposing sides involves a 
search for the optimum mode of behaviour; and this 
often turns out to be the one that relies on chance. 

In economics there is a whole series of situations— 
particularly where capitalist competition is involved — 
in which those who emerge victorious are those who 
adopt a random strategy. 

The widespread application of chance in conflict 
situations arises from the sober realization, and the 
firm conviction, that a random strategy is the most 
expedient one and the one most likely to lead to opti-
mum decisions. Those who refuse lo accept the opti-
mizing role of chance will be the losers. 
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4. LEARNING, CONDITIONED REFLEXES, 
AND CHANCE 

We shall now examine a living organism as it li-
ves, develops, acts upon and reacts to its environ-
ment. This environment is at once its wet-nurse, 
nurse, teacher, friend, foe, and judge. 'A man is the 
child of Mother Nature and Father Chance' wrote 
S. Lem. Naturally, if an organism is to live in a par-
ticular environment it must be adapted to that envi-
ronment. This means that it must acquire such ha-
bits and develop such skills as will make its life more 
or less bearable. 

We shall approach our examination of the learning 
and adaptational processes of living organisms, not 
as physiologists, but as technologists whose aim is 
to apply the principles of living nature to mechanical 
devices. 

H is extremely difficult to construct a mechanical 
system that will fulfil a complicated function. For 
example, although it is no easy matter to sot up the 
production line for a car such as Volga, it would be 
still harder to modify it to produce the Chaika car: 
we have to construct a completely new production 
lin" for the more sophisticated car. And in a few years' 
t ime when Chaika is out of date and has been repla-
ced by a more advanced design, we, will have to build 
yet another, still more complex production line. 

But perhaps we could use another approach. Per-
"ajis we could make do with only one production line 
hy constructing it in such a way that it could easily 
he 're-trained' to produce new models. 

A r i d i c u l o u s f a n t a s y ? — N o t at a l l : t h e o r e t i c a l l y , 
>, | ( li a s o l u t i o n is e n t i r e l y p o s s i b l e . 

'h i t if t h i s is so, w h y a re t h e r e no such ' r e - t r a i n a b l e ' 
p r ' n l n c t i o n l i n e s in exis tence ' : ' 
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The reason is that nobody knows at present exactly 
how they are to be constructed. And this is why en-
gineers have been compelled by sheer technical ne-
cessity to study the behaviour of living organisms 
possessing properties and abilities far in advance of 
the cleverest machines. The ability to adapt, to 
learn and to re-learn characteristic of all living orga-
nisms will have to be incorporated in the machines 
of the future as the very basis of their design. 

What do we mean by 'learning'? To answer this 
question we shall have to deal with a number of re-i 
lated topics, in each of which chance plays an impor-j 
tant and sometimes a decisive role. 

As we have already said, learning, like adaptation, 
occurs as the result of the interaction of an organism 
with its environment or of a pupil with his teacher 
In determining the relationship between pupil an( 
teacher during the learning process, we shall describe 
one of the most perfect learning systems to be found, 
for example, in human society. We are referring here 
to the schoolroom system of learning. 

Another kind of learning is based on the imitative 
abilities of the pupil. Here the pupil tries to dupli-
cate the skilled actions of the teacher, and the lattei 
corrects the pupil 's attempts without indulging in 
explanation. 

There is a third kind in which the teaching functioi 
is performed entirely by the environment without 
the aid of any special teacher. This form of learnini 
we may call self-instruction. 

Let us examine each of these kinds of learning 
processes separately. 

l e a r n i n g i n t h e s c h o l r o o m 

This takes place in two stages. During the firs! 
stage (Fig. 48) the teacher communicates to the pupi^ 
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the information that has to be learned. The pupil 
receives the information, digests it, and memorizes 
it; otherwise he learns nothing. During this stage 
the teacher does not know whether the pupil is actu-

Figure 48 

ally receiving the information or whether he is only 
pretending to do so. Consequently, effective teaching 
must make provision for testing and assessing the 
level of comprehension and retention of the informa-
tion he transmits to the pupil. 

This constitutes the second stage of the learning 
process and is depicted in Figure 49. The teacher asks 

Figure 49 

the pupil a test question to find out how much of 
the material the pupil absorbed during the first stage. 
The pupil comes up with an answer that enables the 
teacher to assess how much the pupil has learnt, 
^ext , the teacher informs the pupil of his assessment, 
thereby indicating how much of the given informa-
tion ho has understood and memorized correctly. 
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The learning process ends with the teacher's dra-
wing his conclusions and expressing them by rewar-
ding or punishing the pupil. The teacher has at his 
disposal a large number of methods that have been 
developed throughout the entire history of pedagogy 
for exerting his influence over his pupil. The purpose 
of this influence is to stimulate the pupil ' s powers 
of receiving information correctly. 

Our treatment of this system of learning is highly 
superficial and does not deal with such questions as 
how does the pupil receive and memorize the infor-
mation, and what is inVolved in digesting it? These 
questions belong to the field of educational psycho 
logy and will hot be discussed here. We only need t< 
emphasize that this system of learning presuppose! 
the existence of ready-made pieces of knowledge tha 
can be transmitted to the pupil and that may be o 
use to him in the future. 

It is for this very reason that the schoolroom sys-i 
tem is the one adopted by the State for all schoolsjj 
colleges, and universities. 

In sum, for the schoolroom system to operate therei 
must be—apart from pupils—the following: 

1. Teachers well-informed on a particular subjectj 
and capable of expounding it. 

2. A methodology for testing and assessing the 
pupils' progress, this being the feedback component 
in the teacher-pupil relationship. 

This system has both advantages and disadvanta-
ges. Among its advantages is the fact that it enables 
the student to master such abstract disciplines a4 
mathematics and physics, as well as to learn the 
large numbers of facts required in subjects such as 
history and geography. 

All the same, the schoolroom system is a long way 
from being suitable for teaching everything. Know-1 
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ledge of the laws of logic, for example, does not ne-
cessarily enable one to think logically; analysis of 
the creative process cannot teach one to be creative; 
and a study of the origins and characteristics of hu-
mour does not always enable one to cultivate a sense 
of humour. This category of human knowledge requi-
res a different kind of learning process. We shall call 
it imitative learning. 

DO AS I DO 

Whereas schoolroom learning is found only within 
human society, imitative learning is much more 
widely distributed and occurs throughout the entire 
animal kingdom. 

Imitative learning takes place as follows. Teacher 
and pupil, finding themselves in a particular situa-
tion, each perform certain actions independently of, 
and without reference to, the other. The consequences 
of their actions are then compared, and the teacher 
admonishes the pupil if the latter has chosen a wrong 
mode of behaviour. In effect (and often in actual fact) 
the teacher says to his pupil: 'Do as I do. ' And that 
is the essence of imitative learning, the block diagram 
for which is shown in Figure 50. 

Figure 50 

Here, a certain situation within the environment 
a c t s upon both teacher and pupil. The teacher either 
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cannot or will not explain to the pupil what he shol 
uld do in the given circumstances in order to achieve! 
Ihe best results, but provides a model of optimum 
behaviour instead. The pupil 's behaviour is then 
compared with that of the teacher, and any discrepant 
cies are corrected. 

It is characteristic of this form of instruction that 
the teacher must be able to perform the correct action 
himself; whether or not he knows in his head how he. 
does it, is less important. Instruction takes the form 
of a demonstration of the most sensible (optimum) 
behaviour, rather than a lecture on how to behav^ 
in a given situation. 

Learning by demonstration is the basic method of 
instruction for the tradesman and the craftsman. 
Imitating the best available examples is an essen-
tial stage on the way to mastery of the particular 
trade or craft. 

The mirror in a gymnasium, to take another exam-
ple, is not put there to indulge the vanity of the gym-
nasts, but is an essential tool enabling self-assessment 
of proficiency at the moment of doing the exercises. 
The sporting enthusiast goes along to watch the big 
match not simply to have his passions roused, but to 
observe the example of first-class players for later 
imitation. Creative literature is not just a source of 
entertainment, but provides a fund of examples ol 
behaviour from which the reader can learn—it is 
well-known that reading has an enormous influence 
on the moulding of personality: our favourite literary 
hero is essentially an example we hold up to our-
selves and try to imitate. 

This method of learning is widely distributed through-
out the animal kingdom, particularly among birds 
and mammals. Canary-lovers are well aware of this 
fact. In order to get the young bird to sing he has 
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to have the benefit of training with a master of the 
art. Both birds are put in a single cage and the pupil 
starts imitating the maestro. Given a capable pupil, 
the little school soon turns out a first-rate songster; 
but if the teacher has the voice of a rooster, his assi-
duous little pupil will start to crow. 

'Birds of a feather flock together' might well be-
come the motto of learning by demonstration. 

Self-instruction is the commonest kind of learning 
process. It is superficially more simple and is shown 
schematically in Figure 51. With self-instruction both 

the teaching and the testing of the results are carried 
out simultaneously by the environment. The pupil 
is surrounded by the environment; he comes into 
contact with it and interacts with it. Every environ-
ment has its own peculiarities and makes its own 
special demands on everything within its confines. 
Ihe pupil must comply with these demands. In the 
diagram we see how environmental factors act upon 
'he pupil via channel A. The pupil 's behaviour either 
does or does not fulfil the demands made by the en-
v 'ironment, and he 'informs' the environment of this 
v'i<i channel B. This means that to deal with the various 
situations that he encounters, he develops patterns 

S E L F - I N S T R U C T I O N 

Figure 51 
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of behaviour that are controlled by the environ-
ment. 

We should note that the channels -^, B, and so on 
denote logical relations linking the pupil with the 
environment and forming a single learning system. Of 
course, there are no sharply defined channels here, 
such as there were in the schoolroom system; but links 
there are, nevertheless, and quite strong ones at that . 

Looking at the diagram again, we can say that the 
environment, as it were, prods the pupil towards a 
certain code of behaviour. If he completely satisfies 
all the demands of the environment, that is, if he acts 
in accordance with the required code of behaviour 
(and this is tested by comparing the pupil 's behaviour 
with the code, the test being symbolized on the diagram 
by the circumscribed cross), the punishment channel 
(•C) is not brought into play. But if the pupil comes 
into conflict with the environment by not satisfying 
its requirements, some sort of punishment mechanism 
will operate and notify the pupil via channel C of his 
departure from the code of behaviour that the environ-
ment presupposes. 

The probability that the punishment mechanism 
will operate and the severity of the punishment if it 
does, both depend on the extent of the pupil 's infringe-
ment of the environment's rules. It is a curious fact 
that it is more or less a matter of chance whether 
punishment—and hence learning—actually occurs. For 
example, if the pupil breaks the traffic rules, punish-
ment does not invariably follow. The more often he 
breaks them the more likely he is to be run over or 
run in and so punished, but in different degrees accord-
ing to his luck. On the other hand, if he is thoughtless 
enough to leap from a tenth-storey window, the pu-
nishment will be both inevitable and severe. 

The result is that even though nobody shows the 
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pupil models of correct behaviour, he nonetheless 
begins to behave correctly. The pupil travels this 
unroyal road to learning by himself and without the 
slightest assistance, but only by virtue of the cuffs, 
blows, and callings meted out to him in abundance 
by his environment. 

As we can see, the pupil undergoing self-instruction 
learns perforce from his mistakes; his wishes have 
nothing to do with it. The more mistakes he makes, 
the more quickly he learns. This method of learning 
from one's mistakes is obviously the basic form of 
learning to be found in nature. 

Let us note that self-instruction in no way excludes 
the possibility of learning without punishment. Learn-
ing through positive experience occasionally gives 
better results than those obtained by learning through 
punishment. 

Hut what is the actual basis of learning? 
From what we have been saying it is obvious that 

memory plays the leading role in the learning process. 
Hut memory alone does not make learning possible. 

t h e m e m o r y m a n u a l 

Let us imagine that we know a person who is so ab-
sent-minded that he forgets absolutely everything. At 
the same time, he is able to read and to understand 
what he reads. To enable this person to live and to 
w°rk in his surroundings, somebody has thoughtfully 
C()nipiled a most detailed set of instructions and shown 
him how to use them. These instructions specify the 
aPpropriate behaviour for every conceivable life situa-
|i(,n (let us suppose for the moment that such a thing 
l s possible). Our absent-minded friend is thus provided 
NV|th a memory manual that he can carry about under 
his arm. Could we say that such a person is capable 
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of leading a normal life? No, of course not. Life will; 
require him to answer a multitude of questions in rapid 
succession; and this he will not be able to do because 
to find the answer to any one question he will have 
to start leafing through the whole of his instruction 
manual from the beginning. He will not be able to 
take a single step without stopping and reading all 
the instructions—even if only to find out how to take 
the next step. 

The moral of this story is that mere memory is not 
enough for learning and developing correct behaviour. 
We also have to know how to use our memory. And the 
ability to use one's memory has nothing to do with 
thumbing one's way through all the instructions one 
after another (or 'scanning', as this method is calle<J 
in technical contexts), but consists in being able tc 
switch on the appropriate section of the memory imme-
diately. When we cross the road, for example, we have 
to remember the traffic rules, and not what we had 
for yesterday's lunch. 

But how can we account for the remarkable ability 
of the human memory not only to store and to catalo-
gue vast quantities of information, but also to select 
almost instantaneously any required section within 
the maze of instructions it contains? 

For the answer to this question we shall have toj 
turn to the subject of conditioned reflexes. 

w h a t i s a c o n d i t i o n e d r e f l e x ? 

A conditioned reflex is the habitual reaction of an 
organism to a particular stimulus. This habit is ac-
quired as a result of the organism's being placed re-
peatedly in the same situation. For example, an adult 
human being never consciously allows his flesh to 
approach too close to fire, despite its tempting beauty. 
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Small children, on the other hand, seize burning things 
eagerly into their little hands because they do not as 
yet possess the protective conditioned reflex. Only 
after they have experienced a few painful burns do 
they acquire the ability to refrain from playing with 
fire. And this ability we call a conditioned reflex. 

Does the child learn anything in the process? Yes, 
he does; in fact he learns a great deal. He acquires a 
protective mechanism that consists in a fear of being 
burned, and so he learns to keep away from fire. 

However, an organism can develop conditioned 
reflexes in other than, let us say, natural conditions: 
they can be deliberately induced by artificial means. 

The reader will have heard, no doubt, of the famous 
experiments conducted by the great Russian physiolo-
gist I. P. Pavlov, in which he succeeded in developing 
artificial conditioned reflexes in animals. The proce-
dure he used in these experiments was briefly as fol-
lows. 

Food was placed before a dog, whereupon the dog 
began to salivate. (It should be noted that salivation 
in the presence of food is an unconditioned reflex— 
an inborn characteristic transmitted by heredity.) 

The working of this reflex is illustrated in Figure 
52. The input 'food' acts upon the system 'dog' (the 

Figure 52 

iuiiiw on the left) to produce an immediate flow of 
S;,liva, which we mark in the diagram as the output 
<sali va' . 

195 



At the start of the experiment the dog salivated onlj 
in the presence of food. Other stimuli—acoustic oneij 
for example —did not produce salivation (Fig. 53). 

Figure 53 

Next, Pavlov superimposed on the food stimulus 
an acoustic stimulus: a bell was set ringing while the 
dog was given food, so that both stimuli, 'bell ' and 
'food', were presented simultaneously. As is shown 
in Figure 54, the system 'dog' now had two inputs! 

Figure 54 

'food' and 'bell ' . One of them, namely 'food', was 
unquestionably the cause of the output 'saliva' . The 
other input, 'bell ' , produced of itself no reaction ii 
the system at all; it merely accompanied the inptf 
'food'. And so the dog salivated in the combined pre 
sence of the two stimuli. 

After several sessions of this the dog began to reacl 
to the bell minus food in the same way as it did to tM 
bell plus food or to food alone, that is, it salivatedj 
And so a conditioned reflex that the dog did not prfl 
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viously possess had been created artificially (Fig. 55). 
How did this come about? 
Within the dog's nervous system a link was estab-

lished between the signals 'food' and 'bell ' . This link 

became so strong that one signal could be replaced 
by the other without producing the slightest change 
in the organism's reaction. It would be wrong to think 
that the dog ceased to distinguish between the two 
signals and that as far as the dog was concerned they 
merged into a single salivation-producing stimulus. 
That would be quite wrong. The dog simply established 
a connection between these two different signals, the 
connection being that the signal 'bell ' was always 
accompanied by the signal 'food', the latter producing 
the salivation. 

It should be noted that instead of the signal 'bell ' 
Pavlov could have used for this experiment any other 
signal that was sufficiently distinct and did not frigh-
ten the dog, such as a light, say, or stroking, and so 
°n- A conditioned reflex could have been established 
' ( ) r these stimuli, too, despite the fact that they are 
substantially different in character and would be 
perceived by the dog via different channels in his 
nervous system, that is, by different senses: hearing, 
sight, touch, and so on. The dog would salivate in res-
ponse to all these stimuli even though they have not the 

Figure 55 
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slightest physiological connection with eating or 
with digestion. 

A fundamental ingredient of the learning process id 
the formation of conditioned reflexes that conneci 
various nervous signals within the organism and thug 
ensure identical reactions to those signals. 

But how are these conditioned reflexes formed? 
In order to answer this question we shall have t<j 

examine the structure of the nervous system. 

t h e s t r u c t u r e o f t h e n e r v o u s s y s t e m 

The nervous system of a living organism consistd 
of vast numbers of special cells called neurons. The 
more complex the organism, the greater the number 
of neurons it possesses. The nervous system of man, 
for example, contains about ten thousand million neu-
rons (a one followed by ten noughts). The structure 
of a neuron is shown schematically in Figure 56 

Figure 56 

The neuron consists of a central body, from which 
a large number of short processes called dendrites 
project, and a long thread-like process, called the axon» 
terminating in a mass of tree-like branches. 

Nervous excitation travels from the dendrites throj 
ugh the cell body and along the axon to the branches 
at its end. These branches usually lie close to the den-j 
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clrites of other neurons. When a nervous impulse ex-
cites a neuron, the neuron passes it 011 to other neurons, 
which in turn pass it on to others, and so on. Obvious-
ly, contact between neurons takes place across the gap 
between the ends of the axon of one neuron and the 
dendrites of another. If these are sufficiently close 
together, so that this gap is small, a synaptic junction, 
or synapse, may be formed, connecting the two neurons 
at this point. 

A synapse resembles resistance in an electrical cir-
cuit. If the resistance is high, the connection between 
the neurons is weak, so that excitation in one neuron 
may not produce excitation in the other, which means 
that the signal is not transmitted. If, on the other 
hand, the resistance of the synapse is low, a strong 
connection is formed and the second neuron is readily 
excited by the first one. 

The excitation of neurons takes place in an 'all or 
nothing' fashion. In other words, a neuron may either 
be excited or not excited; either it transmits the ner-
vous impulse along its axon to synaptic junctions with 
other neurons, or it does not. There is, as it were, a 
threshold of sensitivity for neurons: if the resistance 
of the synapse is above a certain value, the excitation 
is not transmitted. 

But the resistance of synaptic junctions can change. 
The rule accounting for changes in synaptic resistance 
was formulated by D.O.Hebb, and is as follows: 
'When two neurons having a common synaptic junc-
tion are excited simultaneously, the resistance of the 
exciting synapse decreases.' 

In other words, if two neighbouring neurons are si-
multaneously excited several times for various reasons, 
the resistance of the synapse joining them decreases 
and in time may fall below a certain critical value; 
excitation of one neuron may then lead to excitation 
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of the other. The explanation of this is that during 
excitation a stable substance that lowers synaptic 
resistance is formed in the synaptic junction. In time, 
and in the absence of further excitation, this substance 
may decay, so that the synapse 'forgets' the fact of 
simultaneous excitation. The result is that synaptic 
resistance serves as a memory-carrier within the orga-
nism, the elementary memory cell being the solitary 
synapse. 

Naturally, the direction taken by nervous impulses 
through the nervous system is completely and entirely 
determined by the resistances of the synaptic junc-
tions that they encounter. So for different synaptic 
resistances one and the same stimulus can produce 
different reactions in the organism. 

This is sh9wn schematically in Figure 57. Here the 
same stimulus is applied to the same organism, but a t 

Figure 57 

different times after it has been subjected to different 
training sessions. For example, the ringing of a bell 
may cause a dog to salivate if the bell was accompa-
nied in the training session by food. The same bell 
may rouse the dog to anger if it was teased with a 
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stick when the bell was sounded. In either case the bell 
provides the stimulus; but after the second training 
session the dog's reaction to it will be diametrically 
opposed to its earlier reaction. A jovial-genial mood 
in the first instance will be replaced by an access of 
rage in the second. 

t h e m e c h a n i s m o f f o r m a t i o n o f c o n d i t i o n e d r e f l e x e s 

We are now in a position to describe the mechanism 
by which conditioned reflexes are formed. Let us re-
examine the 'bell-food-saliva' situation that we looked 
at a short time ago. 

The nervous impulses 'bell ' and 'food' each take 
a particular route through the nervous system and 
meet at a neuron that controls the apparatus for sali-
vation. Since the event 'bell ' did not produce saliva-
tion at first, the resistance of the corresponding synapse 
was high to begin with (Fig. 58). 

Figure 58 

As the result of repeated simultaneous occurrences 
°f the events 'food' and 'bell ' this synaptic resistance 
decreased in accordance with Hebb's rule and the sali-
vation neuron began to be excited by the signal 'bel l ' . 
As soon as this happened, the conditioned reflex was 
est a hlished. 

From this we see that the formation of a conditioned 
reflex depends on two factors. One is the repeated si-
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multaneous occurrence of the events required for 1< 
wering the synaptic resistance. The other is the pr< 
sence within the organism's nervous system of commo 
intersection points where the nervous signals repr< 
senting the two events (and so participating in th 
formation of the conditioned reflex) can be juxtaposec 

Whereas the first condition is simply a matter c 
having the appropriate learning situation, the secon 
demands that the organism's nervous system posses 
a certain kind of structure. 

From this we can draw the fundamental conclusio 
that not every organism is capable of developin 
conditioned reflexes of any particular type. The refle 
ability of a nervous system, that is, its ability to ac 
quire conditioned reflexes and therefore its ability t 
learn, is determined basically by the number of synaj 
ses it contains and by the presence of synapses of i 
particular kind. The greater the number of synapti 
junctions, the greater will be the number of condi 
tioned reflexes that the organism can acquire, in othe 
words, the better will be the organism's ability ti 
adapt to its environment, the more it will ' learn' am 
the 'cleverer' it will become. 

We see then that it is not the number of convolution) 
of the brain that counts, but the brain 's inner strufl 
ture. 

We are now in a position to explain the automatic 
recall mechanism that compels an organism to remem 
ber, without the exercise of will and without consci 
ous effort, exactly what it needs to remember in I 
given life situation. 

I t is clear that automatic recall is associated witl 
a compound form of conditioned reflex. When an orga 
nism encounters the same situation several times, i' 
develops a behaviour reflex linking the nervous sig 
nals that define the situation for the organism witl 
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those that produce the necessary behavioral reac-
tion. 

The development of the reflex of fear and avoidance 
of fire affords an excellent illustration of how the si-
tuation 'fire' produces, without reference to will or 
consciousness, the reflex reactions of 'fear' and 'avoi-
dance'. 

Automatic recall does not require any scanning of 
the memory whatsoever; the instruction manual of 
the memory does not have to be thumbed through be-
cause it opens of its own accord at the right page im-
mediately, the mechanism that does this being trigge-
red off by the external situation itself. All that the 
organism has to do is to react in accordance with the 
instructions on the particular 'page' of its memory. 

Earlier, we established that the lowering of synaptic 
resistance is connected with learning. I t is natural to 
ask what the synaptic resistances are like in the new-
born organism. If all its synapses have very high re-
sistances, the organism will not be able to do anything 
and, as we can readily appreciate, it will not be able 
to learn to do anything either, because for any condi-
tioned reflexes to form at all it is essential that there 
be at least a few synapses with low initial resistance. 
It is found that the nervous systems of the newly born 
do contain a certain number of inborn low-resistance 
synapses inherited from the parents. These synapses 
determine the extremely simple behaviour of the in-
fant: its ability to swallow, to cry, and so on, and these 
functions are known as unconditioned reflexes. These 
reflexes enable the infant to exist and, in time, to de-
velop new low-resistance synaptic junctions that will 
form the basis for conditioned reflexes of ever in-
creasing complexity. 
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Ti l 15 H Y P O T H E S I S OF Til 10 K<V.\li()M STKlH 'T l i l tK OF TH E KKAIN 

Wo have already remarked thai the acquisition of 
conditioned reflexes is associated with the structure 
of the nervous system and is determined by the number 
of connections between the neurons. The anatomical 
investigation of these connections among the thousands 
of millions of neurons in a human nervous system is 
obviously a colossal undertaking. Nevertheless some 
progress has been made in this direction. It has been 
found that there is considerable variation in the lengths 
of neurons: some neurons can only make contact with 
others lying close to them; other kinds of neurons 
reach out over quite large distances (up to fifty centi-
metres). There are neurons that make contact with 
only a few other neurons; and there are those that make 
contact with thousands of others. Within the brain 
there may be found almost any pattern of interconnec-
tion one cares to imagine. 

The study of brain structure has led to a most inter-
esting discovery: scientists have been unable to find 
a single case of identical neuron interconnection pat-
terns in different, individuals. Moreover it is now known 
that such things as ability and genius—and also their 
opposites—are not transmitted by heredity, and that 
the structure of the nervous system is not preserved 
in even the closest (parent-child) of biological relation-
ships. 

Aparl from this it is clear that the hereditary in-
formation could hardly contain full instructions for 
each of the billions of neuron interconnections within 
the nervous system of a complex organism. Obviously 
the bearers of heredity transmit only a few neuron 
connections that determine the development of the 
nervous system in general and of the brain in parti-
cular; the actual networks of interconnected neurons 
are then formed subsequently and to a considerable 
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extent at random. As a result, the actual system of 
neuron networks possessed by any individual is essen-
tially a matter of chance and is therefore unique. The 
only exceptions to this are the synapses that form un-
conditioned reflexes, because these are inherited. 

We may observe that it is apparently also possible 
for a few synaptic resistances acquired by condition-
ing to be transmitted by heredity. This would enable 
the offspring to benefit to a certain extent from the life 
experiences of their parents. The following simple 
experiment supports this belief. 

A tale is told of how some white mice acquired a 
conditioned reflex to the ringing of a bell. The bell 
was rung for five seconds every time before the mice 
were fed. At first it took 298 repetitions of the combi-
nation of food and bell before the conditioned reflex 
was established. The same conditioning was repeated 
with the offspring of these mice, and this generation 
acquired the reflex after only 114 repetitions of food-
and-bell. The third generation needed only twenty-
nine repetitions, the fourth generation—eleven, and 
the fifth—a mere six repetitions. 

This means that even if the conditioned reflex itself 
was not transmitted by heredity, the ability to acquire 
it — susceptibility to it—was. 

The fact that the nervous system possesses a random 
structure is of profound significance. Indeed, in trans-
mit ling to the young organism the qualities it will need 

a normal existence the parents must 'make provi-
s i o n for' unforeseen circumstances that it may en-
counter in the course of its life, but that were absent 
ii''iin (heir own. Consequently, it is essential that the 
s'liicture of the young organism incorporate a 'chance 
'actor' that will enable it to adapt to new and unfore-
seeable conditions that its parents could know nothing 
a h , , u t . 

2 0 5 



And so we see that randomness in the structure oi 
the brain and of the nervous system increases the adap-
tability of a species from generation to generation and 
guarantees it limitless possibilities of development. 

5. CHANCE AND RECOGNITION 

In the previous chapter we saw how the random 
nervous structure of a living organism is able, by 
interacting with an environment, to develop condi-
tioned reflexes that determine the organism's purpose-
ful behaviour in that environment. 

There is a direct relationship between the mechanism 
of conditioned reflexes and the problem that the orga-
nism faces of recognizing any situation that it finds 
itself in. The solving of this problem forms an extre-
mely important step in the process of an organism's 
adaptation to its environment. 

The point is that no two situations are ever exactly 
alike. Even the most painstaking attempt to repeat 
the conditions of an earlier experiment will always 
contain individual differences distinguishing it from 
all other experiments. Under natural conditions the 
difference between similar situations will be all the! 
greater. Every situation an organism has to deal witb 
is essentially a new situation. But, as we saw earlier, 
in order to develop a conditioned reflex (by lowering 
a synaptic resistance to the required level) one and 
the same situation has to be repeated at least a few 
times. 

Here we have an obvious paradox: identical situa-
tions are necessary, but they do not exist. 

And yet, despite the approximateness with which 
a given situation repeats itself, the conditioned reflex 
almost always manages to develop. This bears witness 
to the fact that there exists within the organism a me-
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chartism jor recognizing situations; and it is this me-
chanism that permits the organism to regard similar 
situations as being identical, and to organize its beha-
viour accordingly. 

During the process of recognition the situation is 
seen, as it were, as a whole, without regard for fine 
details. In other words, the organism forms a 'general 
impression' of the surrounding conditions and compares 
this impression with another impression stored in its 
memory, and so recognizes it. 

The results of this process of recognition cause the 
organism to begin acting out a pattern of behaviour 
developed by conditioning in a similar situation. Of 
course, if the organism finds itself in a given situation 
for the first time, it has to develop a new pattern of 
behaviour. 

So every action is preceded by recognition. 
13ut what exactly is recognition? 
Strictly speaking, by recognition we mean a process 

of assigning certain phenomena (images) to classes 
called forms. In other words, recognition involves 
establishing that a given phenomenon belongs to a 
particular class of phenomena that are similar to 
it in some way. For example, the process of sorting 
photographs of people into the two classes 'men' and 
'women' constitutes recognition. Each individual pho-
tograph is an image that has to be recognized, that is, 
referred to one of two classes (or forms). 

Recognition is perfectly straightforward if the fea-
tures upon which it is based (the features that enable 
us to sort objects into classes) can be clearly set down. 
f ° r example, we can distinguish between a captain 
a«d a lieutenant easily enough by examining the 
IT1arks on their shoulders: recognition in this case de-
pends entirely upon observing this single feature. 

In actual practice, of course, we run into much more 
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complicated recognition problems than, this, whej 
the number of distinguishing features is large and, wh< 
is more, the features themselves are unknown. In situi 
tions such as this, it is impossible to supply a simp) 
formula for recognition. 

m a n o r w o m a n ? 

A couple of examples will show what we mean. T1 
first concerns the problem of recognizing a person 
sex. The division of all adult human beings into tM 
classes—men and women—by means of external fei 
tures is an example of recognition. A single glan< 
suffices to tell us whether a person is a man or a w( 
man. But I i q w 4n fact do we tell which is which? Tt 
answer to this elementary question is not so simpl( 
Let us consider some of the most likely answers. 

Answer No. 1: 'Men wear trousers, women wea 
skirts. So if a person is wearing trousers, it is a mal 
if skirts, a woman.' The inadequacy of this answt 
can be demonstrated quite easily by pointing to tb 
fact that some women prefer to wear trousers (but r< 
main, nonetheless, women), and Scotsmen, of coursi 
like to get about in miniskirts they call kilts. All th 
same, it is hard to mistake a woman for a man, eve 
if she is wearing trousers. 

Answer No. 2: 'Men wear their hair short, womfli 
wear theirs long. Therefore — ' Clearly, if this is oil 
criterion, any woman with a boyish coiffure will b 
regarded as a man; and any long-haired, beard® 
beatnik will go into the class 'women'. 

If we examine a few more 'criteria' of this kind, Vf 
arrive at the paradoxical conclusion that it is almoS 
impossible to state the external characteristics tha 
distinguish men from women. And yet in practic* 
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a n y o n e can perform the distinction without the sligh-
test difficulty. How do we account for it? 

The point is that in each of these answers we tried 
to pick out a single, decisive feature that would dis-
tinguish men from women, women from men. Of 
course, the question would bo much easier to answer, 
were it not for the burden of civilization that compels 
us to wear clothes. Civilization prevents us from indi-
cating any such single, decisive, external feature. The-
re are in fact many external features available to us; 
but none of them taken by itself is sufficient to resolve 
the matter. 

Let us pose the more general question of how people 
distinguish visual forms. For example, how does one 
distinguish the letters of the alphabet without regard 
to their size, their slant or their style? Could we build 
a machine that could read? 

The second example is not quite so graphic, but is 
of no less importance in the daily affairs of men. In 
fact, it was problems of this type that were basically 
responsible for drawing attention to the study of re-
cognition in the first place. The problem concerns the 
diagnosis of diseases. 

Lefore a physician treats a patient he must diagnose 
the patient 's condition. In order to carry out this 
process of recognition he requires certain objective 
indicators of the patient 's state of health, such as 
temperature, blood pressure, electrocardiogram, and 
the like. Using these ' input parameters' , the physician 
l s able to recognize the disease. How does he do it? 
Obviously, the business of arriving at a diagnosis calls 

a great deal of experience because clear indications 
the particular condition are often lacking. When 

experienced physicians make diagnoses in complicated 
a,1d controversial cases, they do not use procedures 

out in any textbook, but rely instead on intuition 
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based on several years of experience in the field. Bu 
what exactly is intuition? Is it possible to recogniz 
an illness by objective means? Could we build a diag 
nostic machine? 

These questions are virtually the same as the onel 
that we asked ourselves in connection with the problen 
of recognizing forms. 

Both of these problems have been solved in theii 
essentials. Machines that read and machines that diag-
nose diseases do exist—and they do work. And that M 
not all: machines that can recognize spoken words have 
been built , and there are even machines that can dis 
tinguish various odours. Obviously, engineers hav< 
been applying themselves in earnest to the simulatioi 
of sensory organs of living organisms. 

But we still want to know what the mechanism ol 
recognizing a situation is really like. Let us considei 
a simpler example: the process of recognizing the figuj 
re '0 ' . 

Since recognition necessarily implies the existence 
of a number of other forms (classes) that are discarded 
during the recognition process, let us use the figure '2* 
to represent such an 'other' form. 

We hardly ever make a mistake in recognizing thesl 
two figures, hardly ever confuse one with the othei 
however they are written. How do we do it? For th( 
time being we can only suggest answers to this quefl 
tion. However, there are already in existence a n u m b e i 
of methods for distinguishing forms—methods thai 
form the theoretical basis of recognition (or reading] 
machines. 

c o d i n g a n i m a g e 

The first thing we have to do is to code the images 
in question. This we do as follows. The object to bl 
analysed is placed on a grid that is divided up into 
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cells. Any cell that contains part of the. outline of the 
object is assigned the value unity; any that does not 
is assigned the value zero. An example of how this 
works is shown in Figure 59(a) for the figure '2 ' . 

Figure 59 

The result is obviously an image formed in noughts 
and ones; this we transform into the number code for 
the image by writing out the completed rows of the 
grid in sequence thus: 

1111 1001 0010 0110 1111 

2 I f " i f 
rows 

A different image would have a different code. 
Clearly, identical images (but not forms) will have 
identical codes, and vice versa. 

In general, the code for any image drawn on this 
particular grid can be written in the form of the fol-
lowing sequence; 

20 

where each a represents either zero or unity and is 
Provided with a subscript number indicating a cell 

the grid (Fig 59). Here we are considering grid 
twenty cells, which codes an image rather roughly, 
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as is shown in Figure 59(6), where the cells having t h | 
value unity are blacked out. 

In order to code an image more finely we woul( 
have to use a grid containing a larger number of cells 
Figure 59(c) shows the same image coded on a gri< 
that is twice as fine as th^ first one. From this it is 
quite apparent that the finer grid permits a more ao 
curate representation of the image. 
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h o w t o t e l l a n o u g h t f r o m a t w o 

We shall now examine a concrete problem in which 
images belonging to the two classes 'noughts' and 
'twos' have to be distinguished. Four representative 
of each class are shown in coded form in Figure 60. 

Figure 60 

The corresponding codes are written out in the table 
of Figure 61. 

The problem is to determine the features that d is j 
tinguish these two classes. If we examine the images 
and their codes carefully, we find the following points 
of difference: 



Figure 61 

Features 1 to 3: 

_ J 1 for each image of '0' 
a» = ai3 = a « — \ 0 for each image of '2' 

Feature 4: 
_ ( 0 for each image of '0' 

a i 4 = | i f o r e a c h image of '2' 

This means that cells 9, 13, 16 and 14 contain dis-
tinctive information about the classes, whereas the 
rest of the cells do not. Since we are only interested 
•n information-bearing features, we can dispense with 
all the other cells and retain just these four. The images 
°f Figure 60 then take the forms shown in Figure 62. 

J-J_. 

Figure 62 
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We can now see that any one of these features will 
suffice to distinguish between the images. The decision 
rule for recognizing noughts and twos can be written 
as follows in terms of the first feature: 

if <z9 = 1, the image is a '0' 
if a9 = l , the image is a '2' 

Decision rules for the other three features can be 
formulated in exactly the same way. 

Each of these decision rules will distinguish the 
images concerned with perfect accuracy—so long aa 
there is no interference present. In conditions of inter! 
ference there may be errors in the coding of the im-
ages because a 1 may by chance appear instead of a 0, and 
vice versa. When this happens, the decision rule will 
naturally have to take other features into account as 
well in order to raise the accuracy of the distinction. 
A rule that takes all four features into account can be 
written as follows: 

if a9 + a13 + a16 + au > 8, the image is a '0' 
if a9 + a13 + a16 + a14 < 8, the image is a '2' 

where 8 is an as yet unknown threshold value. 
Here we have introduced the notation: 

f 1, if a — 0 
a = \ 0, if a = 1 

which is called negation or inversion. 
We select the value for the threshold 8 as follows^ 

If there is no interference at all, we have: 
If 4 for a '0' 

a9 + «is + a u + 0 u = \ 0 for a '2' 

If interference is present, the sum will almost cer-
tainly lie between 0 and 4. It is natural, therefore, to 
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define the threshold as the half-sum of these limits, 
thus: 

5 = l ( 4 + 0) = 2 

Our decision rule then takes the final form: 
. /greater than 2, the image is a '0' 

if a9 + a13 + alt + au is j l e g s t h a n 2 | the image is a '2' 

This rule will work without giving a wrong answer 
even in cases where interference distorts the informa-
tion borne by two of the critical cells (the state 
of the non-information-bearing cells, as we have seen, 
plays no part in distinguishing these images). 

Suppose, now, we try to use the above rule to dis-
tinguish new images that we have not met before. Can 
we be sure of being successful? 

No, of course we cannot be sure. An image may be 
so badly distorted that the decision rule just will not 
work; however, this would be a rather artificial case 
unlikely to occur in practice. If we avoid trying to 
'deceive' the rule deliberately (for nature never 
deceives intentionally; Einstein formulated this 
truth in the splendid aphorism: 'God (nature) is 
cunning, but not il l-intentioned'), it will be equal to 
the task. 

In Figure 63 there are two new images of a '0 ' and 
a '2 ' , which, as you can easily verify, are recognized 

J " 'Z 
Figure 62 
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splendidly by our decision rule. The reader may dra\ 
several images like these for himself and apply the rul 
to them. 

The fact that it is possible to recognize new, pre 
viously unknown images using a rule based on othe 
images is of profound significance. I t is palpable proo 
that features—or rather, combinations of features-
singled out on the basis of only a few images contaii 
information about the whole class. I t is this that make 
it possible to apply a decision rule to situations no 
previously met with. 

We ought to point out, however, that we were abl< 
to derive our decision rule in this case by virtue o: 
the fact that the distinguishing features were straight-
forward and were easily revealed by careful examina-
tion of the images. But what would we do if the images 
were so complicated that simple observation did 
not enable us to discern their distinguishing features? 
What then? 

In cases like these the processes involved in learning 
come to our aid; and to deal with them we have to use 
special teaching machines that are designed to recogni-
ze images shown them. 

Let us see how one of these machines works: we shall 
deal with the perceptron constructed by the American 
scientist Frank Rosenblat. (The name 'perceptron' 
is derived from the Latin word perceptio meaning 
'understanding'.) 

t h e p e r c e p t r o n 

The perceptron was born of attempts to simulate the 
process of seeing and distinguishing visual shapes as 
it occurs in the eye-brain system of a living organism. 
The perceptron also has 'eyes' that perceive a visual 
shape, it has 'nerves', and finally it has a 'brain' 
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that consists of a device for carrying out analyses and 
making decisions. 

Seeing and recognizing a shape means linking its 
appearance with a particular irritation pattern already 
existing in some part of the brain. 

The 'eye' (or screen) of the perceptron, like the hu-
man eye with its retina consisting of a huge number 
of light-sensitive rods and cones, also consists of a 
large number of light-sensitive elements (for this rea-
son it is sometimes referred to as the 'retina' as well). 
The light-sensitive elements are arranged to operate 
as follows: when light is incident upon them they 
register an output voltage ( a = l ) ; in the absence of 
light there is no voltage (a=0) . 

Every light-sensitive element is a transformer of 
light into electrical potential. Each is provided with 
two leads, one of which passes through a device called 
an 'invertor' (we have already seen what this means). 
If the light-sensitive element is illuminated ( a = l ) , 
its invertor registers zero output voltage ( a=0) ; if 
there is no light and a = 0 , the invertor registers an 
output voltage &=1. An invertor will be symbolized 
by a dash inside a circle (Fig. 64). 

Figure 64 

The other lead from the light-sensitive element car-
r '°s information as to the actual state of the cell. These 
,Nvo leads (cell output and invertor output) terminate 
l n bundles of wires the ends of which are joined to de-
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vices known as associative elements Av ..., Ah 
in Figure 65). These elements perform the simple task 
of summing the voltages communicated to them by 
the leads. We shall see later why they are called 'as-! 
sociative'. 

The connections between the light-sensitive elements 
and the'associative elements are very unusual: they are 
random connections. This randomness is introduced 
during the wiring-up process. The leads from the light-
sensitive elements and the invertors are simply sol-
dered up to the associative elements in a completely 
haphazard fashion. (Anyone who has tried soldering 
complex circuitry will appreciate the advantages of 
the perceptron.) A chance component is thus introduced 
into the perceptron's circuit by random soldering of 
the leads. 

The output voltages of the associative elements pass 
to an analyser that interprets them and so decides 
which class the image belongs to. 

Now let us see how the perceptron works. The images 
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to be analysed—the same noughts and twos as we had 
before, let us say—are projected on to its retina, and 
the output voltages Vx, V2, ..., Vk of the associative 
elements are observed. These voltages will generally 
be different for different images. By chance it may 
happen that the output of a certain associative element 
(which we shall denote V\) has one value when the 
image is a two, and another when the image is a no-
ught. This will only occur if as a result of the random 
connections the particular associative element happens 
to be connected to the retina in such a way as to sa-
tisfy the decision rule that we discussed earlier. The 
necessary set of connections is shown in Figure 66; 
and for the images of Figure 60 we expect: 

T. f 0 for a '2' 
v < = \ 1 for a '0' 

The working rule for the analyser is then simply: 

T/ . ( greater than 2, the image is a '0' 
" V( 1S \ less than 2, the image is a '2' 

Therefore, the analyser has only to keep track of 
the ith associative element and can simply ignore the 
remainder. 

Figure 66 

Generally speaking, however, we cannot rely on the 
chance of coming up with a set of connections like this. 
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The probability of forming a set such as this during 
the random soldering process is about one in one hun-
dred million. 

Well, in that case, how does this perceptron tell a 
nought from a two? 

The answer is that for the time being it cannot. 
The perceptron that we have described so far is like a 
baby possessing only the ability to-learn how to dis-
tinguish different shapes. Well then, suppose we 
' teach' it. 

t e a c h i n g a p e r c e p t r o n 

What does 'teaching' a perceptron mean? 
Briefly, it means that we have to develop a decision] 

rule for the analyser. If we knew the distinguishing! 
features of a '0' and a '2 ' , the analyser would be easy) 
to construct. But we do not know what these featured 
are. They will only become apparent during the learn 
ning process. 

Suppose the process of teaching a perceptron iaj 
based on the following idea. We choose associative! 
elements with their output voltages being high for aj 
nought and low for a two. 

The procedure is as follows. We project one of the 
images of a '2 ' , say, on to the perceptron's light-sen-
sitive retina and examine the output voltages of th« 
associative elements. In accordance with the decision 
rule stated above, we then have to disconnect associa-
tive elements with maximum outputs (high voltages] 
from the analyser by opening the appropriate switches. 
Conversely, when we project a '0' on the screen, wfl 
have to disconnect elements having minimum output! 
voltages. Obviously, after a few cycles of this, only 
those associative elements that give high voltages fol 
a nought and low voltages for a two will be left 
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the game'. Summing the outputs of this group of 
elements, we obtain a quantity z. 

The decision rule can then be written down as fol-
lows: 

if z is less than 0, the image is a '2' 
if z is greater than 0, the image is a '0' 
The perceptron is now able to distinguish these two 

shapes. 
You may wonder why we had to find the sum of all 

the output voltages of the associative elements: after 
all, the only elements left in the circuit are those that 
give high voltages for a nought and low voltages for a 
two. So what is there to stop us from using the results 
of just any one of these elements? 

The point is that any associative element may make 
a mistake in determining-the class to which a given 
image belongs. However, it is unlikely that most of 
them would make the same mistake for one and the 
same image. So each element can be expected to go 
wrong for ' i ts ' particular image. Obviously, the overall 
sum of the associative element voltages gives an ave-
rage result for all of them; and since most of them 
recognize the image correctly, the perceptron itself 
will not make mistakes. 

We can understand this characteristic of the machine 
more clearly by considering the following parallel 
example. 

Suppose there are some rather dull second-formers 
marooned on a desert island. Each of them has a rather 
imperfect knowledge of the multiplication table and 
each has his pet mistakes. One of them believes that 
twice two is five, another maintains that three threes 
a r e ten, and so on. Would these boys be able to compile 
a correct multiplication table? Of course they would — 
so io„g a s they put every result to the vote and adopted 
the one that won the most votes. 
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The perceptron works in exactly the same way. 
We have seen how the perceptron distinguishe 

geometrical forms, that is, figures, letters, and othe 
signs. Machines that can read are constructed on ex 
actly the same principle. They can be designed to reai 
either printed letters or handwritten ones. Before th 
machine starts working it has to be taught; and onl; 
after it has done its lessons can it begin reading a text 
The learning process follows the same pattern a 
schoolroom learning with a teacher (Fig. 50). 

We should point out, of course, that the machin 
we have been describing is a highly simplified versioi 
of the perceptron. In actual practice the process o 
teaching the perceptron is far more involved, parti 
cularly if we take into account the fact that in it 
modern form it is able to distinguish considerabli 
more than just two shapes. On one occasion, for exam 
pie, the experimenters taught a perceptron all twenty 
six letters of the alphabet with ease, so that it wa 
able to recognize them in any script. t 

It is worth noting that the perceptron possesses tW 
remarkable property of being able to generalize. Thi 
ability distinguishes it from other, less fortunate ma 
chines of the same general type and considerably en 
larges its scope. It can not only recognize similar ima 
ges that it 'sees' for the first time, it can also distil^ 
guish badly distorted images. I t is also capable oj 
making more involved generalizations. 

In one experiment the perceptron was taught to did 
tinguish between horizontal and vertical atti tudes oj 
a 20 x 4 rectangle that was projected on to differed 
parts of the light-sensitive field. I t was then asked M 
distinguish these same two at t i tudes for various reo 
tangles of different proportions. The following resultJ 
were obtained (in percentage correct attitude recog 
nition): 
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for a 2 0 x 2 rectangle—78%; 
for a 2 0 x 7 rectangle—100%; 
for a 2 0 x 1 5 rectangle—100%; 
for a 1 5 x 4 rectangle—93%. 

This shows that the perceptron learned to distinguish 
between horizontal and vertical attitudes of rectangles 
in general. The most remarkable thing is that it ac-
quired this ability after being taught to recognize the 
attitudes of only one particular rectangle. And this 
constitutes a first step towards abstract thought. 

t h e p e r c e p t r o n a s p h y s i c i a n 

Still more interesting is the possibility of using the 
perceptron as a diagnostic machine. Suppose we con-
nect each cell of the light-sensitive screen to one par-
ticular indicator of the patient 's condition. For exam-
ple, if the patient feels pain in the region of his heart, 
cell No. 23, say, of the screen is illuminated (a 2 3 =l) ; 
otherwise the cell remains in the dark, and so on. The 
indicators of the patient 's condition are thus fed in 
coded form into the perceptron. At the same time, a 
diagnosis is made by a highly experienced physician 
who has to decide as accurately as he can what the pa-
tient is suffering from. The diseases are then allotted 
numbers: 1, 2, and so on. 

Teaching the perceptron to distinguish various di-
seases is carried out in the same way as teaching it to 
recognize visual shapes; that is, by switching off any 
associative elements that fail to distinguish between 
the diseases. Then by summing the outputs of all the 
remaining associative elements the perceptron can be 
Used as a diagnostic machine. If, now, we feed infor-
mation about a patient into the machine and it regis-
ters an output voltage greater than the threshold 
value 5, the patient is suffering from disease No. 1; 
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if the voltage is less than 8—disease No. 2. Const 
quently, the perceptron has learned to diagnose thes 
diseases as accurately as the physician that taught il 

But the perceptron does not necessarily have to b 
taught by a physician. I t can learn from written soui 
ces—to be precise, from descriptions of diseases. I 
this way the machine's memory can be made to retai 
data concerning a large number of diseases. Such 
machine would then be capable of producing mor 
competent diagnoses than even the most experience 
physician. 

What, after all, guides a physician in making hi 
diagnosis? The answer is: his own experience, his ow: 
successes and failures, his sleepless nights, and th 
applause he gets at conferences. This is probably th 
most valuable resource available to the experiencei 
specialist and distinguishes him from the novice phy 
sician. Moreover the experienced physician can alway 
call to mind the great store of medical anecdotes tha 
he has heard from his colleagues at one time or anothe 
('I remember, once in Tyumen, they wheeled in i 
man that had. . . ' ) . Finally, the specialist well remem 
bers all that he has read in the medical journals 
These three sources of information all serve the sam< 
end: that of making a correct diagnosis. And the greate 
the amount of information available, the more accural 
will be the diagnosis. That is why physicians like ti 
gather together and hold a consultation whenever the] 
are confronted with a particularly difficult case. The] 
do this in order to pool the experience of several phy 
sicians. , ' 

In the age of cybernetics a consultation like this 
conducted in a different way and at a different leva 
because thousands of physicians may 'participate'. Hen 
is how it works. 

The perceptron is taught to diagnose v a r i o u s disease 
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on ihe basis of material drawn from well-documented 
cases that have been thoroughly chocked and of which 
a very large number can be collected because people 
with the same disease show much the same symptoms. 
Tliis means that when the perceptron makes a diagno-
sis, it is armed with the experience of a very large 
number of physicians—so large, in fact, that to bring 
them all together into a single consultation would be 
plainly impossible. But the perceptron unites the ex-
perience not only of physicians living here and now, 
but also of those of earlier times and different lands. 
This makes the machine's diagnoses exceptionally ac-
curate. 

However, owing to the complexity of its circuitry 
the highly specialized diagnostic perceptron is not a 
practical proposition. And all that we have been saying 
about diagnosis can be made into a splendid pro-
gramme for an all-purpose high-speed computer with 
its vast memory. It is into this memory that the case 
histories of the diseases are fed. 

There is a diagnostic system of this type program-
med to diagnose diseases of the heart already in ope-
ration at the Professor A.A. Vishnevsky Medical In-
stitute in the Soviet Union. Its memory contains des-
criptions of heart diseases and their case histories 
gathered from nearly every corner of the globe. With 
th is imposing 'erudition' at its disposal the machine 
is able to provide physicians with extremely valuable 
•^'sistance in diagnosing various heart conditions. 

The perceptron need not be restricted to diagnosis: 
could also prescribe treatment. To this end it would 

°nlv need to be taught case histories of successful 
treatments. In other words, it would have to be in-
' ,u 'med of the symptoms of the disease and the details 

any treatment that resulted in rapid recovery wi-
thout any unpleasant side effects. Given this training, 
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the perceptron would not only give a correct diagno 
sis, it would also recommend the most effective treat 
ment. 

t h e r o l e o p c h a n c e i n t h e p e r c e p t r o n 

The random connections between the light-sensitivi 
elements and the associative elements in the percep 
tron are of profound significance particularly in rela 
tion to the problem of distinguishing complicate! 
forms. Indeed the chief difficulty with complicate* 
forms- is that it is impossible to say anything in ad 
vance about their distinctive features. Consequently 
it is found that more is to be gained by basing the re 
cognition process on random associations and discard 
ing any associations that do not discriminate betweei 
the forms. 

The reason for making the connections between th 
retina and the associative elements random is that fo; 
any pair of forms there will always necessarily be founi 
a set of associators that give high voltages for image, 
of one form and low voltages for images of the other 
If the connections were made according to some pre 
determined law, rather than according to a table o 
random numbers, there would always be at least on< 
pair of forms that the perceptron could not distinguish) 

Consequently, the randomness in the perceptron') 
circuitry^ is its guarantee of being able to rccognize anj 
form. 

As a machine with the ability to learn, the percep 
tron occupies a position intermediate between ordina 
ry devices, such as cars, radio sets, and so on, on on< 
hand, and biological systems, that is, living organisms, 
on the other. This peculiarity of the perceptron, toge-
ther with its remarkable properties, led technologist! 
to focus their attention on nature; the result was th* 
birth of a new science known as bionics. 
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B I O N I C S 

The rapid development of cybernetics from the year 
1918 onwards was stimulated by the idea of the uni-
versality of control processes. Norbert Wiener, the 
founder of cybernetics, showed that as a means of at-
taining given objectives control has a universal cha-
racter regardless of whether the controlled object is a 
machine, an organism, or a society. This momentous 
idea led to the creation of multipurpose control devices 
and their application in quite unexpected fields of 
human endeavour. 

The invention of the general-purpose computer with 
its proven potential for almost unlimited application 
literally brought about a revolution not only in in-
dustry, but also in scientific thought. It seemed as 
though man had awakened to find in his grasp a Fire-
bird that would help him to solve almost all the pro-
blems confronting science, technology and society. 

But years passed and the Firebird of cybernetics 
began to lose its brilliant plumage. Something was 
obviously amiss. Hopes that seemed to be on the 
point of realization came to nothing. The age of ro-
bots and intelligent machines stubbornly refused to 
dawn. The reasons for this stubborn refusal were re-
garded at first as ' tr ivial ' .—The available compo-
nents were insufficiently reliable and could not ope-
rate continuously for protracted periods in a machine 
without requiring replacement or repair... The machi-
nes themselves lacked the capacity to solve the pro-
ble ms they were set... There were a few 'elementary' 
problems that had so far resisted all attempts at pro-
gramming... 

In time these ' t r ivia ' grew into problems of such 
Magnitude as to constitute a very real bar to the fur-
ther development of cybernetics. By the end of the fif-
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ties it was clear that cybernetics stood in need of nev 
ideas and new techniques. These ideas could not bi 
born within cybernetics itself: they had to be looke< 
for elsewhere. 

And so living nature was seized upon as a likeh 
source of inspiration. For indeed, our lesser brethrej 
that jump, climb, croak and squeak all about us ar( 
capable of solving problems that are well beyond 
alas!, the capacities of any computer. What could bi 
easier than to borrow from mother nature the splen-
did ideas she had developed. The ideas and technique! 
that cybernetics needed had been right under our nosel 
all the time in living nature—in the biological machi-
nes she had created with their extraordinary proper-
ties and possibilities. 

Thus the new science of bionics came into being, 
proclaiming as its slogan: 'From living prototypes t<j 
engineering models.' Indeed, the raison d 'etre oj 
bionics was to steal nature 's patents. 

But you will agree, I think, that one could hard l | 
object to this particular brand of stealing. 

Once again cybernetics donned its rose-tinted specj 
tacles. Once again it seemed that the end was in sighj 
— that it was simply a matter of becoming thoroughly 
conversant with the organization and principles ol 
operation of biological systems and the key to th< 
creation of similar machines would be at hand. Engi-' 
neers and technologists, especially those with military 
interests, immediately became absorbed in problems! 
of bionics; and to begin with they produced soma 
promising results. 

However, more careful enquiry into the functioning 
of biological systems showed that the principles on 
which they operated were, to put it mildly, unsuitable 
for technological application. An artificial neuron, 
shall we say, made in the image and likeness of a 
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living neuron, was found to be less useful than stan-
dard computer components already in existence. Many 
more examples could be cited in which 'nature's pa-
tents', the substance of the great hopes of bionics, 
proved useless. Another crisis was coming to a head. 
The very foundations of bionics were subjected to 
closer scrutiny and it became apparent that all was 
not well with its basic assumptions. If you think about 
it, you will realize that a living organism is a most 
complex chemical device. The biological systems in-
vented by nature operate on combinations of prote-
ins. In a living organism information is carried not 
only by electrical impulses, but by chemical substances 
as well. Obviously, any attempt to reproduce the ope-
rating principles of biological systems by means of 
the electrical circuits of technology, as contemporary 
bionics would have us do, leads to a violation of those 
very principles. Herein lies the explanation of the 
extremely moderate successes of bionics. 

All the same, how are we to explain the technolo-
gists' continuing interest in modern bionics? Here we 
are evidently dealing with a curious psychological 
fact: any scientist studying biological objects that are 
completely new to him knows that his problem is 
capable of being solved (because nature has already 
solved it) and is therefore not troubled by any psycho-
logical barrier of ' impossibility' . This barrier always 
represents a threat to the scientist 's work. At the back 
°f his mind there is the constant apprehension that the 
Problem he is devoting all his energies to may in fact 
be insoluble. But the living prototypes remove this 
barrier. I t was thanks to this that the perceptron was 
lnvented, to take but one example. According to its 
c r ( 'utor's original idea the perceptron was to simulate 
tbe functioning of the brain. In fact it does nothing 

I he kind; but it has proved to be a first-class inven-
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tion that has for many years been providing mathe 
maticians and technologists with new ideas. 

Where should bionics go from here? Obviously it 
next step must be to explore the possibilities of usin| 
living organisms themselves—or organs taken frou 
them — in technology. Nature possesses excellent de 
vices that are marvellously reliable and amazingl; 
adaptable; and to neglect to use them would be shee 
extravagance. If we could adapt them to functionin| 
as living machine components, actually using the bio 
logical systems themselves rather than just their prin 
ciples, and set them to work for the benefit of mankind 
a whole new realm of possibilities would open up fo 
development of cybernetics. The slogan of bionic 
would then become: 'From living prototypes to livinj 
components.' 

If we pursue the matter still further, we may fin< 
ourselves entering the realm of fantasy that has ali 
ready become a commonplace of science fiction. Wj 
may imagine computers of the future, not constructed 
out of living components, but actually grown an( 
reared together with the necessary interconnections 
The theory of learning would be used in 'bringing ufl 
these machines. We could take the brain of any animal 
for example, provided we were able to make conned, 
tions to its input and output ' terminals ' , and theni 
relying on the ability of the living brain to form cross! 
connections of the conditioned reflex type, we coul< 
teach it to solve the problems we were concerned witlS 

And so: 'From living prototypes through living coiffl 
ponents to living machines'—that is the true sloga! 
of bionics. 
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6. CHANCE, SELECTION, AND EVOLUTION 

No sooner had Norbert Wiener founded cybernetics 
than arguments began as to who had really been the 
first in the field. Ostrogradsky was mentioned, so were 
Polzunov and Watt , and also Lomonosov. The writer 
was also a party to these disputes and, foaming at 
the mouth, would affirm the priority of none other 
than Kozma Prutkov. After all, it was Kozma who 
had uttered the immortal words: 'If you tap a mare 
on the nose, she will whisk her ta i l ' , which clearly 
expresses the functional relation that exists between 
a tap on a mare's nose and a whisk of her tail . 

Similar logical transformations of the type ' tap 
nose-whisk tai l ' or ' tap nose-twirl tai l ' form the basis 
of present-day cybernetic devices. The professionals 
are well aware of this; but they preserve a modest 
silence about their organic link with Kozma Prutkov. 
The writer, however, resolutely defends the claim of 
that erstwhile Director of the Assay Office..that great 
poet and thinker. It is high time an injustice of his-
tory was put right and Kozma Prutkov was recognized 
as the true father of cybernetics. 

The reader will have realized, of course, that one 
could use a similar argument to demonstrate any 
priority at all (even that of Buridan's Ass) in any 
sphere, not excluding radio astronomy. But not only 
is it right and proper to talk about the influence of 
th is or that 'father ' on the birth and development of 
a particular science, it is downright essential. 

Charles Darwin, for example, the creator of the theo-
ry of evolution, has had an enormous influence on the 
''evelopment of modern cybernetics. 

One coulcl hardly imagine anything more natural 
aiul more complex than a living creature. But what 
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exactly is life? Even today science is unable to pro-
vide us with a rigorous answer. 

However, for the purposes of our 'cybernetical' dis-
cussion of life we may limit ourselves to its three fun-
damental characteristics. 

t h r e e c h a r a c t e r i s t i c s o f l i f e 

1. Reproduction: the ability to produce an organism 
similar to oneself. 

2. Heredity: the ability to transmit parental char-
acters to the offspring. This conservative property 
helps to preserve in an organism the characteristics 
of its parents. It is easy to imagine the confusion that 
would result if this property were to be lost. 

3. Variability: the ability to exhibit variation (mu-
tation). This property guarantees the offspring the 
splendours of individuality and enables it to avoid 
being a carbon copy or an arithmetic mean of its pa-
rents. 

It is difficult to overestimate the significance of 
these three factors in their relation to life. Without 
reproduction life would simply cease to exist. Without 
heredity there would be no continuity from generation 
to generation and the specific characteristics of the 
parents would not be transmitted to the offspring. 
And finally, without mutation there would be no va-
riety and the development of life would never have 
progressed beyond its primordial state. 

The chance factor so necessary to evolution is in-
troduced by mutations that are responsible for the 
variability that endows us with such valuable and 
essential individual characteristics. 
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w h a t i s m u t a t i o n ? 

The t issues of a living organism consist of cells. Each 
cell contains a nucleus. The nucleus, in its turn, con-
tains chromosomes—long, slender threads visible only 
under the most powerful microscope. The chromosomes 
carry all the hereditary information about the organism. 
The process of cell division begins with the chromo-
somes. Each chromosome, as it were, doubles and forms 
two identical halves, which immediately separate. 
When all the chromosomes have divided, that is, when 
the nucleus has divided, the remaining material of 
the cell divides. Each half then forms a new cell. 

In this way one cell becomes at first two completely 
identical cells, then, after a second division, four 
eel Is, then eight, then sixteen, and so on. 

The doubling of the chromosomes takes place with 
extraordinary precision: one could hardly find anyth-
ing in the whole realm of technology to equal so ri-
gorously faultless a mechanism. During the forma-
tion of a new organism millions of cells are formed out 
of a single cell, all of them having identical chromo-
somes. 

Nothing in our world, however, is absolute: even 
s'ieh a faultless process as this has its limit of accuracy. 
-^o\v and then, at very rate intervals—perhaps once 
in a million cell divisions—something goes wrong: 
I here is a chance discrepancy in the new sets of chro-
'ii' '̂>mes and the hereditary information that they 
'"ntain changes somewhat. This occurs when some 
kind of chance interference happens to affect some 
chromosome, causing it to become slightly different 
'chromosomes also live in a chancy world). This pro-
ems of random change in chromosomes is called imi-
''ii ion. 

When a chromosome that has undergone mutation 
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doubles again, it reproduces itself accurately, as be 
fore, repeating the mutated structure. Consequently 
the 'legacy' of a mutated chromosome is also mutat-
ed. 

What is the result of mutations, then? Do they 
perhaps, have no profound effect on an organism? Hov 
could an insignificant change in the structure of i 
chromosome affect the development of an entire or 
ganism? 

There will no doubt as to the answer to these ques 
tions if it is remembered that a chromosome is esseni 
tially a system of commands that are issued durinj 
the process of an organism's development. These com 
mands shape the organism. Clearly, the loss of on< 
of these commands, or its replacement by another, wil; 
affect the development of individual organs and henc< 
the organism as a whole. And since mutations occul 
in random fashion, they lead to the appearance oi 
peculiarly individual characteristics in the develop 
ing organism. Mutations result in individual feature} 
that distinguish an organism both from its parenti 
and from other members of its own generation. Be* 
cause of the random nature of mutation these distin-
guishing features may appear in any part or function 
of the organism. 

A mutation can have fatal results if it upsets th< 
functioning of a vital organ or deprives such an orgari 
of certain of its adaptive properties. 

A mutation may be beneficial if it results in qualities 
that enable an organism the better to adapt to its en-
vironment. 

Finally, a mutation may be neutral in its effects, 
in other words, it may, for the time being, be neither 
good nor bad so far as the survival of the organism 
is concerned (a change in the shape of one's nose is 
an example). 

234 



t h e m e c h a n i s m o f n a t u r a l s e l e c t i o n . . . 

We can now appreciate that every organism differs 
in random fashion from every other similar organism. 
Whenever a mutation occurs, nature takes a chance 
step, as it were, into the unknown. This step is then 
examined by life. If an organism whose development 
is affected by a particular chance mutation proves to 
be less stable and less well adapted to its environment, 
it dies sooner than others of the same species. This 
corresponds to a step taken in the wrong direction — 
a failure. But because it dies young, such an organism 
will not, as a rule, perpetuate the error in any descend-
ants (since, it dies too early to reproduce). On the 
other hand, if through mutation an organism happens 
to acquire new adaptive properties, it will live to re-
produce and consolidate these properties in its des-
cendants. This, as Charles Darwin discovered, is exact-
ly how natural selection works. 

Consequently, if mutation can be considered to 
produce random deviations from a certain average 
condition among the organisms representing a given 
moment in the evolutionary history of a species, then 
natural selection may be regarded as evaluating, as 
it were, the results of these deviations. 

Natural selection takes place according to the fol-
lowing principle: the best adapted are those that re-
produce and multiply. Mutations provide the raw ma-
terial for the operation of this formula by producing 
organisms exhibiting greater and lesser degrees of 
adaptability. Clearly, if there were no mutations, we 
would not be able to observe in the living organism 
that 'cleverness' of construction, that remarkable adap-
tation to environment, that never ceases to fill us 
tt'ith wonder and delight. 

Mutations represent, therefore, one of the greatest 
driving forces of evolution; and, insofar as the evolu-
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tionary process is a never-ending one, they remain 
as necessary as ever to the further development of 
life on earth. 

This is one aspect of the phenomenon. 
The other is that most new mutations are harmful 

or even fatal to an organism. 
The reason for this is that each organism is the re-

sult of a prolonged process of evolution and is there-
fore thoroughly adapted to its environment down to 
the minutest details. Consequently, not every chance 
alteration in its structure is by any means to its ad-
vantage. Rather the opposite is true. In order to im-
prove a highly organized organism, mutations of a 
special kind arc called for, and, as one might expect, 
are of such rare occurrence that a considerable period 
of time may elapse before a desirable mutation ap-
pears. It may even happen that a species will die out 
while it is 'waiting' for the hoped-for mutation—not 
so much through the lack of this mutation, but 
through an overabundance of unnecessary and harmful 
mutations. 

The result is that mutations may be just as harm-
ful as they are necessary. A species that mutates too 
frequently—under the influence, say, of radioactiv-
ity—may vanish because too many individuals of 
the species have become weak and ephemeral as a 
result of unsuccessful mutations. On the other hand, 
a species that does not mutate often enough will not 
be able to survive once the ever changing conditions 
of life demand new adaptive abilities that will not 
be forthcoming in the species owing to the lack of ' 
sufficient variety amongst its members. This is evid-
ently the reason why in comparatively recent times the 
mammoth became extinct: it was unable to adapt 
to the sudden cooling of its environment during the 
Ice Age. 
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Let us consider the following rare, but perfectly 
possible, situation. Suppose there is a species—animal 
in- vegetable—living in complete harmony with its 
surroundings. It has almost no competition for food 
or shelter and almost no enemies. The individuals 
of this species are strong, healthy specimens of sound 
constitution. They multiply rapidly, but they are not 
in any present danger of overpopulation. Deteriora-
I ion of the species due to mutations is as yet at an in-
significant level and cannot dim the healthy optimism 
of this happy breed. Then, all of a sudden, their gol-
den age comes to an end: there is a sudden and dramatic 
change in their external conditions, due, let us say, 
to the appearance of powerful competitors on the scene. 
Immediately, the cruel mechanism of natural selec-
tion goes into action: only a mutation that would 
enable them, if not to defeat their competitors, then 
at least to coexist with them could possibly save 
this species. And if the needed mutation came too 
late, the species would perish. 

... a n d i t s b l o c k d i a g r a m 

In painting so joyless a picture the writer certainly 
had no intention horrifying the reader with the 'pi-
tilessness' of the laws of nature. Most certainly not. 
The fact is that this example provides, I think, a good 
illustration of the relationship between mutations and 
natural selection. We can depict this relationship in 
the form of a block diagram showing how species and 
Environment interact in the process of natural selec-
tion (Fig. 67). The diagram shows how the environ-
ment acts upon the species, making certain demands 
"poii it. These demands are formulated, as it were, 
along channel A. The species develops a certain pat-
tern of behaviour in the given environment and 'com-
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municates' this behaviour along channel B for cox 
parison with the demands of the environment. T1 
results of this comparison stimulate the mechania 
of natural selection via channel C, the degree of ^ 
mulation depending on the extent to which the sji 
cies fails to conform to the demands of the enviro 
ment. If the species fulfils all the demands of the « 
vironment and its behaviour does not violate the em 
ronment's rules, natural selection does not act; srn 
a state of affairs, however, is very rare. Natural | 
lection acts upon the species via channel D, On ti 

Figure 67 

of all this the species is continuously subjected 
random mutations. 

The diagram works as follows. A change in exteri 
conditions—in the environment—results in either t 
appearance or the intensification of a contradict! 
between the behaviour of the species and the demaD 
of the environment in which he lives. This conW 
diction stimulates and intensifies the action of natuj 
selection, as a result of which only the best adapt 
individuals survive to produce offspring. Mutati® 
create a variety of deviations from the species aver| 
in different individuals. Owing to the random natl 
of these deviations some of the individuals with il 
traits—mutants, as they are called—may be beti 
adapted to the demands of the environment th 
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others, and may form the basis of a new species. The 
rest will mostly perish as a result of the merciless in-
tervention of natural selection. 

THE HOMEOSTAT—A MODEL OP SELECTION 

In 1951 an Englishman by the name of R. Ashby 
constructed a device that operated in much the same 
way as a species in process of adapting to its environ-
ment. He called this device the homeostat (from 'ho-
meostasis'—the maintaining of the properties of a 
system within certain desired limits). 

The homeostat is a dynamic system that may be in 
either a stable or an unstable condition, depending 
on the values assigned to its parameters. We use the 
term 'dynamic' to describe a system whose behaviour 
depends on its immediate past history. A stone, for 
instance, is a typical example of a dynamic system: 
the law of inertia guarantees its dependence on its 
recent past. If the stone is moving in a particular di-
rection, that direction can only be changed by a de-
finite force—the force of gravity, say—and the new 
direction will depend on the direction in which this 
force acts. Herein lies the dependence of the stone on 
its past history. If, on the other hand, the stone is 
lying motionless, then, in the absence of any force, 
it will continue to remain in the same spot. 

We now need to distinguish the two states in which 
a dynamic system may exist: the stable (unchanging) 
state, and the unstable state (in which the motion 
changes). A stone flying through the air is an example 
°f an unstable system; a stone lying on the road con-
stitutes a stable system. Consider an ordinary clock: 
^ it is working, it constitutes an unstable (self-excit-
ed) system; if it is broken, it constitutes a stable sys-
tem. 
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Any single system may exist in a number of sta 
states. A television tower lying on its side is in a stai 
state just as much as one standing upright is. (T! 
the first state is more stable than the second is anot; 
matter and explains why a standing tower may ad( 
a lying position during an earthquake, and why 
one has ever seen a recumbent tower suddenly el 
itself.) 

But let us return to the homeostat. Like any ot2 
dynamic system, the homeostat could exist in onfl 
two states—stable and unstable. In the stable stj 
it was motionless and unchanging; but in the unstat 
state it '.rebelled', and its behaviour transgressed i 
bounds of desirability. I 

We shall not describe precisely what the homeoa 
did that was undesirable, because that is merelj 
technical detail (the homeostat was only a mechani 
gadget, after all). The important thing is that one 
the states—the stable one—was desirable, the otl 
—the unstable state—undesirable. 

The transition from the stable state to the unsta; 
state took place under the action of uncontrolla! 
factors: environmental effects; internal maladjc 
ments within the device itself; and much more besid 
In other words, by virtue of the second law of th 
modynamics the homeostat tended towards instal 
ity. 

Feedback was then introduced with a view to c< 
trolling the homeostat. It worked as follows: as sd 
as the homeostat became-unstable, the several pa 
meters within it that determined its behaviour bej 
to change at random. In other words, it began a p 
Gess of random search that continued until by chal 
it ceased its rebellious behaviour and returned to 1 
stable state. When this happened, it meant that 1 
homeostat had chanced to hit upon those values 
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the control parameters that were necessary for stabil-
ity. Thereupon the homeostat would end its random 
search and become dormant until a change in the envi-
ronment or an internal maladjustment sent it on the 
rampage again. 

Here the random search simulates the random mu-
tations occurring within a species. The search conti-
aues until by chance the homeostat hits upon such 
values of its parameters as will ensure its stability. 
This event corresponds to the occurrence of an essen-
tial mutation. Thereupon the parameters of the homeo-
stat stabilize and the mechanism for finding new 'mu-
tations' switches itself off until for one reason or ano-
ther the homeostat becomes unstable again—that is, 
until the external conditions change and thus neces-
sitate the appearance of new mutations. 

The block diagram of the homeostat is shown in 
Figure 68. As we have already seen, a dynamic system 
can have various parameters: values for these enter 
the system via channels A. These values are selected 
by a random numbers generator and transferred to 
the system along channel B. If the system is in an 
unstable state, the control block switches on the ran-
dom numbers generator. The generator begins produc-

ing values for the parameters and feeding them into 
the system—trying them on for size, as it were. This 
Process continues until the system becomes stable again. 
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When the control block receives the informatioi 
that the system is stable, it switches the generato 
off, so that the last values of the parameters—the one, 
that stabilized the system—are retained. 

We see, then, that Ashby's homeostat represents \ 
tolerable copy of the adaptive mechanism of livinj 
species and therefore serves as a natural selection s | 
mulator. 

We have shown—and we emphasize it again—that ( 
species adapts to its environment entirely by chancfl 
The chance element takes the form of mutations thai 
produce various random deviations from the hypothq 
tical average among the individuals of the specie^ 
As a result of natural selection, individuals that suffel 
unsuccessful mutations die out; whereas organisms tha^ 
exhibit favourable changes will perpetuate the imj 
provement in their progeny. In this way the speciei 
reaches a stable equilibrium with respect to its envii 
ronment. If the external conditions change, the mechaj 
nism of mutation plus natural selection begins a 'sej 
arch' that continues until it brings the species bacjj 
to a stable state. < 

The homeostat works in a similar way. It also seari 
ches for stability in a purely random fashion, an< 
eventually finds and settles upon just those value! 
of its parameters that correspond to a stable state 
If an external circumstance upsets the stability o: 
the homeostat, the mechanism for random selectioij 
of parameter values switches on and goes on working 
until stability is re-established, whereupon it switches 
off again. 

The homeostat is like a sleeping cat. I£ you disturb 
a sleeping cat, it will wake up, select another com-
fortable spot, arrange itself to its liking, and drop 
off to sleep again. In exactly the same way, the ho-
meostat 'wakes up ' , looks about in random fashion 
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for such values of its parameters as will allow it to 
find a new stable condition, and, having found them, 
switches off its random search mechanism and 'falls 
asleep' again. 

t h e i n t e l l e c t i n t e n s i f i e r 

The idea of random search that Ashby derived from 
his observations of nature is of enormous theoretical 
and practical significance. Ashby's study of the role 
of chance in nature gave him the remarkable idea of 
exploiting the boundless riches of chance. What, in-
deed, could be simpler than a random generator? 
'Noise' constitutes an inexhaustible source of chance, 
a source that is easy to tap and costs virtually nothing. 
Consequently, we have the raw material available in 
abundance. But what can we make out of this material? 
The answer is: a great deal, if not everything. 

A chance combination of letters may result not only 
in any known word, but also in words previously un-
known, words that would possibly never have been 
thought of otherwise. A chance combination of words 
may form any sentence, that is, any finished thought 
that has already been expressed by men or that still 
awaits expression by our descendants. A chance com-
bination of sentences may result in any work of art, 
or a description of any scientific investigation, or a 
report of any discovery made by man or still waiting 
to be made in the future. In general, chance conceals 
within itself limitless possibilities. 

By combining letters, words and phrases at random 
we can extract new data, new results, and new thoughts, 
fn short, we can create new information out of the 
'aw material of chance. 

Wo should note that this idea was first expressed— 
and ridiculed—nearly two centuries ago by Jonathan 
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Swift (who, by the way, is yet another pretender to 
the t i t le of founder of cybernetics) in his well known 
novel Gulliver's Travels. When Gulliver arrived on 
the notorious island of Laputa, he saw how the La-
putians created new scientific and artistic works by 
means of a machine that ran through all possible 
combinations of a set of one thousand letters. Bearing 
in mind tha t any scientific discovery can be incor-
porated in a summary containing one thousand let-
ters, the Laputians hoped, not entirely without foun-
dation, to assemble all possible scientific articles. 
Such a tempting prospect might easily beguile others 
besides the rather silly Laputians, for it implies that 
one could study this whole world from the comfort of 
one's armchair. 

This paradoxical conclusion yields li t t le in practice 
because although such a method will produce some 
true information, it will also produce an enormous 
mass of false information having all the outward ap-
pearances of being true; and the amount of false in-
formation will certainly far exceed the amount of t ruth . 

Consequently, if we propose to make use of this idea, 
we must be able to weed out all the nonsense and all 
the falsehood. We can do this only by a process of 
selection. 

It was by following this line of thought that Ashby 
hit upon the idea of a selection intensifier. 

The selection intensifier works as follows. The source 
of chance ('noise') is tapped by a device tha t prints 
out a continuous stream of letters of the alphabet, 
each letter corresponding to a particular noise level. 

This stream of letters is tested against certain gram-
matical criteria and parts of it tha t can be regarded 
as words are set aside for further processing. A 'word' 
such as strl would be discarded because it has no 
vowel. 
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The next test picks out from all these words only 
those that form meaningful sentences. 

A further test is needed to expunge any recogniz-
ably erroneous phrases, leaving only those that clearly 
do not contradict human experience. 

After this, original ideas are separated out from 
the mass of trivia representing ideas that are already 
known or that could be readily derived from those 
that are known. 

The final stage in the selection process is one that 
must be carried out at the highest level with the aid 
of the most refined criteria and can obviously be per-
formed only by a human being. Its purpose is to de-
cide which of the new ideas is to be subjected to ex-
perimental verification—which, as always, will have 
the final say. 

In this way new information is obtained from a se-
ries of selective processes each of which is performed 
with the aid of various selection criteria. 

The block diagram for the abstract thought intensi-
fier, as Ashby called it, is shown in Figure 69. Here 

Figure 69 

fhe transformer processes noise so as to produce at 
its output B a random stream of the material forming 
the subject of the selection process. The transformer 
'rephrases', as it were, the information it receives at 
*ts input in the form of noise. As before, this infor-
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mation is meaningless. The transformer's product is 
compared with the appropriate criterion via channel 
B. If this product satisfies the criterion, the control 
block is informed accordingly, via channel C, and 
opens the valve to allow the selected information to 
proceed to the next, more advanced stage of the se-
lection process. 

In this way it is possible to generate information 
that was previously completely unknown. True, the 
process may absorb a great deal of time; but if the 
various selection stages can be carried out at extre-
mely high speeds, the time required can be signific-
antly reduced. 

a r t i f i c i a l s e l e c t i o n a s a n i n t e n s i f i e r 

It should be observed that Ashby's proposal to use 
multiple selection for the purpose of obtaining hi-
therto unknown information from chance interference 
is not a new one. Animal and plant breeders use 
exactly the same method in developing new strains 
and varieties—the method known as artificial selec-
tion. 

Artificial selection is essentially very simple and 
has long been used by man in his day-to-day activi-
ties. Somebody notices that an organism has developed 
some useful peculiarity (as the result of a chance mu-
tation) and decides to intensify it. At the first stage 
of the selection process that follows, the criterion is 
simply the presence—or even just the promise—of 
the given peculiarity. In other words, organisms are 
selected that either possess the feature or only give 
an indication of it. At the second stage—the selection 
of the offspring of the individuals selected at the first 
stage—a tougher criterion is applied and only those 
individuals that quite clearly possess the feature qual-
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ity. And so on. Finally, a stage is reached at which 
the individuals possess the useful feature developed 
to an adequate degree. It only remains then to destroy 
the organisms not possessing the feature, and the new 
breed is ready. 

The block diagram for artificial selection is shown 
in Figure 70. Here, mutations act upon the species 

to produce individuals differing in random fashion 
from the norm for the species. Individuals exhibiting 
those differences that satisfy the selection criterion 
are selected by the breeder and proceed to the next 
stage of the selection process. Those not exhibiting 
the desired differences are destroyed. 

It is obvious that the artificial selection diagram 
is closely similar to the block diagram for Ashby's 
selection intensifier. In fact, Ashby's intensifier 
is virtually a model of the artificial selection pro-
cess. 

As we conclude this chapter, we should stress that 
it was chance, and chance alone, that perfected the 
complex forms of adaptation of organisms to their 
environment, such as we may observe all around us. 
It is thanks only to chance that the enormous numbers 
°f plant and animal species came into being. I t is 
thanks only to chance that man himself appeared on 
earth. This striking fact of nature only became clear 

Figure 70 
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and comprehensible after Charles Darwin had explain-
ed the mechanism of formation of adaptive features. 
Until then, the only explanation considered possible 
relied on the idea, supported by religion, of the pur-
posefulness and the rationality of nature. It is now 
clear that nature is entirely lacking in any sort of 
purposefulness or rational approach. If we are to speak 
of any rational principle in nature, then that principle 
can only be chance: for it is chance, acting in colla-
boration with selection, that constitutes nature 's 'rea-
son'. 

7. SELF-ADJUSTMENT 

o n c o n n e c t i o n s 

There is a well-known game that starts off by one 
player asking: 'What is the connection between...?' 
Two entirely different things are named and we are 
asked to find the connection between them. For exam-
ple: how does the number of holes in a Swiss cheese 
affect the maximum speed of a Moskvich motor car: 
or, how does an eclipse of the moon affect the flavour 
of a shashlik. When we give up, the first player has 
to find the connection and explain it . 

The most ridiculous thing about this is that such 
connections do in fact exist: the maximum speed of 
a Moskvich does depend on the number of holes in 
a Swiss cheese, and the flavour of a shashlik is some-
how affected by an eclipse of the moon. But they 
are weak connections; and even if we could establish 
and investigate them, we should hardly entertain any 
hope of being able to use them. It is for just this rea-
son that Moskvich owners trying to get the most out 
of their cars pay more attention to compression rations 
and octane ratings than to the finer points of cheese-
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making. And the gourmet ordering a shashlik is usu-
ally more interested in the qualifications of the chef 
than in the intricacies of the lunar calendar. 

e n v i r o n m e n t a n d o b j e c t 

When we select an object for-study, out of the mass 
of material things and phenomena that surround us, 
we must preserve its connections with the outside 
world; otherwise it would cease to function normally 
and the study of it would not yield the desired results. 
By 'outside world' we mean the environment that the 
object is in most intimate contact with. Consequently, 
'environment' includes everything that influences the 
object's behaviour without actually forming part of 
the object itself. 

The interaction of object and environment can be 
represented by a block diagram such as that shown 
in Figure 71. 

Figure 71 

Here, the arrow A represents the action of the en-
vironment on the object we are studying; the arrow 
B represents the effect of the object on its environ-
ment. Using the convenient terminology of communi-
cation theory, we can call A the channel along which 
the environment acts upon the system under study; 
the system (object), then, exerts its influence on the 
environment along channel B. 

249 



Suppose, for example, we choose a thermometer as 
the object of our investigation. Heat is transmitted 
to the thermometer from the outside via channel A, 
and channel B informs us of the temperature in de-
grees. So channel A transmits heat, and channel B 
transmits information about the temperature of the 
surroundings (of which the observer, of course, also 
forms a part). There are other factors linking the ther-
mometer with its environment—gravity, for example, 
but their connection with the thermometer is weak, 
and they are therefore ignored. 

To take another example: let us consider an automa-
tic lathe. Along channel A the lathe receives the 
blanks for processing, together with power and lu-
bricant; along channel B it transmits finished com-
ponents and vibrations back to the environment, or 
informs the outside world by means of crackling noises 
or silence that it is out of order. The fact that the lathe 
is illuminated by sunlight would constitute a weak 
connection between it and its environment, and can, 
of course, be safely ignored. 

Now for an example from biology. A living organism 
always functions within a particular environment. This 
environment may be a forest, a desert, water, a che-
mical flask, and so on. Along channel A the organism 
receives its food and all manner of external stimuli; 
along channel B the organism acts upon its environ-
ment, changing its position within the environment, 
and so on. 

Many more similar examples could be cited to il-
lustrate the interaction of object and environment. 

This is not a piece of idle theorizing; it contains 
a profoundly significant idea. It establishes the strict 
interrelationships that exist between the objects of 
the real world and essentially distinguishes and de-
fines the fundamental causal connections that we seek 
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lo understand. Moreover, since every system has dis-
tinctively individual properties characterizing the con-
nection between its input A and its output B, we can 
study any object simply by observing its A and B. 

Different systems have different properties and dif-
ferent kinds of connections between their inputs and 
their outputs. Very often these individual properties 
can be expressed by a set of numbers that are usually 
called parameters. 

The parameters of the thermometer, for example, 
are the quantity of mercury it contains, the diameter 
of the capillary and the distance between divisions 
on the scale. These three parameters together deter-
mine the connection between the thermometer's input 
and its output. If but one of them changes, the con-
nection between the temperature of the mercury and 
the reading on the scale will also change, and the ther-
mometer will begin to read false. 

The automatic lathe takes in blanks at its input and 
turns out finished components at its output. The pa-
rameters of the lathe are its cutting cycle, the cutting 
speeds and rake angles of the various tools, the posi-
tioning and the rates of feed of the tools, the materials 
the tools are made of and so on. These parameters de-
termine the dimensions of the finished product and 
its quality. Their values are by no means chosen at 
random. They depend on the material of the blank 
and the shape of the finished part, and their choice 

influenced by such considerations as economy, the 
surface finish requirements of the component, the 
'iced to minimize tool wear, and many other factors, 
•n one way or another the values of the lathe para-
meters are established in advance by taking into ac-
r<>unt all the requirements of both the lathe and the 
'iiiished product. 

For the time being we shall consider only one of 
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these requirements: the quality of the finished product, 
Only when we have satisfied this basic requiremenl 
can we concern ourselves with such matters as tooj 
wear, depreciation of the lathe, and so on. 

So we shall demand from the lathe only one thing! 
that it turn out the best possible product, in othej 
words, that it produce components that approach at 
closely as possible the ideal depicted on the designer*! 
drawings. 

I t might be objected that there is no point in trying 
to produce components with highly accurate dimensii 
ons if tolerances are specified within wbich the com* 
ponent will be perfectly acceptable. On the othel 
hand, it is well known that chance interference is a 
force to be reckoned with where manufacturing is 
concerned. Therefore we must constantly strive for 
the most accurate dimensions we can achieve, so that 
it will be more difficult for interference to send the 
dimensions beyond the stated tolerances and the per-
centage of defective parts may be significantly re-
duced. 

c l o s e n e s s t o t h e i d e a l 

Natural ly, if we are going to adjust an automatic 
lathe, we need to be able to determine the quality of 
its output. For this we require an estimator of the 
finished component's closeness to perfection. This esti-
mator would measure the quality of the lathe's work. 

I t is wise to formulate an estimator like this in as 
precise a manner as possible—in other words, as a 
number. For a machine tool a suitable quality esti-
mator is the sum of the differences between the dimen-
sions of the finished component and the dimensions 
specified in the drawing. When the lathe is working 
at its best, the value of the quality estimator will 
be zero, meaning that the ideal has been attained 
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(it is hardly worth remarking that this value of the 
estimator will never occur in practice owing to the 
impossibility of achieving absolute accuracy in the 
component's dimensions). If the sum total of the differ-
ences between the actual and the ideal dimensions 
is equal, say, to one millimetre, we say that the 'dis-
tance from the ideal* is one millimetre. 

Other quality estimators may be used—the propor-
tion of defective components, for example. Occasion-
ally some additional characteristic may form part of 
the estimator. But whatever the case, when we decide 
on a particular estimator, we must ensure that there 
is only one and that its minimum value does corres-
pond to the ideal we are aiming at. When people talk 
about an ideal that they would like to at tain, they 
often use a series of superlatives—'the cheapest ' , ' the 
most accurate', ' the most beautiful ' and so on—in 
an effort to cram into their ideal as many of the 'most 
bestest' qualities as they can. In choosing a bicycle, 
for example, the customer will insist that it be: (1) 
the most reliable; (2) the simplest to operate; (3) the 
cheapest; (4) the most attractive; and so on. After he 
has examined a few machines, however, he suddenly 
realizes that no one bicycle can satisfy all these re-
quirements simultaneously. (All this presupposes, of 
course, that the customer has a choice; if he has none, 
he is unlikely to be nagged by doubts of this nature.) 

This was the sort of 'unfortunate' situation, if you 
will remember, that Agafya Tikhonovna, the bride 
in Gogol's play The Wedding, found herself in. She 
had to choose one of four suitors, and instead of ap-
plying a single criterion to determine which would 
make the ideal husband, she tried several at once. 
And the poor girl finished up in an agony of doubt 
as a result. 

'Dear oh dear, i t ' s so hard to decide,' Agafya Tikh-
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onovna laments. 'If only there were only one of them/ 
or even two—but four! How am I ever to decide? Ni-, 
kanor Ivanovich is handsome, but rather thin, of 
course, —Ivan Kuzmich is handsome, too. And to be, 
quite truthful, so is Ivan Pavlovich—a little fa t , 
perhaps, but a fine figure of a man all the same. What 
am I to do, I ask you? Baltazar Baltazarovich is also 
a man of estimable qualities. I t ' s so hard to decide; 
I simply can ' t tell you how hard it is. ' 

Whereupon Agafya Tikhonovna expounds her con-
ception of beauty. 'If you could take Nikanor Ivano-
nich's lips and put them with Ivan Kuzmich's nose, 
and — and add in something of Baltazar Baltazarovich's 
free and easy manner and perhaps a little of Ivan Pav-
lovich's portliness, —then I would say "Yes!" right 
away. ' 

You see what a difficult position our would-be bride: 
found herself in as a result of her varied requirements. 

But if it is possible, mentally at least, to combine 
the nose of one man with the lips of another, it is 
quite unthinkable even to try to combine minimum 
cost with maximum quality in a single article. These 
attributes are incompatible: they are mutually ex-
clusive. Does this mean, however, that if we are after 
quality, we cannot take cost into account at all? Or 
again: if we try to get an article as cheaply as possible, 
do we have to ignore its quality? Well—if we. 
did, we would simply spend our lives collecting rub-
bish. 

Obviously, we have to take everything into acco-
unt—but in different degrees. If we are chiefly inte-
rested in quality, we have to specify the maximum 
cost we are prepared to accept in solving a particular 
problem. On the other hand, if we are out to buy as 
cheaply as possible, we generally have a pretty good 
idea of the minimum acceptable quality below which 
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we would nol lake Ihe article even if it was going for 
nothing. 

Therefore, when we are formulating estimators of 
closeness to our ideal, we have to consider the means 
(hat are permissible for the achievement of our ends. 
The proud and cruel aphorism 'The end justifies the 
means' is something of a paradox, because there are 
many ends in life; and any means that is intended 
lo achieve even the most cherished goal must not 
conflict with the attainment of others. Our means are 
always limited for this very reason. There is no such 
thing as 'any means whatever' . The means for achiev-
ing the most important, the most lofty aims must not 
come into conflict with other aims and principles that 
are, perhaps, not so lofty, but are nonetheless import-
ant. 

The above aphorism should be rewritten thus: 'the 
end justifies the permissible means'. After being edited 
in this way, it loses its grand flavour and becomes 
a scientifically demonstrable truth. 

Hut let us get back to self-adjustment. 

S E L F - A D J U S T M E N T AS A FORM OF CONTROL 

Suppose our automatic lathe is properly adjusted 
and producing screwed nuts of excellent quality. This 
means that the parameters of both the lathe and the 
blanks must be maintained strictly constant. Suppose, 
now, a batch of blanks arrives at the lathe, differing 
slightly from the usual blanks either in shape or in 
hardness. This will naturally have some effect on the 
•luality of the finished parts and is, in fact, the com-
monest form of interference. It is unlikely that the 
lathe will start working better as a result. We expect 
instead that the quality of the output will go down 
a in I (hat the operator will have to readjust the lathe — 
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in other words, he will have to find such settings of 
the controls as will ensure a product of the highest 
quality. This means that the operator will be trying, 
to minimize the differences between the ideal indicated1 

on the blue-print and the actual components. And 
this is nothing other than control. 

Drawing a general conclusion from the above exam-
ple, we can say that in the process of control the ope-
rator eliminates the consequences of unforeseen chan-
ges that happen to occur in the system and returns 
the system to its least probable condition, which cor-
responds to the minimum value for the closeness-to-
perfection estimator (or quality estimator). 

For the time being we shall not concern ourselves 
with the details of how this is done. The important 
thing for the moment is to emphasize the idea that 
the system moved away from the desired condition 
and then after a short time it was brought back to 
this condition again by the action of a second system 
(the operator, after all, is also a system). Once we have 
grasped this idea, it is but a short step to an under-
standing of self-adjusting systems. 

If we regard the lathe together with the human ope-
rator as constituting a single, albeit more complex, 
system, we can, without a shadow of a doubt, call 
such a system self-adjusting. The operator then re-
presents the adjusting element in the more complex 
system. 

The reader is possibly wondering, in view of the 
above, whether any machine plus operator constitu-
tes a self-adjusting system. The answer is: yes, if the 
operator acts within the system to improve any of its 
properties; no, if in the course of his interaction with 
the machine the operator does not pursue the specific 
purpose of improving its operation. 

The professional chauffeur together with his car does 
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form a self-adjusting system. The chauffeur drives the 
car, and from time to time he adjusts and maintains 
it. The amateur driver, on the other hand, does not, 
as a rule, act as an adjusting element; so the system 
'car-driver' is not in this case self-adjusting. 

it is only natural to wonder whether there is really 
anything behind all this talk of self-adjusting systems, 
or whether it is just an empty play upon words, a mere 
.sophistry. After all, if the whole business hinges on 
the presence of an operator, then the resulting 'auto-
matic' is not worth a bean. 

We hasten to point out that the study of self-adjust-
ing systems that incorporate a human operator is of 
profound significance because it leads to an under-
standing of the specific features of the human adjust-
er's behaviour. Once we achieve this understanding, 
we are in a position to try to build an automatic ma-
chine that replaces—and frees—the human operator. 

If we are to build such a machine, we have to have 
a clear idea of what the machine needs to 'know', 
what 'skills' it should have, and what it needs to 're-
member' while it is working. To find out these things 
we have to study in depth the functions and the pro-
cedures of a human operator under similar conditions. 
While we are studying him, we are also building up 
a 'replacement' for him — in other words, we are com-
piling an operating plan for the future automatic ma-
chine that will replace him. 

incidentally, the activities of a fitter-operator and 
bis procedures for adjusting the complex system that 
an automatic lathe represents remain one of the most 
important and least studied problems in the whole 
held of control. 

At this point we shall try to define what we mean by 
a self-adjusting system. 

We shall call a system self-adjusting if it tends, 

257 



independently and without external intervention, to-
wards its ideal state, that is, if the system's quality 
estimator is maintained at a minimum level by the 
system itself independently of any effects imposed upon 
it by its environment. 

The block diagram for the interaction of such a self-
adjusting system with its environment is shown in 
Figure 72. 

Figure 72 

Here the self-adjustment block is a human operator 
who checks the quality of the lathe 's output via chan-
nel B' and at the same time watches channel A' for 
any change in the properties of the blanks being fed 
to the lathe. If the blanks change their properties, 
the operator readjusts the lathe by determining new 
values for its control parameters. In order to be able 
to do this he has to know the correct procedure to 
apply in each particular case, that is, for any parti-
cular deviation of the properties of the blanks from 
standard. His actions must be strictly predeter-
mined by the nature of the work being done on 
the machine. Either he has to know everything 
there is to know about the particular manufacturing 
process, if he is to decide for himself how the paramet-
ers are to be changed; or he has to have a complete 
set of instructions that tell him what to do for every 
imaginable deviation from standard that the blanks 
may exhibit. 
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D I F F I C U L T I E S OF ADJUSTMENT . . . 

Anyone who knows anything about automatic lathes 
knows that a set of instructions that took care of every 
contingency would tend to look like the Encyclope-
dia Britannica. On the other hand, a complete under-
standing of the manufacturing process would require 
of the operator the ability to deal with the most detailed 
problems of manufacture in general, as well as a pro-
found knowledge of the process he is in charge of in 
particular. Naturally, such a state of affairs would 
hardly be to anybody's liking, and, more im-
portantly, it would constitute an intolerable burden 
to the operator himself. After all, the task of trying 
to find one's way about a multi-volume instruction 
manual would indeed be a most unpleasant one. If 
we add to this the fact that components made by auto-
matic lathes are usually produced in batch lots ac-
cording to planned average requirements—in other 
words, lathes are assigned to produce a different com-
ponent at roughly monthly intervals, it becomes pret-
ty clear that for an operator who has to cope with a 
voluminous new instruction manual every month, and 
for the engineer that has to write such a manual every 
month, life would soon become utterly unbearable. 

The difficulties experienced by operator and engi-
neer alike in such a case would arise because the me-
thod that they chose for adjusting the lathe was not 
the best method, the so-called 'method of compensa-
tion'. With this method it is virtually impossible for 
the operator to make use of the feedback channel 
B' that would otherwise permit him to judge the qual-
ity of the product. A method such as this raises dif-
ficulties not only for the operator, but also for the en-
gineer. 

Indeed the sole purpose of channel B' is to check 
whether the lathe is turning out a good or a bad pro-

"* 259 



duel. When a defective component appears, it is a 
signal to the operator to pay attention to the input 
end of the system, that is, to the blanks because, 
all things being equal, a deviation of the blanks from 
standard is the most likely reason for defective com-
ponents to appear at the output. 

But suppose 'all things' are not 'equal' at all. Sup-
pose one of the parameters of the lathe changes for 
some internal reason at the same time as the blanks 
change — one of the tools becomes loose in its holder, 
say. Since the instruction manual was compiled to 
deal only with changes in the incoming blanks, it 
will not be of the slightest help in deciding what to 
do about this new eventuality, for all its great bulk. 

The only thing the operator can do is to study clo-
sely the causes of the defects and try to eliminate 
them by readjusting the lathe. And to do this he has 
to keep his eyes glued to channel B' because this 
channel carries virtually all the information avail-
able as to the quality of the lathe's operation. 

By watching the feedback channel B' to keep a 
check on the quality of the output an operator can 
regulate a machine even if he is completely new to 
the kind of work it is doing. 

. . . A N D n o w t o o v e r c o m e t h e m 

Suppose we have an operator who possesses the ab-
solute minimum of knowledge required to operate a 
lathe, but is blessed with plenty of common sense. 
He needs a certain amount of knowledge if he is to 
get the lathe to produce the required type of compon-
ent. For example, if nuts are required, he must know 
how to 'compel' the lathe to make nuts, and not bolts. 
(He has to have a minimum qualification to be able 
to do this.) He needs common sense if he is to adjust 
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ihi> lathe whenever it proves necessary in order to 
keep to a minimum the number of defective parts it 
produces. 

Suppose, now, that the lathe is running out of acl-
iM.stment and producing nuts having certain dimensions 
not agreeing with those specified in the drawing— 
enneagonal (nine-sided) nuts, say, instead of the de-
I rod hexagonal ones. The operator has no prior know-

ledge of exactly what he should do to correct the error, 
.nit he knows quite well which of the lathe 's controls 
he can turn to change some of the dimensions of the 
nuts though he does not know which controls corres-
pond to which dimensions. Obviously, the first thing 
he would do would be to try to establish how the di-
mensions of the outgoing nuts were affected by chang-
ing the parameters of the lathe. By turning one con-
trol (changing one parameter) and machining one nut 
i he operator can discover what effect that particular 
control-has on the finished product. In the course 
of this analysis he may encounter three types of con-
t t'ols. 

T H R E E T Y P E S OF CONTROLS 

Type one controls are those that affect only one 
imension of the nut irrespective of the positions of 
he other controls. Turning a type one control in one 

direction, say to the right, results in an increase in 
" dimension in question; turning it in the opposite 

erection results in a decrease. 
The operator will probably be overjoyed to discover 

'ntrols of this type because they are so easy to use. 
or example, if a certain dimension suddenly increa-
S all he has to do is to turn the appropriate control 
i the appropriate direction by however much is ne-

1 "ssary to eliminate the error. 
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An example of a control of this type is shown in 
Figure 73. Here the position of the tool in relation 

to the revolving work-piece and, consequently, the 
diameter of the finished part both depend on the po-
sition of the handwheel controlling the tool. When 
the handwheel is screwed in, the tool is forced towards 
the work-piece and the diameter of the part will be 
decreased; when it is screwed out, the diameter of the 
part will be increased. Suppose one complete turn of 
the wheel moves the tool through one millimetre. If, 
then, the operator discovers that the diameter control-
led by this particular handwheel is 0.1 millimetre 
larger than it ought to be, he only has to turn the wheel 
through one twentieth of a full turn in a clockwise 
direction to decrease the diameter of the part by 0.1 
millimetre and thus correct it. 

I t should be noted that the operator can only do 
this with confidence after he has carried out the ap-
propriate experiments. These experiments consist of 
turning the wheel to right and left and observing the 
resulting changes in the dimensions of the parts is-
suing from the lathe. This done, the operator is then 
fully equipped to deal with any change that occurs 
in a dimension controlled by a type one control. After 
measuring a finished part he will immediately be able 
to set the controls so that these dimensions will be 
correct in the next part. 

Figure 73 
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Let us draw one small conclusion at this point. For 
a dimension controlled by a type one control any de-
viation from the ideal contains complete information 
as to how far and in which direction the control has 
to be turned in order to reduce the deviation to zero. 
Controlling the dimensions of a finished part by means 
of type one controls presents no real difficulty and is 
called deviational control. 

Type two controls will rather puzzle the operator to 
begin with. A single turn of one of these controls will 
immediately result in several dimensions of the nut 
changing simultaneously. An example of an arrange-
ment containing a pair of type two controls (hand-
wheels) that determine the position of a rectangular 
work-piece is shown in Figure 74. Here the work-

piece has to be placed in a definite position in relation 
to the lathe: the angle of inclination a and the centre-
distance b have to have particular values. It is quite 
obvious that if either of these controls is moved, both 
these parameters will change. I t is also clear that 
to adjust either of the two parameters a and b to their 
correct values both controls have to be moved simul-
taneously. To change the setting b both handwheels 
have to be turned in the same direction and by the 
same amount; the angle a will then remain constant 
while this is done. To change the angle a the hand-
wheels have to be turned through the same angles, 
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but in opposite directions; the centre-distance h will 
then remain unchanged in the process. 

From this example we can appreciate that to alter 
one dimension only of the finished article we have to 
move several type two controls in a particular manner 
simultaneously. 

It is easy to see that once again any deviation from 
the required dimensions of the product contains com-
plete information as to how the settings of type two 
controls should be changed in order to reduce the de-
viation to zero. The relationship in this case is a 
little more complicated, to be sure; but there is noth-
ing to prevent the operator from establishing it through 
experimentation. And once he has established it, 
he will have no difficulty in determining such settings 
of the type two controls as will guarantee correct di-
mensions on the finished component. 

Obviously, type one and type two controls permit 
very effective control of the dimensions of the finished 
component. Any deviation from the required dimen-
sions can be immediately corrected by a single measu-
rement; that is, a single observation of the deviation 
is sufficient to determine exactly what has to be done 
to reduce the deviation to zero. 

We can draw a further conclusion: type one and 
type two controls hold no fear for the operator. Once 
he has established the purpose of each of them, he can 
rest assured that whatever happens he will be able 
to correct any defect in the finished components as 
soon as it appears—provided, of course, that the de-
fect involves a dimension controlled by these parti-
cular types of controls. 

And finally, there is a group of controls that will 
leave the operator completely nonplussed when he 
first encounters them in his analysis of the lathe. 

Type three controls (the ones we are talking about) 
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n o more compl ica ted than either of the first two ty-
pes. Each of t h e m controls several d i m e n s i o n s of the 
iinished part s i m u l t a n e o u s l y ; but the ac tua l changes 
I hey produce in the d imens ions are dif ferent for differ-
ent pos i t ions of the control . In one p o s i t i o n , for e x a m -
ple, turning the control to the r ight w i l l increase a 
tjiveri d i m e n s i o n , whereas in another pos i t ion e x a c t l y 
she same m o v e m e n t of the control w i l l resul t in a dec-
rease in the same d imens ion . An e x a m p l e of a type 
'liree control is shown in Figure 75. 

Figure 75 

Here the dimension a depends on the angle <p at 
vhich the cam operated by the lever A is set. Obvious-
ly, when the lever is on the left and is moved counter-
lockwise, the dimension a increases; but a similar 
ounterclockwise movement with the lever on the right 

will cause the dimension a to decrease. 
In this example we can see that there is one position 

! the control lever where a slight movement produces 
to change in the dimension o; namely, when the cam 
nrrle (p is equal to 90°. This angle represents a critical 
• Iting of the control and, in this example, is inde-

.'t-ndent of the settings of other controls. This, however, 
by no means always the case. Very often the critical 

•I ling of a particular control depends on the settings 
1 other similar controls. 

Another typical example of a type three control 
the tuning knob on a radio set. Suppose the station 
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we are listening to 'drifts away' and we want to tune 
the set to bring the station back again. Which way 
should we turn the knob? We have no way of knowing 
until we have done some experimentation because the 
tuning knob is a type three control and therefore re-
quires systematic investigation on every occasion. We 
may have to turn the knob in a clockwise direction 
on one occasion and in a counterclockwise direction 
on another, depending entirely upon which way the 
station 'drifted' . 

Obviously, type three controls possess the treache-
rous property of changing the degree to which they 
influence the output of the controlled system. Whereas 
with type one and type two controls a single initial 
examination suffices to determine their effects on the 
system, type three controls have to be closely watched 
all the time. When we are adjusting a system, we have 
to be constantly on the alert for type three controls 
that may have reversed their effect on the system; 
and each time one of them does, we have to pro-
ceed with strict regard for its changed characteris-
tics. 

Consequently, whenever we are confronted with type 
three controls, we should observe the following rule: 
always turn the controls through a small angle so as 
not to miss the point at which any one of them passes 
through its critical setting. 

Working with type three controls is reminiscent of 
fighting a war, the only difference being that we are 
not pitted against a human enemy, but against nature. 
Every battle is preceded by a reconnaissance the pur-
pose of which is to collect information about the 
strength and disposition of the enemy forces. This 
information then forms the basis for the operational 
plan. At the end of the operation the situation changes: 
the enemy reorganizes his defences, so that further 
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reconnaissance has to be carried out before the next 
operation; and so on. 

A machine-tool operator 'wages war' with type three 
controls in exactly the same way. Before he readjusts 
She controls, he has to carry out a 'reconnaissance' 
in order to find out which way he should turn them 
to achieve the desired effect. When the lathe gets out 
of adjustment again, he has to carry out another 're-
connaissance' before he can readjust it; and so it goes 
on. 

The general plan of 'reconnaissance-battle-reconnais-
sance' applies in this situation as well, but with the 
ierms changed to 'experiment-adjustment-experiment'. 
'Experiment' in this context means such manipulati-
ons of the object as are necessary to obtaining the in-
formation needed for controlling the object. 

8. SEABCH (PATHS AND WANDERINGS) 

So far, we have seen how an operator first analyses 
I he operation of type three controls and then adjusts 
the system by means of them. Clearly, this kind of 
control has a dual nature, and because of this it is 
termed search. 

Here the term 'search' refers to an active process 
of collecting information. It signifies more than mere 
observation of the object: it involves performing ex-
periments with the object in order to find out how 
it will behave in the various circumstances that may 
arise during the process of adjustment. If the object 
does not change its behaviour, the investigation need 
only be carried out once and will be good for all time, 
as is the case with type one and type two controls. 

We remind the reader that the operator will con-
i inue to experiment with these first two types of con-
troJs only until such time as he establishes their type. 
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Once he has done this, no further experiments are ne-
cessary because it will be quite clear which way and 
by how much any particular control has to be turned 
on any future occasion. 

Type three controls are a different matter altogether 
because they change their characteristics all the time. 
If one of them increased the dimension of the part 
when you turned it in a particular direction yester-
day, today it will decrease the dimension. And vice 
versa. 

Type three controls necessitate a constant search 
because whenever the actual dimension of the com-
ponent diverges from the ideal there is no way of tel-
ling which way they should be turned or how far. 
The search consists of making a number of trials to 
begin with—and only then does it become possible 
to adjust the system. So type three controls represent 
the chief difficulty that the operator controlling a 
lathe has to face. Consequently, the principal ingre-
dient of his work is a process of search. 

How is he to organize this search, then? 
Having given the problem a little thought, an ope-

rator may choose one of the following methods. 

METHOD No. 1 

The operator makes a slight adjustment to the first 
of the type three controls, machines one nut with the 
control in this setting and then compares it with the 
previous one. For this purpose he applies a quality 
estimator such as the one we discussed earlier. If the 
value of the estimator is smaller for the new nut than 
il was for the previous one (meaning that the new nut 
is better), the operator continues to move the control 
in the same direction. On the other hand, if the qual-
ity estimator increases and the nut gets worse, the 
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control must bo moved in the opposite direction. So, 
by gradually changing the setting of this particular 
control, the operator works towards the best nut pos-
sible. This will still be a long way from the ideal; but 
it will be better than the first, quite useless, nut, and 
it will be the best nut he can obtain by adjusting only 
I he first of the lathe's type three controls without 
touching any of the others. 

The operator then moves on to the second control. 
1 le proceeds as before to find a setting for this control 
that produces the best nuts. Having found it, he go-
es on tp the third control; then to the fourth; and so 
Oil. 

When the operator has completed this process for 
all the lathe 's controls, it may happen that the re-
sulting nut, although greatly improved, is still not 
close enough to the desired dimensions. In that case 
he has to go back to the first control and find its best 
setting all over again, because when he changed the 
settings of the other controls the original 'best set-
ling' of the first may no longer be the best at all (re-
member, we are talking about type three controls, 
which interact with one another). Then he does the 
same with the second control, then with the third, 
and so on. And he may have to go through the whole 
process several times before he can get the nut within 
the required dimensions. 

Could it be that this is an endless process? 
No; in fact it never is, the reason being that with 

'•very new setting of the controls the operator always 
improves the product and never lets it get worse. 
So there must come a point when the lathe starts pro-
lucing nuts of the required dimensions. 

All the same, this procedure for setting the controls 
mi a machine (known as the method of sequential para-
-neter change or the Gauss-Seidel method), though it 
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yields the required result, is far too-laborious. So the 
operator may choose another method for adjusting 
his lathe. 

METHOD No. 2 

The second method requires the operator to spend 
a certain amount of time analysing the effects of the 
controls before he proceeds to adjust—or perhaps we 
should say 'to tune' — the system. 

He would be quite right to reason as follows. Each 
control affects the quality estimator to a different 
extent; so it would probably save time to take those 
controls that have a greater effect on the quality esti-
mator and turn them through a greater angle, and 
those that have a lesser effect through a lesser angle. 
He concludes, therefore, that he should move the con-
trols in proportion to their effect 011 the quality esti-
mator. If one of them has twice as much effect on the 
estimator as another, it should be turned twice as 
far as the other. Let us consider a concrete example. 

Suppose there are three type three controls that the 
operator has to adjust in order to minimize the quality 
estimator of the finished component. Before he can 
apply the above proportionality principle, he must 
find out the extent to which each of the controls af-
fects the quality estimator. This he does as follows. 
He turns one of them in a particular direction, say 
clockwise, through a certain angle, say ten degrees. 
Then he machines one nut on the lathe and deter-
mines the value of its quality estimator. Knowing 
the value of the quality estimator for the previous 
nut, he can determine the difference in quality between 
the two nuts. Suppose these values were: 20 for the 
previous nut and 22 after the trial adjustment. The 
change in the value of the estimator is thus -|-2, which 
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! elis him the effect of the first control. He now knows 
that if he had turned the control through ten degrees 
in the opposite direction (starting from its initial 
setting) he would have obtained the value 18 for the 
estimator (a change of —2); in other words, he would 
have decreased the value of the quality estimator and 
improved the quality of the nut. But he should not 
actually carry out this adjustment until he has worked 
out the effects of the other two controls. 

So he returns the first control to its original setting 
and carries out a similar trial with the second control, 
and then does the same thing with the third control, 
and thus discovers the effect of each. The results of 
these experiments are tabulated below. 

In the table a plus sign signifies turning a control 
in a clockwise direction, a minus sign in a counter-
clockwise direction. And this completes the analysis 
phase. 

The operator now carries out a first adjustment. 
He changes the settings of the controls by amounts 
proportional to their effects on the quality estimator, 
that is, proportional to the changes he observed in the 
estimator during the experiments he has just been 
doing. The amount of each adjustment is equal to 
the change in the quality estimator multiplied by a 
constant coefficient (in our example the value —5 
has been chosen for this coefficient). 

The last column in the table shows the angles thro-
Mgh which the controls are to be turned to effect the 
adjustment. As you can see, they are proportional 
to the results of the tests. 

We observe that the choice of the proportionality 
constant in this case was arbitrary. However, it is 
usually chosen so as to reduce the value of the quality 
"stimator by as much as possible. Naturally, if the 
constant is made too large or too small, the result 
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Origi-
nal set-

t i n g s 

A n a l y s i s 
F i r s t 

ad jus t -
ment, 

Origi-
nal set-

t i n g s 
1st 
t e s t 

2nd 
tes t 

3rd 
test 

F i r s t 
ad jus t -

ment, 

1st control 0 ° + 10° 0 ° 0° — 10° 

2nd control 0° 0 ° + 10' 0° 1 - 1 0 ° 

3rd control 0° 0° 0° to° — 5 ° 

Value of quality estima-
tor 

20 22 18 21 15 

Change in quality esti-
mator 

— + 2 2 -|-1 — 

in either case will be a poor adjustment. The cons-
tant has to be specially chosen on each specific occa-
sion. 

At this stage the operator has to determine the effect 
of each of the controls once again because they are 
now certain to have changed. This done, he makes a 
second adjustment of all three controls simultaneously 
in accordance with their new properties. And so he 
continues this procedure until he has reduced the qua-
lity estimator to the necessary minimum. 

This method of adjustment is called the method 
of proportional parameter change or the 'gradient me-
thodIt is distinguished by particular accuracy, and 
in many cases it is superior to the Gauss-Seidel method. 

It may happen, however, that even this method is 
not particularly suitable because of the large number 
of times the properties of the controls have to be de-
termined. At each stage of the adjustment process the 
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operator has to perform as many experiments as there 
are type three controls. What if there are a hundred of 
these controls? Or a thousand? What then? We must 
conclude that the gradient method is fine for adjusting 
simple systems in which the number of controls is 
.-•mall—two or three, say; but if there are a great 
many controls we shall have to look for another method 
of adjustment. And this is where chance comes to 
the rescue again. 

METHOD No. 3 
(RANDOM SEARCH) 

The third method demands of the operator not only 
common sense, but also the courage of his convictions 
because ho will be required to perform actions that 
will seem at first extremely odd and unreasonable. 
To make use of this method the operator has to turn 
all the controls at once through a small angle in ran-
dom directions (we remind the reader once again that 
we are talking about type three controls). How does 
he ensure that he chooses random directions? He can 
do this by tossing a coin for each control and turning 
the control to the right, say, for a head and to the left 
for a tail. He also needs to make a note of all the 
changes. 

In performing this unproductive, 'subversive' ope-
ration the operator relies on the remarkable property 
inherent in chance of encompassing every possibility. 
And among all the possibilities are those that will 
improve the product—and they will constitute a siza-
ble proportion of the total. The procedure thus con-
sists of making a series of random overall adjust-
ments. If a particular set of adjustments results in a 
deterioration in the quality of the finished product, 
each control must be returned immediately to its 
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former setting. Another set of random adjustments 
is then made again by turning each control a small 
amount in a new random direction. 

At first sight it seems as though the operator's 
behaviour is utterly senseless. Whereas the gradient 
method (Method No. '2) was certain to improve the 
process, the present method not only does not guaran-
tee any improvement, but may actually make the 
situation worse. And how can we be sure that the ope-
rator will not have to spend an excessive amount of 
time juggling the controls? Is there, in fact, any end 
to this process? 

All these fears and doubts arise because the random 
method of adjusting a lathe is an unusual one. Yet 
upon closer examination its great advantages over 
non-random (regular) methods become readily appa-
rent. 

Indeed, a set of random adjustments may make 
the finished part either better or worse; and either 
result may be expected with equal probability. This 
means that on the average every second turn of a con-
trol will improve the product. As is shown both by 
theoretical calculations and by practical experiments, 
the time required for adjustment by the random me-
thod represents a considerable saving. For example, 
with the method of random search a system incorporat-
ing one hundred controls can be adjusted on the ave-
rage in one tenth of the time needed for the gradient 
method. Each .time the operator makes an unsuccess-
ful random adjustment he immediately returns the 
system to its former condition and performs another 
random adjustment. His adjustments will not all be 
equally successful: there will be bad ones that lower 
the quality of the product (these he cancels out im-
mediately); and there will be good ones. Among the 
latter there will always be those that are just good, 
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which hardly improve the product at all, and those 
that are very good and result in an immediate, signi-
ficant improvement in product quality. In such cases 
the chosen random directions in which the controls 
were moved happened by chance to have been the 
'correct' directions for nearly all of them; which me-
ans that the optimum settings corresponding to the 
highest possible quality should be sought in just 
these directions. However, these 'very good' random 
adjustments will occur extremely rarely, and the su-
periority of the random search method does not de-
pend on them. Its strength lies in the 'just good' 
adjustments because they occur much more frequently 
and arc consequently easy to come upon by chance. 

a game involving random search 

The well-known children's game of 'hot or cold' 
provides a good illustration of the method of adjust-
ment we have just been describing. No doubt the rea-
der used to play this simple game as a child. Its rules 
are clear and straightforward: the person who is ' i t ' 
has to find some object that the others have hidden 
in the room. Whenever ' i t ' moves away from where-
ver the object is, the others cry out 'Gold!'; if he 
moves more or less towards the thing he is urged 
on by shouts of 'Warm!'; and when he heads straight 
towards the hiding-place, he does so to the accompani-
ment of shrieks of 'Hot! ' . 

Let us analyse the player's procedure. The first 
thing he does is to take a step in any direction at ran-
dom. If he hears the negative 'cold' , he tries taking 
a step in another random direction. He keeps on at 
this until he gets the affirmative 'warm'. Thereupon 
he concentrates his search in the successful direction. 
When he hears 'hot ' , he moves forward with confi-
dence. 
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It is easy to see that the player behaves in exactly 
the same way as a self-adjusting system. The signals 
'cold' , 'warm' and 'hot ' warn him of changes in his 
'quality estimator'—his closeness to the concealed 
object. He chooses the method of random search for 
the obvious reason that he does not know of any other 
method of search. This lack of knowledge serves him 
well, in fact, because any other method of search 
would complicate his task and draw the game out in-
terminably, so that it would simply become a bore. 

Passions engendered by random search 

Let us continue our discussion of self-adjustment 
by the random method. 

Ten years ago, when this approach to the problems 
of self-adjustment was put forward by a group of 
people (this writer among them), it was met with 
anything but indifference. Everyone that came in 
contact with random search in any way gave vent 
to his feelings on the subject in a spirit of frenzied 
passion. Some—at first, in fact, most—openly ridicul-
ed the idea and made random behaviour a vehicle for 
the extensive exercise of their wit. Others sprang just 
as openly to the defence of random search, seeing in 
it distinct possibilities for overcoming the 'dimen-
sional curse' that plagues complex systems. (This 
curse threatens all who undertake to adjust any very 
complex system having a large number of controls. 
At present nobody knows the answer to problems of 
this order.) 

The controversy over random search gradually lost 
its intensity, for it became clear that in certain com-
plex situations involving large numbers of controls, 
random search was the only viable method for solv-
ing the problem. It was also granted that if the num-
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ber of controls was small and the system straightfor-
ward, then it was better to use one of the regular 
methods of search (Methods No. 1 and No. 2). 

It must be said, however, that even today there are 
people who cannot get used to the idea that in certain 
difficult cases the random method is both quicker and 
more reliable. On one occasion, after a stormy debate 
over random search at one of our regular scientific 
conferences, a friend of mine implored me to confess 
that it was all nonsense. 

'Look,' he said, 'I know you need the subject for 
your thesis—and I 'm sure that it will be accepted; 
but tell me, in all honesty: random or non-random 
search—doesn't it all come to much the same thing 
in the end? And mightn' t the gradient method really 
turn out to be better after all? Come on, admit it! ' 

I admitted nothing of the sort. 
On another occasion an eminent theoretician tried 

to talk me out of it, using the full weight of his autho-
rity: 'Young man, why do you waste your time with 
random search? I took it up when I was your age too, 
and was able to demonstrate that random behaviour 
is always inferior to regular behaviour, on balance, 
and that in particular, random search is inferior to 
regular search. I advise you to drop i t . ' 

But drop it I did not. 
Another time I chanced to hear a particularly zea-

lous opponent of random search holding forth: 'I am 
engaged in the development of electronic devices of 
the greatest complexity. 1 frequently have occasion 
to use a search process when I am simulating the 
behaviour of a system on a high-speed computer. And 
now I find that my programmers are determining the 
optimum alternatives by using random search. Not 
that it. matters to me what method they use—so long 
as they come up with the optimum mode for the ma-
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chine—but surely this random method is against all 
logic? However much I tell them that random search 
is absolute nonsense, it never seems to get through to 
them. Once a programmer acquires a taste for the ran-
dom search method —and one calculation is enough 
for that, I can tell you—wild horses couldn't stop 
him. But, for the life of me, I can't understand what 
they sec in it.' 

Random search and learning 

If in applying the random search method the ope-
rator remembers the details of each step and instead 
of making each succeeding random choice completely 
random he takes into account the results of the preced-
ing step, this method will yield still greater gains. 
The operator will be able to adjust and readjust his 
lathe in record time. Moreover, if he combines the 
random search method with self-instruction he will 
be in the best possible position for keeping his lathe 
in the required state of adjustment. 

It is common knowledge that while a lathe is work-
ing both the lathe and its tools are subject to wear; 
and wear tends to raise the proportion of defective 
components. Consequently, the lathe is in constant 
need of adjustment to keep this proportion to a mi-
nimum. This is usually done as follows. Each time 
the operator adjusts the lathe he relies on the expe-
rience gained from the previous adjustments, because 
the lathe's loss of adjustment is evidently due to the 
same cause as before —tool wear, for example. Before 
long he is able to perform a complete adjustment 
in only one or two steps because he has taught himself 
how to correct for this particular kind of loss of adjust-
ment, that is, he knows which controls to turn which 
way and how far in order to keep the lathe adjusted. 
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The process of self-instruction that takes place dur-
ing the random search process is reminiscent of the 
techniques that are used in the training of animals. 
If the animal chances to do what its trainer wants it to 
do, he rewards it in the hope of reinforcing this parti-
cular chance act by associating it with a feeding reflex. 

If the animal fails to do what is expected of it, it is 
punished with a view to encouraging it to behave 
otherwise in future; for amongst these other modes 
of behaviour will be the one that the trainer is waiting 
for. 

Wo should bear in mind that punishment will only 
serve its intended purpose when the number of possible 
modes of behaviour is small. The animal will then 
have a chance of stumbling upon the desired action in 
a fairly short time in its efforts to avoid punishment. 
In a more complicated situation where the animal is 
presented with a large number of possibilities, punish-
ment will prove more or less useless: it will hardly 
shorten the learning process at all, and will simply 
upset the animal. This is the theoretical basis for the 
advantages of rewarding an animal as opposed to pu-
nishing it. 

Let us examine a simple learning experiment that 
uses laboratory rats and a T-shaped maze as shown 
in Figure 76. The rat is released into the maze and 
is faced with a choice of paths—one to the right and 
one to the left. The experimenter wishes to train the 
rat to turn to the right and encourages it to do so 
with a piece of bacon fat placed in the right-hand leg 
of the maze. At the same time he discourages it from 
turning to the left by giving it an electric shock whe-
never it does so. After a few trials the rat turns right 
and heads for the bacon fat without any hesitation. 
This means that it has learned and that its learning 

was assisted by both punishment and reward. 
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We could have employed punishment alone, by 
omitting the bacon fat in the right-hand leg of the 

Figure 76 

maze and simply giving the rat an electric shock if 
it turned left. The rat will still learn to turn right 
to avoid the punishment; but it will take longer to 
learn. 

If we abolish the punishment and limit ourselves to 
reward, the rat will only learn to turn right after it 
has chanced to stray into the right-hand passage. 

This example of teaching a rat in a maze shows 
quite plainly that it is possible to achieve a desired 
result by combining reward with punishment. 

Self-instruction during random search proceeds in 
exactly the same way. Here, reward (tending to raise 
the probability of a successful adjustment) can be 
combined with punishment (tending to lower the pro-
bability of an unsuccessful adjustment) to achieve 
the desired effect of speeding up the search process. 

So far we have confined our discussion to a fitter-
operator, that is, to a human being who carries out 
the adjustments himself. Suppose, now, we wish to 
replace the human operator with an automatic adjust-
ment system, in other words with a machine. Ob-
viously, an operator using the random search method 
possesses one fundamental advantage: he is very easy 
to replace. This is because a computer programme 
for random search is extremely simple and can easily 
be incorporated in an automatic device. 
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Random search automated 

The block diagram for such a device is shown in 
Figure 77. Here the system under adjustment has a 
definite number of control parameters (controls), 
which are set in motion by random generators. The 
output of the system passes to a converter that eva-
luates the quality estimator for the system and sends 
a signal corresponding to the value of the estimator 
along to the control block. (The signal will only reach 
zero if the system is in perfect adjustment.) The con-
trol block monitors this signal and operates the ran-
dom generators, switching them on and off, accord-
ing to the value of the estimator. 

This arrangement operates in a very simple manner. 
The random generators change the settings of the con-

Figure 77 

trols in random directions. If the system does not 
improve as a result of the last set of changes, that is, 
if the quality estimator does not decrease, the control 
block sends a command along channel G returning 
the controls to their previous settings. If, on the 
other hand, the estimator does decrease, the random 
generators transmit the next set of random adjust-
ments to the system. And that is all there is to it. 

To incorporate an element of learning into the pro-
cess all we have to do is to send instructions to the 
random generators regarding their readjustment. This 
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is done as follows. At the same time as the controls 
are returned to their previous settings following an 
unsuccessful adjustment, the control block sends ano-
ther command along channel G; this command changes 
the characteristics of the random generators themsel-
ves so as to ensure that the situation that required 
the controls to be returned to their previous settings 
occurs as seldom as possible in future. This means that 
after the generators have been readjusted, this particul-
ar set of movements of the controls will occur much 
less frequently than before. The effect of this procedu-
re is that the controls will be moved more frequently 
in those directions which lead to an improvement in 
the system. 

We can describe this learning process in terms of 
the game 'hot or cold', as follows. The player remem-
bers which of his moves resulted in cries of 'cold' and 
is therefore less likely to repeat any of them. In oth-
er words, he tries not to move in the 'cold' direc-
tions, which means that he will try other directions 
more often. And as he eliminates the various 'cold' di-
rections one after another, ho increases his chances of 
stumbling upon a 'warm', or even a 'hot ' , direction 
until he is bound to do so. 

Obviously, the element of learning saves the player 
from senselessly repeating steps known to be 'cold' 
and at the same time guides him towards the 'warm' 
ones. 

You may have noticed that the process we have 
just described is the same as 'learning from one's 
mistakes'. 'Punishment' is represented by the special 
instructions that reduce the random generators' pro-
bability of applying unwanted sets of random adjust-
ments to the system's controls. 

We can also employ a system of 'reward' by increas-
ing the probabilities of those adjustments that im-
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prove the operation of the system, that is, that reduce 
!he value of the quality estimator. In either case the 
system will succeed in learning how to adjust itself, 
«o that it will take less time to correct its operation 
than it would without the element of learning. 

As we have shown, a self-instructing system such 
as this constantly strives to improve the quality of 
its performance. At any moment something may hap-
pen to upset the smoothness of the system's opera-
tion and the system must then be ready to undertake 
a search for such new settings of its controls as will 
reduce the quality estimator to a minimum. But since 
the zero value of the estimator is, alas!, unattainable, 
the system does not 'know' how to account for its 
inability to achieve a zero value: it cannot tell whe-
ther it is simply impossible to get any closer to the 
ideal than it has, or whether chance interference 
is preventing it from operating perfectly. For this 
reason the system constantly endeavours to improve 
itself, ceaselessly testing various ways of changing its 
parameters, searching, searching, searching... One of 
the problems of random search is to determine the 
point at which the system can be considered suffi-
ciently well adjusted and the search stopped. 

Self-adjusting systems are currently finding a wide 
range of applications. After all, it is very convenient 
to have a system that adjusts itself and does not 
require the attention of a human operator. And yet 
'•onvenience is not the most important consideration 
here. Systems like these are used in applications where 
a human operator would constitute a weak link in 
the system and would not be able to ensure the sys-
tem's normal functioning because of his limited capa-
cities. Sometimes it is absolutely essential to use a 
self-adjusting system', especially in a situation where 
conditions change too rapidly for a man to be able 
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to keep track of them. Apart from this, adjusting a 
machine is not, for the most part, a particularly excit-
ing occupation: the liberation of human beings from such 
tedious, monotonous work is a great and noble task. 

In many cases, however, the problem of adjusting 
large systems, such as a complete production line for 
example, becomes very complex and requires the efforts 
of vast numbers of specialists to solve it. In such a 
case adjustment bears all the marks of a creative 
process, and in automating it we have to be able to 
simulate its creative aspects. And this we can only 
do if we understand what creativity is. 

The problem of automating the adjustment of a 
system is thus connected with the problem of creati-
vity. Its solution will therefore be a first step towards 
the automation of creative processes. 

In concluding this chapter we should observe that 
the method we have described for automating the 
adjustment of a system has a definite limit. The sys-
tem under adjustment tends towards a state of perfect 
operation (although in practice it almost never rea-
ches it) and can therefore never become better than 
its ideal. 

The last year or so has seen the appearance of a 
new type of system, the so-called self-organizing sys-
tem, that does not have this limit of improvement 
and has much the same capacity as a living organism 
for improving its properties indefinitely. 

But that is another story. 

CONCLUSION 

And so we come to the end of our journey around 
this thrice chancy world. And now, as we shake the 
accumulated dust from our feet, we can admit to our-
selves that it was not the easiest going. 
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The first half of our journey was entirely devoted 
lo overcoming the difficulties that chance puts in our 
way, hindering every kind of purposeful activity. 
This destructive tendency of chance is a manifesta-
tion of the second law of thermodynamics—the law 
that expresses the negative side to our world. We saw 
that the only reliable defence against the chaos re-
sulting from chance is control; and cybernetics, the 
science that investigates the laws of control, is the 
science that deals with the struggle against chaos. 

In the twenty-five years that cybernetics has been 
in existence it has developed effective methods for 
combatting chance, methods that are designed to 
crush and to annihilate chance obstacles on the road 
to knowledge. But this is not the only means at our 
disposal for dealing with chance. We have also de-
veloped methods for peaceful coexistence with chance, 
methods that enable us to work effectively despite 
the presence of chance interference. 

During the second half of our journey around the 
world of chance, things took on a rosier hue. Here 
chance rose to the occasion in a new and, for chance, 
unusually positive role. We learned how man can use 
chance to advantage in his practical activities. We 
saw that the Monte Carlo method, having only the 
merest connection with the gaming houses of Monaco, 
is a powerful tool for solving a great many of our 
most important practical problems. We convinced 
ourselves that in play situations chance deserves a 
great deal of attention because it does not allow an 
opponent to proceed with certainty and thus reduces 
his chances of winning. 

We became acquainted with the statistical hypo-
thesis concerning the structure of the brain, a hypo-
thesis that argues, boldly and strongly, for the idea 
that the structure of the nervous system is to a great 
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extent a random one and that its rational behaviour 
is founded on the establishment of conditioned reflex-
es, these reflexes being formed through a process of 
instruction and self-instruction in which an element 
of chance once again plays an essential part. 

We have analysed the operation of the perceptron— 
that remarkable machine that possesses the 'gif t ' of 
being able to recognize all kinds of visual shapes. 
The element of chance that is deliberately incorpora-
ted in its construction is responsible to a significant 
degree for this ability. 

Chance is also of tremendous significance in living 
nature. The processes of evolution and improvement 
of living organisms in association with natural se-
lection take place only because chance mutations 
produce in an organism accidental changes that are 
perpetuated in succeeding generations by heredity. We 
became acquainted with the first mechanical device to 
use the method of random search, namely the homeos-
tat , and convinced ourselves that it simulated natural 
selection. The basic raw material for the abstract 
thought intensifier that we examined was interference 
noise; and the block diagram of the intensifier was 
virtually a copy of the process of artificial selection 
that man has long made use of. 

Finally, we examined various ways of adjusting 
complex systems and saw that here, too, the method 
of random search possesses several advantages over 
regular methods. 

The study of the remarkable world of chance is 
only just beginning. Science has as yet barely skimmed 
the surface of this world of strange happenings and 
limitless potential. 

But the excavation of the priceless treasures of 
chance has begun, and there is no telling what riches 
it may yet uncover. One thing, however, is certain: 
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we shall have to get used to thinking of chance, not 
as an irritating obstacle, not as an 'inessential adjunct 
to phenomena' (as it is in the philosophical diction-
ary), but as a source of unlimited possibilities of which 
even the boldest imagination can have no prescience. 
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